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Preface 

The Space Science Board's Committee on Data Management 
and Computation (CODMAC) has published two reports aimed 
at improving the scientific return from data acquired by space 
missions. The first of these, Da.ta. Ma.na.gement a.ntl Computa.
tion, Volume 1: Issues a.ntl Recommentla.tions (National Academy 
Press, 1982) , hereafter referred to as CODMAC I, summarized 
the major problems that have been impediments to extraction 
of science information from space-acquired data, recommended a 
number of general steps for improvement, and developed a set of 
principles for successful management of scientific data. The second 
report, Issues a.ntl Recommentla.tions Associa.tetl with Distributed 
Computa.tion a.ntl Da.ta. Ma.na.gement Systems for the Spa.ce Sci
ences (National Academy Press, 1986) , hereafter referred to as 
CODMAC II, explored management approaches and technology 
developments for computation and data management systems de
signed to meet future needs in the space sciences. This report 
continues these studies by examining several specific areas where 
improvements in NASA's data management and computational 
resources could be of substantial benefit to science. 

On behalf of the committee, I would like to thank the following 
for assisting us in preparing these white papers and/or for partici
pating at our study in Snowmass, Colorado, in August 1986 when 
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we first drafted the documents: Dave Nichols, John Solomon, and 
Tom Duxbury (Jet Propulsion Laboratory) ; Carroll Hood (Science 
Applications International Corporation) ; Mike Wiskerchen (Stan
ford University) ; George Ludwig (University of Colorado) ; Joe 
King and Phil Cressy (Goddard Space Flight Center) ; Ray Walker 
(University of California, Los Angeles) ; and Ethan Schreier (Space 
Telescope Science Institute) . 

Christopher T. Russell 
Chairman 
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1 
Introduction 

Scientific advances arising from data acquired by NASA space
craft require more than just the data themselves. Also required are 
the means to save and later access the data, computers to reduce 
the data and create physical models, communications to move the 
data from one place to another, and structures to manage the data 
and associated resources. 

Committee on Data Management and Computation (COD
MAC) has studied many of these areas of data management and 
computation previously. The result was two reports that made 
recommendations for improving the scientific return from space
acquired data. After the second report appeared in early 1986, the 
committee decided to address a number of specific issues in more 
depth. The findings are summarized in chapter 2. The succeeding 
chapters provide supporting details. 

Some of the specific issues CODMAC chose to examine arose 
because of the implementation of new technologies, such as net
working to utilize computer power and databases in a more cost
effective manner. NASA's development of the Program Support 
Communications Network , the success of the Space Physics Anal
ysis Network (SPAN) , the growth of systems such as ARPANET, 
and the establishment of an NSF supercomputer network are ex
amples of the recognition of networks as a fundamental tool. The 
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astronomical growth of electronic mail services indicates that net
work use is rapidly becoming an essential feature of modern soci
ety. In chapter 3, "Computer Networking for the NASA Scientific 
Community" (principal authors: D.N. Baker, T. Duxbury, E. 
Schreier, P. Shames) the committee addresses a number of issues 
in this area and offers NASA several recommendations for ways to 
proceed with networks for scientific use. 

Supercomputing has become, in the past few years, an effec
tive and efficient tool for doing science. Space missions, for exam
ple, can be optimized by first modeling space systems (such as a 
planetary magnetosphere or a comet) before building an expen
sive probe to go there. NSF clearly recognized this trend in their 
program to establish supercomputer centers for use by the scien
tific community. Within NASA, there is a growing trend at the 
centers to acquire supercomputers. Unfortunately, these machines 
are not usually accessible for scientific purposes by other than 
center scientists, and even then access may be difficult. In chapter 
4, "Supercomputing for NASA Funded Sciences: Resources and 
Access" (principal authors: S. Brecht, R. Walker, C. Hood), some 
serious problems are pointed out in NASA's approach to utilizing 
supercomputers for science. 

In chapter 5, "The Management of High Data Rates and 
High Data Volumes" (principal authors: M. Abbott, D. Nichols, 
J. Solomon), ways are suggested for NASA to deal with the ex
pected volume of data from future space programs. We are now 
able to generate data at rates well beyond our ability to digest. 
Such data streams must be harnessed for efficient scientific analy
sis if the ready availability and cost-effective management of these 
data are to be realized. 

In chapter 6, "NASA Data Management Issues" (principal 
author: T. Albert), the focus returns to a constant CODMAC 
concern-the necessity for proper data archiving, and effective 
access and distribution policies. There are vast archives of data 
that are not well used. We must find ways to preserve and nourish 
this vital resource. 

This report does not address the growing desire on the part of 
the scientific community for real-time or near-real-time access to 
the scientific telemetry stream. This desire has been expressed for 
small missions, such as Explorer-class missions, for Observatory
class missions, and for Space Station-based investigations. This 
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issue is a complex one involving issues of the security of the com
munication links and the cost/benefit ratio of each application. 
This issue will be left for a future study. 
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2 
Executive Summary 

CO MPU TE R  NE TWO RIIN G l!'O R THE N ASA 
SCIEN TIP IC COMMUNITY 

A successful computer network must provide mail, remote log
on, and file transfer capabilities. For maximum utility it must be 
connected to a large number of sites. It should be reliable and 
have high bandwidth and low cost. Several different network pro
tocols exist at the present time that support successful networks. 
Moreover, international network standards are evolving that may 
require changes in the future networks. Thus, at present there 
is not a single networking protocol that can be recommended for 
all users, and care must be exercised to allow for future changes. 
In this environment CODMAC makes the following recommenda
tions. 

1. Continue support of SPAN in itB present form. 
e. Implement a TCP/IP-6ued NASA science network to BUp

port high data rate science and 6road community acceBB and connect 
this network to similar networb of other agencie.. 

9. Continue to support at least two major network protocols 
such as DECNET and TOP /IP. 

-1 .  Connect these NASA-supported networb to NASA's major 
computational facilities and data archives. 

4 
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5. Develop and support data description languages, format
ting standards, data compression techniques, and naming and doc
umenting conventions that will encourage 6road access to a wide 
range of data sets. 

6. Ensure that the applications software and interfaces devel
oped will survive the transition from current protocols to ISO/OS! 
standards. 

7. Esta6lish a NASA-wide, coherent, electronic mail system 
with guaranteed delivery. 

8. Provide adequate support for the NSI, the PSCN 6aclc6one, 
and tail-circuits. 

9. Encourage strong and continuing user involvement in the 
development, evolution, and operations of the networlc. 

SUPERCOMPUTING FOR NASA FUNDED SCIENCES: 
RESOURCES AND ACCESS 

Computers are now pervasive in all aspects of science from the 
collection of data to its analysis. The ever increasing bandwidth 
of our sensors and the ever increasing sophistication of our models 
and analyses place ever increasing demands on our computational 
resources. We expect that there will always be a demand within 
the NASA science community for the largest and most powerful 
computers (i.e., supercomputers) no matter how sophisticated and 
fast smaller computers become, because larger computers will be
come commensurately faster and their memories larger. NASA has 
entered the supercomputer era and now possesses nine supercom
puters at its various centers. While this may appear to provide an 
abundance of supercomputer resources, there is no way at present 
to gauge the availability of these resources or to allocate them if 
their availability is ascertained. CODMAC therefore makes the 
following recommendations. 

1. NASA should develop an agency-wide plan for the manage
ment of its supercomputer resources. 

!. OSSA should prepare a strategic plan for supercomputing 
for NASA space science users. 

9. The OSSA centers should recognize and anticipate the needs 
of their user communities and 6e an advocate for them when procur
ing resources/or scientific computing. 
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./. Users of supercomputing should 6e involved at every level 
in the development of the supercomputing plaf&B and should partic
ipate in the oversight of the operations of NASA's supercomputing 
resources. 

THE MANAGEMENT OP mGH DATA RATES 
AND mGH DATA VOLUMES 

The high data rates and volumes planned for the sensors and 
communication systems of the Space Station era will present chal
lenges for efficient data acquisition , processing, and management. 
A strategy must be developed to provide the greatest scientific 
return within the given resources. To do this, scientific users 
must have access to appropriate tools and techniques. There must 
also be an aggressive technology development program for high 
rate/high volume data and information systems. CODMAC's rec
ommendations for addressing these issues are as follows: 

1. The goal of any data management strategy must 6e to ma:r:
imize the scientific return from the acquired data within the con
straints of the data system. Users must be given an active role in 
the planning of data collection both to ensure high scientific re
turn from the data and to increase awareness in the users of the 
implications of various observing scenarios. 

e. Future space science missiof&B should develop a data ac
quisition strategy that allows the user to participate in the data 
management process� This participation should include considera
tion of total life-cycle costs, interactive payload control to allow data 
editing based on quality, and mechaMims for conflict resolution. 

9. OSSA must aggressively pursue the development of tools and 
techniques that will enable a robust data rate management strategy 
to be adopted. Performance models should be developed. Testbeds 
of methods for on-board information e:r:traction and autonomous 
instrument control should be implemented and data compression 
techniques should continue to be pursued. 

NASA DATA MANAGEMENT ISSUES 

While the collection of data from space attracts much interest , 
the more mundane issues on handling, managing, and disseminat
ing these data are given less than adequate attention. The accu
mulation of data continues as do the data management problems 
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with the loss of valuable data and with the difficulty of provid
ing access to the data. There is too much data to be efficiently 
collected and stored in a single location . Moreover, data is best 
stored where specialists who use the data and know the most 
about it reside. If potential users are to gain access to the data, 
good directories and catalogs must exist. If the data are to be 
adequately preserved they must be stored on suitable media. In 
an era of evolving technology, assessing the quality of the avail
able media becomes critical to the preservation of the archive. In 
view of the present situation and recognizing that some strides in 
these directions have been made, CODMAC makes the following 
recommendations. 

1. NASA should adopt and implement an ezplicit data man
agement plan for all space flight investigations. 

!. NASA should proflide sufficient resources/or data archiv
ing, guidelines/or its implementation and enforce the requirements 
that projects and principal investigators properly archive and doc
ument their data. 

9. NASA should develop procedures/or the protection of the 
data archive from deterioration of media, hardware failures, and 
tampering by individuals . 

./. There should be an active, distributed archive managed in 
scientific data management units by each discipline in coordination 
with NSSDC. 

5. NASA should develop easily accessible, standard catalogs 
and directories. 

6. NASA should continue to assess storage media and develop 
guidelines/or its use in archifling. 

7. NASA should establish an advisory committee on data re
tention and preservation and associated concerns, and should es
tablish ties with other agencies and the user community regarding 
the dissemination of and access to archived data. 

8. NASA should support and promote the use of its data 
archives. 
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3 
Computer Networking for the NASA 

Scientific Community 

SUMMARY 

Committee on Data Management and Computation has exam
ined the outstanding issues related to NASA computer networking 
and reviewed the ongoing networking efforts in the light of the prin
ciples previously set down by CODMAC for data systems. Based 
on this examination and review, the committee recommends that 
NASA should: 

1. continue support of SPAN in its present form; 
!. implement tJ TCP/IP-bt�sed NASA science networlc to sup

port high dtJttJ r11te science tJnd brotJd community tJccess tJnd connect 
this networlc to similtJr networlcs of other tJgencies; 

9. continue to support tJt letJst two mtJjor networlc protocols 
such 11s DEC NET t�nd TOP /IP; 

4. connect these NASA-supported networlcs to NASA's mtJjor 
computtJtiont�l ft�cilities tJnd dtJttJ tJrchitJes; 

5. detJelop 11nd support dtJttJ description lt�ngut�ges, formtJtting 
sttJndtJrds, dtJttJ compression techniques, 11nd n11ming tJnd docu
menting contJentions thtJt will encourtJge brotJd tJccess to 11 wide 
r11nge of dtJttJ sets; 

6. ensure thtJt the GpplictJtions softwtJre 11nd inter/Gees detJel
oped will surtJitJe the trtJnsition from current protocols to ISO/OS! 
sttJndt�rds; 

8 
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7. esta6lish a NASA-wide, coherent, electronic mail system 
with guaranteed deliveryj 

8. provide adequate support for the NSI, the PSCN backbone, 
and tail circuitsj and 

9. encourage strong and continued user involvement in the 
development, evolution, and operations of the network. 

BACKGROUND 

The numerous benefits of computer networks for the scientific 
community are well documented (cf. , CODMAC II) . Wide-area 
networks are crucial to developing distributed information sys
tems and providing connection links between Space Science Data 
Management Units (SSDMUs) . In serving this function, networks 
enhance communications and productivity and make data and 
computational resources accessible to the broadest elements of the 
scientific community in a fast and cost effective manner .  

The most immediate and basic requirements for a successful 
computing network are that it provide mail, remote log-on , and file 
transfer capabilities for a distributed user community with a vari
ety of different computers. In many respects, it is not important 
to the majority of the network users which particular communica
tion protocols are used, nor is the detail of the underlying system 
configuration of particular concern. For most scientific users the 
structure and inner functioning of the network should be as trans
parent as possible. The most important attributes to the intensive 
user are the number of sites that are connected to the network 
(its connectivity) , the operations that can be carried out over the 
network (its functionality) , and its speed, cost, and reliability (its 
efficiency) . This chapter explores several issues relating to space 
science networks and their protocols, configurations, and manage
ment. 

ISSUES: THE NEED FOR MULTIPLE NETWORKS 

A satisfactory way to gauge the requirements for a computing 
network is to identify its most taxing activities and functions. The 
network must then be designed in such a way that its bandwidth 
and reliability can readily meet the requirements of these most 
difficult functions. Obviously, a network so configured will be able 
to deal effectively with the less demanding tasks that are part of 
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its overall operational profile. Part of this design activity is to un
derstand both short-term peaks in usage profiles and longer-term 
trends driven by changing requirements in data and connectivity. 

In the next decade, the committee envisions that information 
processing associated with Space Station activities will be among 
the most stressing of the requirements faced within the space sci
ence community. Those undertaking investigations on the Space 
Station will wish to network electronically during the experiment 
test and phase, to command and operate their instruments re
motely and analyze the resulting data remotely, and to communi
cate with other users. Any computer network that meets the user 
access requirements underlying the goals in the space science era 
(by exhibiting adequate reliability, connectivity, functionality, and 
communication bandwidth) will also meet the broader needs of 
the space science community vis-a-vis most computer networking 
objectives. There are some specific requirements, i.e . ,  for band
width or privacy, that may need special accommodation for these 
requirements to be met-remote image display and remote display 
of supercomputer-generated models are two current examples. 

At the present time there are many separate scientific net
works in the United States, supported both by national agencies 
and as "grass roots" efforts. These range from relatively small 
networks sending limited volumes of data (bit streams) to very 
large, high-volume networks with hundreds of users. Networks to 
support NASA science users do not exist in a vacuum, since several 
other national agencies and consortia already have, or are putting, 
networks in place. The oldest of these is ARPANET, which has 
been in existence since 1969 and is the conceptual parent of all 
of today's major networks. ARPANET and the extensions being 
built by NSF and various university and regional consorts use the 
Transmission Control Protocol/Internet Protocol (TCP /IP) pro
tocols, which are widely supported on a variety of machines from 
the micro to the supercomputer class. 

Significant networks that use other proprietary protocols such 
as DECNET (DEC) and SNA (IBM) also exist and support ex
tended communities of users. Protocols that offer only mail service 
are also in wide use, with BITNET, USENET, and CSNET being 
the most common in academia and Telenet finding wide use in 
NASA. Public data nets using the X.25 protocols (which support 
Telemail) are in wide use in the United States and are often the 
only network in many other countries, providing ubiquitous, if 
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slow, access to host systems. For the purposes of this report, we 
will restrict our attention to two basic "full function" networks 
that have found wide acceptance in the NASA user community. 
The first of these networks is SPAN, which is a DECNET-protocol 
system. SPAN serves several hundreds of users and links together 
several tens of space physics institutions; SPAN has evolved to use 
the Project Support Communications Network (PSCN) backbone 
plus a router/tail circuit configuration. The second network is a 
proposed NASA Science Network (NSN) , which will be very simi
lar to the ARPA and NSF networks in configuration and will use 
TCP /IP communication protocols. The NSN concept is evolving 
out of various pilot program requirements, primarily the Planetary 
Land Data System (PLDS) and the Astronomy and Astrophysics 
Network Project-currently in the process of connecting a dozen 
major astronomy centers together via ARPANET until NSN is 
implemented. 

The various NASA networks must be interconnected with each 
other and with other agency networks. To implement this a NASA 
Science Internet (NSI) has been proposed. This internet not only 
should tie together the various TCP /IP networks (such as NSN, 
ARPANET, and NSFNET) , but also should provide connectivity 
with networks of differing protocols (such as SPAN) as appropriate 
and where feasible. 

In the appendix, we give more complete descriptions of the his
tory, configuration, and management plans for the SPAN and NSN 
systems. Suffice it to say here that with early and continuing user 
involvement, these networks meet, or will meet, the requirements 
of a large fraction of the NASA science and technology communi
ties today. These networks will evolve (as will be discussed below) 
to meet future needs, including international standard protocols 
when these become established . In all of our discussion of specific 
networking issues, we suggest that the reader keep the SPAN and 
NSN models in mind as concrete, prototypical examples of what a 
space science computing network can and will be. 

Because of the extensive networks being put in place by other 
agencies, it is strongly suggested that NASA reach cooperative 
agreements with NSF and DARPA to share technology and net
work access. A national initiative under the Federal Coordinating 
Committee on Science and Engineering Technology (FCCSET) 
sponsorship to consider an Interagency Research Internet is now 
in progress, and NASA should give serious consideration to this 
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effort. The particular needs of NASA for high-bandwidth, remote 
data access can best be met by a NASA network, but access to 
the broad community of scientists, researchers, other government 
agencies, and parts 

'
of the commercial sector will be well met by 

interagency network arrangements. 

Recommendation 

CODMAC recommends the development of a NASA Science 
Network to meet the present need for network services employing 
the TCP/IP protocol. CODMAC also recommends that NASA 
continue to support SPAN in its current form. These two networks 
should be interconnected and also connected to similar networks of 
other agencies. For the foreseeable future, NASA should continue 
to support at least two major network protocols such as DECNET 
and TCP /IP. 

User Involvement In Network Opera tloDS and PlannJng 

Present and future NASA computing networks exist to serve 
the scientific and technical communities. The networks are not an 
end unto themselves. The only way to ensure continued relevance 
and responsiveness of any network is to have a strong involve
ment of the scientific users in the management, operation, and 
configuration of the network . 

It is, of course, clear that a staff of professionals should carry 
out the hands-on, day-to-day operation of a network. This staff 
can bring to these operations the best and the most informed 
decisions about hardware and other technical matters. But it is 
the scientific user of a network who understands what is being 
accomplished with the network and/ or what needs to be improved 
to achieve the desired goals. To this end, the users must have an 
organized role in the management of network activities. 

The SPAN system can be viewed as something of a model for 
user involvement in a scientific network. In its day-to-day opera
tion, SPAN is run by computer professionals within the National 
Space Science Data Center (NSSDC) at Goddard Space Flight 
Center (GSFC) and at Marshall Space Flight Center (MSFC) . 
However, approximately twice each year a representative cross sec
tion of involved users of SPAN, the Data Systems Users Working 
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Group (DSUWG) , meets for 2 or 3 days for information exchange 
and to discuss operation, development plans, and standards issues 
as they affect the network. A given DSUWG meeting may involve 
25 to 30 percent of the active SPAN sites and is an open forum for 
discussion of problems and promise. A small (5-member) steering 
committee of the DSUWG executives is charged with much more 
frequent interaction with the SPAN operational staff, and the 
steering committee provides continuous user advise and consent 
to SPAN operations between major DSUWG meetings. 

User groups obviously can play a strong role in defining ini
tial network configurations and functionalities. Moreover, any 
reconfigurations or additions to networks must take user wishes 
into account. User groups can and should help reduce overall 
NASA costs for networking by optimizing system performance 
and system configuration. Elimination of redundant tail circuits, 
low-traffic lines, and unnecessary nodes and aggregation of sev
eral low-speed circuits into a single higher speed one can greatly 
reduce Agency costs, but these decisions can only be made intel
ligently by the users themselves. The recent Information Systems 
Office (ISO) establishment of a PSCN User's Committee to pro
vide a focus for science user requirements presents a clear example 
of this, where users from disparate disciplines found they had 
very similar requirements, and had overlapping requests submit
ted to the PSCN. The resulting coordination within the PSCN 
user community and between PSCN users, NSF , and ARPANET 
users represents a potentially great decrease in cost and increase 
in functionality and connectivity. 

As networks evolve and grow, the most successful of them 
will undoubtedly expand to involve many different disciplines or 
subdisciplines. This breadth of coverage provides a valuable econ
omy of scale and will ensure the widest possible interconnection 
of SSDMUs, institutions and users. We encourage, however, the 
continued existence within such networks of user groups represen
tative of different disciplines. Individual user groups with common 
requirements and goals from "communities of interest" within the 
larger network may be treated as logical entities with various net
work services provided they are tailored for their needs. These 
groups should have active representation on any steering commit
tee so that the network remains responsive to their needs. 
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Recommendation 

NASA should encourage strong and continuing involvement of 
network users in the development, evolution, and operations of 
the network to ensure relevance, responsiveness, and efficiency of 
network resource utilization. 

Access to O ther Major Networks 

It is clear that computer networks are being developed to 
serve virtually all scientific disciplines in the United States, and 
furthermore, numerous networks are being developed in Europe, 
Canada, Japan, and elsewhere. These networks serve a variety of 
purposes and users. They are often based on different commu
nication protocols and they entail several different architectural 
concepts. Because of the growing commonality of scientific in
terests and/or the need to share major resources and databases, 
there is an increasing need to provide connectivity between net
works.  Connections between major networks that share a common 
set of protocols can be effected through use of gateway machines. 
Connections between heterogenous networks can be provided by 
"Janus Hosts" or application level gateways that can bridge across 
disparate protocols. They represent an effective technique but can 
also be costly, and a high overhead can be paid in terms of system 
efficiencies. This can limit substantially the transfer capabilities of 
such a hybrid network-but does provide wider connectivity and 
a higher level of interoperability than can otherwise be achieved. 

For networks sharing common protocols and architectures, it 
often may be advisable to effectively merge the networks into one 
larger entity or internet. Depending on the protocols in use, this 
may be a simple operation but can be a formidable problem when 
it comes to node naming conventions and other management activ
ities in the larger system. Resolution of such conBicts can absorb 
substantial time and attention of system managers. Central man
agement of system and host names and ID numbers is essential. 
The TCP /IP-based networks recognized this early in their devel
opment, and they have run for some time with centralized name 
and number management. 

A matter of concern as network links are established is the con
trolling of access of external users to the resources and databases 
that may reside on a given network . NASA, for example , may be 
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concerned about a European Space Agency (ESA) network user 
accessing mission data that reside on SPAN or NSN. Similarly ESA 
may be sensitive to uncontrolled access by U.S. researchers of ESA 
data sets or resources. NASA managers, site managers, and net
work operations personnel must pay particularly close attention 
to these issues of network-to-network connection and host access, 
and NASA must provide some institutional policy and guidelines 
of permissible access. 

Notwithstanding the difficulties that may result when net
works touch one another, the linkage with major networks such 
as NSFNET, ARPANET, etc . ,  is crucially important if NASA 
networks are to provide full and proper functionality. Therefore , 
NASA must plan explicitly for establishing contact between ma
jor U.S. and scientific networks. Moreover, substantial effort and 
attention should be devoted to establishing effective links with 
European networks (e.g . ,  ESA) as are appropriate to the NASA 
disciplines and with emerging Japanese, Canadian, and other in
ternational networks. 

Existing and planned network connections must support at 
least two protocols-TCP /IP and DECNET-and the future goal 
of supporting the ISO/OSI suite has also been established within 
NASA. It is clear that this last objective will be significant for 
future European and other foreign connections. However, it should 
also be noted that the realizations of networks based on these truly 
standard protocols is several years in the future. 

Recommendation 

Because it is important to ensure availabilitr of various sci
ence resources to the widest communitr, we stronglr encourage all 
major NASA resource sites to connect to at least the two major 
network families and to provide services equallr to both. As new 
network acceBB services are provided, we stronglJI encourage use of 
protocol larers that will encourage interoperabilitr and will permit 
easr transition to the ISO/OS! networks as ther become available. 

Network Conne ctions for Resour ce Us age 

In addition to the generic "full service" network capabilities, 
consisting of mail, remote log-on, and file transfer, there are spe
cialized resources that NASA's space science community must be 
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able to access via networks. These resources fall in three ceneral 
categories: supercomputing; data archives, catalogs, software li
braries, and other databases; and remote observing and related 
instrument activities. Each of these may impose performance 
constraints on the generic network capabilities or may require 
specialized capabilities. These needs have been recognized in the 
planninc for NSI and testbed activities are expected to explore the 
options for fulfilling these requirements. 

Supercomputing 

Use of supercomputers via a network generally imposes sig
nificant demands on the network beyond remote loc-on. When 
supercomputers are used for data analysis, there is a significant 
amount of information that must be processed, e.g. ,  images or syn
thetic aperture radar {SAR) data. The amounts of data involved 
(megabytes to gigabytes) are such as to overload any presently 
achievable network. The current solution will likely involve setting 
up procedures whereby the data will be sent to the supercomputer 
nonelectronically (e.g . ,  via optical disks or tapes) , and the codes 
and interaction with the running program will be transmitted over 
the network . 

The transmission of the output of supercomputing is a less 
tractable problem. Such output is, again, often in the form of 
images or graphics. It should be remembered that, especially in 
theoretical and modeling studies, supercomputers can be prodi
gious generators of data. The most promising approaches cur
rently being considered involve using graphics/image processing 
workstations, interfaced to the supercomputer via the network. 
The output would be transmitted as compressed data or as high 
level graphics instructions, and the local work station would recon
struct the image. The supercomputer and the network are then 
relieved of the job of image display and manipulation . Although 
these ideas are accepted in principle, and work is proceeding in 
the research and commercial sectors, there are as yet no widely ac
cepted protocols for remote workstation-supercomputer links and 
the attendant data compression and graphics/image processing 
standards. 
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Data Archlves and Catalogs 

The importance of data archives and remote access to them 
was stressed at length in both of the previous CODMAC reports. 
The aspects of this subject that are most relevant to the question 
of networks are access to catalogs and data browsing. First, as 
stressed in CODMAC II, there must be a well-publicized, easy 
to access central directory describing the various space science 
archives and explaining how to access them-what networks they 
are on and "how to get in the front door." This task has been 
undertaken by the NSSDC and must be made easily accessible on 
all NASA-supported networks. Each of the active archives must 
maintain its own catalog; the existence of networks and remote 
access makes it less important to have all the catalogs in the same 
place and yet provides the means to coordinate access. 

Since the types of data and the structures of the archives 
may be radically different, it should be expected that catalogs 
will be structured differently. Thus, each catalog must be self
documenting, but certain basic query functions must be supported , 
and we would encourage development and adoption of a common 
data definition language capable of describing the wide variety of 
present and future data sets. The concept of distributed database 
management systems is currently being studied actively. We can 
look forward to networked systems where multiple database struc
tures and multiple query languages can coexist , using standard 
interfaces. We encourage NASA to stay abreast of this technology 
in the development of new archives-e.g. , NSSDC, Planetary Data 
System (PDS) , Hubble Space Telescope (HST) . 

Once data are located in an archive, it should be possible to 
selectively view them via the network. This so-called browse capa
bility allows a user to verify the utility of the data before requesting 
potentially massive amounts. It should be remembered that cur
rent networks are not appropriate for transmitting large amounts 
of data; the concept of browsing involves transmitting some sub
set of the data, for example, a reduced dynamic range or reduced 
spatial resolution image . Some techniques for browsing are likely 
to be very similar to those discussed for supercomputing: access 
by workstations via networks using standard data compression 
techniques and high-level graphics instructions. However, there 
are also likely to be sampling techniques appropriate to a given 
discipline . It will be essential for archival catalogs to document 
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these browse mechanisms; it should also be possible to download 
any relevant algorithms to the user facility for decoding the browse 
data. 

This last point is related to the larger issue of software coor
dination. AB was pointed out in CODMAC II, data centers will be 
called on more and more to support software libraries appropri
ate to a given discipline. This software, necessary to analyze the 
data archives, will also be available via the network. AB extensive 
portable software systems become more widespread, data centers 
should be prepared to maintain these systems and to distribute 
updates via the network as appropriate. 

Data archives and catalog access are important in support of 
several scientific goals. Beyond direct access to single data sets, 
there is also the desire to support various coordination activities. 
Coordinated workshops where users come together to work jointly 
on a single problem is one example. Another example is use of 
network access to perform correlative studies across several data 
sets that are distributed in different archives. 

Remote Observing/Operations 

Many aspects of experiment operations can be done via net
works. These range from mission planning and scheduling, through 
real-time control and monitoring, to data acquisition. There are 
many advantages, including decentralizing operations, decreasing 
transcription errors, providing more rapid turn around, and, of 
course, cutting travel costs. Several examples of such concepts can 
be mentioned . The SPAN support of the ICE comet rendezvous 
demonstrated rapid international coordination of real-time data 
analysis. The Space Telescope Science Institute (STScl) currently 
supports submission of observing proposals via TELENET. This 
greatly decreases the possibility o£ errors being introduced in the 
process of data entry : not only is there direct machine-to-machine 
transfer, but on-line validity checking gives the user immediate 
feedback as to syntactical or consistency errors. This system will 
be expanded to include the catalog of accepted proposals, and will 
be accessible via the astronomy network in the near future. The 
Mars Observer project is planning distributed mission planning 
and scheduling, with each investigator having access to scheduling 
workstations. 
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Remote observing is being tried in ground-based observato
ries. Observing commands are relayed to on-site operators. Such 
experiments are limited by lack of reliable networks and of stan
dard techniques for transmitting final images and the equivalent 
of quick-look data. Again, the same techniques and protocols for 
transmitting compressed data and image/graphics instructions, as 
discussed for supercomputing and archive browsing, will be rele
vant to remote observing. Coordinated observing at ground-based 
and space-based facilities is another interesting possibility that 
will be facilitated by broad connectivity to a wide community. 

Recommendation 

NASA should support the provision of supercomputing and data 
archives on its networlcs and should encourage remote ezperiment 
observations and operations via present and future networlc srstems. 
This includes the development and support of protocols and access 
services, data description languages, formatting standards, data 
compression techniques, and documenting conventions that will 
encourage and allow broad access to a wide range of data sets and 
facilities. 

Ease ofUse 

The prime consideration for ease of use for a network is trans
parency. A user should not need to know the technical details 
and physical topology of the network he or she is using. Nor 
should the user need to understand the details and topologies of 
other networks to which colleagues are connected, or the gateways 
between the networks. Finally, users should not need to know 
the intricacies of particular hardware/software systems that may 
be vendor specific. To quote from the statement of work for the 
NASA Science Network, a network should "provide a common 
set of user network access functions that . . . are independent 
of underlying, vendor particular hardware or software systems to 
provide interoperability in the existing heterogeneous computer 
system environment within the science community." 

An example of user-friendliness in networking is user directo
ries. One should only need to know a user/node name and perhaps 
a supporting identifier indicating discipline domain. The network 
services ought to be able to access the directories and supply the 
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necessary routing information to connect one user to another. One 
can imagine each discipline logical network, or community of inter
est , having not only its own user directory, but also a directory of 
services available, and instructions on how to access these services. 

Another example of user-friendliness involves mail. At the cur
rent time, there are many parallel networks supporting different 
user communities. Thus, a person might have to access numerous 
electronic mailboxes each day and learn how to route across mul
tiple gateways. Although it is possible to supply site-specific pro
cedures to access these multiple mailboxes and gateways, inform 
the user the mail exists, etc . ,  it is clear that standard network ser
vices ought to include automatic relay services, whereby interfaces 
between, e.g. ,  TELEMAIL, BITNET, DECNET, ARPANET, and 
UUCP are automatically established. And to be useful, mail de
livery ought to be guaranteed, not just broadcast, with the hope 
that all the links are in place. 

A final, very specific example involves NASA's electronic mail 
itself. All members of the NASA family (e.g . ,  agency personnel, 
university scientists, industry contractors, and advisory commit
tees) require straightforward, simple, and rapid means of com
munication. A coherent electronic mail service is essential. We 
are concerned that the decentralization of NASA's electronic mail 
system has taken place without prior discussion with the user 
community and without consideration of ease of use. Thus, it has 
become much harder to maintain electronic communication among 
groups that span different NASA centers. 

Recommendo.tion 

NASA should esto.blish o.n o.gency-wide o.nd coherent electronic 
mo.il system with guo.ro.nteed delivery o.nd go.tewo.ys to o.ll the widely 
used public o.nd commercio.l do.to. networlcs. 

Network Evolution and Standardization 

There are three major issues related to network evolution 
and standardization: (1) consolidation of current and proposed 
networks adopting the same protocol so that they can all commu
nicate with one another; (2) the development of interconnecting 
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gateways and relays between networks to increase connectivity 
and communication; and (3) the evolution of network protocol to 
the ISO/OSI standards to provide the universal ability to commu
nicate between networks. 

Currently, the Office of Space Science Applications (OSSA) of 
NASA is proposing separate networks to support the astrophysics 
community (Astronet) , the land community (Earth Science Net
work) , the planetary community (planetary Data Network) , etc. ,  
all using the TCP /IP protocol. The thrust of the NASA Sci
ence Network within the PSCN to consolidate these networks 
and extend support to additional science disciplines is encour
aged. This will guarantee the ability to communicate between 
disciplines while offering networking services to a much broader 
community. It is recognized that mechanisms will be needed to 
ensure the integrity of each discipline 's requirements, and strong 
user involvement. 

There are existing and planned networks outside of NASA that 
will support a large community that also contains NASA scien
tists. The NSFNET, ARPANET, and a planned NOAA Network 
are prime examples. These networks will connect user institutes, 
data archives, observing sites, research laboratories, and com
puter facilities that are important to the NASA science commu
nity. Therefore, gateways between the NASA networks and these 
other networks are crucial for NASA to fulfill its science role, and 
agreements need to be developed for the sharing of resources be
tween these agencies. The NASA Science Internet is working to 
establish linkages between these TCP /IP based communities and 
those running the DECNET protocols. The aim is to achieve the 
greatest amount of interconnections and interoperability. 

It is felt that network hardware and software that fully imple
ments the ISO/OSI protocol standards will be available from com
mercial vendors within a few years. All NASA networks should 
maintain a development path that will allow them to evolve to 
these ISO protocol standards when available .  Choosing this evo
lutionary track will keep NASA on a path leading to a universal 
capability to communicate with all national and international net
works. In the transition to the ISO standards the cost of the 
hardware and software involved will be substantial, and NASA 
should begin planning for this expenditure in a few years. 
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Recommendation 

CODMAC encourages the NSI coordination. function and the 
development of application.s software and network interfaces that 
can. support in.teroperabilit11 and survive the tran.sition. from current 
protocols to the ISO/OSI suite. 

Program Support Carmrnmlca tlODS Network U tDlla tlon 

The NASA Office of Space Operations (OSO Code T) Pro
gram Support Communication Network (PSCN) program offers a 
potential mechanism to meet the immediate and future commu
nications needs of the NASA Office of Space Science and Appli
cations (OSSA Code E) for its multidisciplinary science commu
nity. These communication needs are best served by a nationwide,  
full service network linking science users with one another and 
with flight projects, data archives, and computational facilities. 
This networking capability should address the immediate needs 
associated with science analysis and should evolve to support a 
teleoperational environment during the Space Station era. As 
noted previously, the science community of OSSA should be ex
tensively involved in the design and implementation of a science 
network. The community should determine the functional services 
and protocol of the network, the user sites involved, the internet 
connections to other networks, the priorities of implementation, 
and system trades of functionality versus costs. Currently, the 
scope of the PSCN provides the communication backbone and tail 
circuits to potentially link NASA Centers and the science commu
nity but stops short of providing networking services over these 
links. 

CODMAC applauds the formation of the PSCN Users Com
mittee by NASA Code EI and TS and fully supports the imple
mentation of the NASA Science Internet (NSI) as outlined in its 
Project Plan.  The establishment of this committee and the devel
opment of the Project Plan by the committee directly follow the 
precepts of science involvement as described in CODMAC I and 
II. The proposed involvement of the PSCN Users Committee in 
the implementation and operations of the NSI is also supported. 

It is recognized that the PSCN will be under programmatic 
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and resource pressures during the development of the NSI. COD
MAC believes that the Users Committee should serve as a mecha
nism to help make the trade-oft's between implemented functional
ity and costs. The committee could be used to specifically support 
network topology and line consolidation studies to maintain the 
desired communications functionality within the cost constraints 
of PSCN. 

It is now planned that Code T overall support for PSCN 
utilization, tail currents, etc . ,  be halted. Instead, it is proposed 
that individual research groups (at universities, NASA laborato
ries, and non-NASA institutions) be funded by their sponsoring 
Code E organization. This proposal seems to be undesirable: as 
funds are disseminated to research groups, they will be taxed 
and/or burdened as are other research funds. This will reduce 
substantially the funds actually available to support networking 
connections and related activities. Moreover, the cessation of Code 
T support and coordination of NASA networking connections will 
effectively eliminate the effort to reduce the number of tail cir
cuits. We conclude that only by centralization of oversight and 
funding authority can NASA networking links be made efficient , 
nonredundant, and cost-effective. 

The formation of the NSI program and the PSCN Users Com
mittee sets important new directions for NASA networks that 
support science. Within this structure it will be possible to con
solidate the diverse physical networks and provide cost-effective 
and highly functional services to the broad science community. 
Codes E and T are to be commended for defining and supporting 
this activity. They are strongly encouraged to find ways to ensure 
that these vital services to the NASA centers, and especially the 
distributed user community, are adequately supported and funded. 

Recommendation 

CODMAC recommends that NASA ensure adequate support 
and funding for the NSI and related activities, including inter
center communication and user tail-circuits. CODMA C further 
recommends that the initiatives established in the PSCN Users 
Committee and the NSI project be continued to ensure adequate 
user involvement and review in the development and operational 
processes. 
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Supercomputing for NASA Funded 

Sciences: Resources and Access 

SUMMARY 

This chapter attempts to highlight a serious problem: the lack 
of supercomputer facilities for NASA-supported scientists to per
form research in areas ranging from data reduction and analysis to 
sophisticated multidimensional numerical modeling of planetary 
magnetospheres. It is our feeling that this problem may consider
ably reduce NASA scientists' ability to effectively and efficiently 
utilize the resources that NASA will spend billions to produce as 
the Space Station era begins. 

Mter examining supercomputer utilization and access within 
NASA, COD MAC has found that the computational needs of the 
NASA research community are not being met; there exists no 
centralized means of evaluation and utilization of computational 
resources; access to computational resources is inadequate espe
cially for the scientists at a center without a supercomputer; and 
there has been little input from users outside of NASA centers 
on issues concerning procurement of supercomputers, the opera
tion of NASA computing resources, and access to those resources. 
While it is possible that NASA has in toto adequate supercom
puting resources, it is clear that the allocation of these resources 
for scientific users supported by OSSA is not sufficient . 

24 
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The committee recommends the following for addressing these 
issues: 

1. NASA should develop an agenc11-wide plan for the manage
ment of its supercomputer resources. 

I. OSSA should prepare a strategic plan for supercomputing 
for NASA space science users. 

9. The OSSA centers should recognize and anticipate the needs 
of their user communities and be an advocate for them when procur
ing resources for scientific computing. 

-l ·  Users of supercomputing should be involved at ever11 level 
in the development of the supercomputing plans and should partic
ipate in the oversight of the operations of NASA's supercomputing 
resources. 

INTRODU CTION 

The evolution of computers in their many sizes and speeds has 
made a profound impact on the methodology of science. Comput
ers are now pervasive in all aspects of science from the collection 
of data to the evaluation of the most advanced theories. Herein 
CODMAC conveys its concerns about NASA's utilization of a 
specific class of computer, the supercomputer, in the sciences that 
NASA supports. The term supercomputer is used to describe a 
large mainframe computer that operates on cycle times measured 
in nanoseconds. These machines take several forms: the common 
single processor variety, such as the CRAY 1 ,  the multi-processor 
machines, such as the CRAY X/MP and CRAY 2, and the parallel 
processing machines that have thousands of processors working 
together to produce aggregate speeds at the present CRAY 1 ma
chine level or above. 

It is the feeling of CODMAC that there currently exists a 
significant need for supercomputer-class machines within NASA's 
science community that is not being met. This need ranges from 
computer modeling-to assist in understanding the data NASA 
has and is now collecting from space-to processing of spacecraft 
data. Further, there is a grave concern that the capabilities of the 
next generation of instruments to be flown on the Space Station , 

the Great Observatories, and planetary missions will produce data 
streams that will completely overwhelm the ability of any of the 
available supercomputers to process them, even at the crudest 

Copyright © National Academy of Sciences. All rights reserved.

Selected Issues in Space Science Data Management and Computation
http://www.nap.edu/catalog.php?record_id=19127

http://www.nap.edu/catalog.php?record_id=19127


26 

level. This latter problem is addreaaed in more detail from a 
different perspective in Chapter 5. 

NASA has entered the supercomputer era and now possesses 
nine supercomputers at its various centers. They range from a 
VPS-32 at Langley to a CRAY 2 at Ames Research Center (ARC) . 
One of the computers is a one-of-a-kind parallel processor machine ,  
the Massively Parallel Processor (MPP) at GSFC. Of these super
computers only three are generally available to NASA scientists 
and the scientists that NASA supports within OSSA. The three 
supercomputers are the CYBER 205 and the MPP at GSFC and 
a maximum of 10 percent for science users on the NASA CRAY 
2 machine at ARC. However, the 10 percent available on the Nu
merical Aerodynamic Simulation (NAS) computer at ARC is to be 
split 90 percent for aeronautical and fluid dynamic research and 
10 percent for research outside these areas. This leaves only "1 
percent" for space science and other Code E users. 

CODMAC has reviewed computational resources in meetings 
at GSFC, ARC, and Jet Propulsion Laboratory (JPL) . Its findings 
are that the CYBER 205 at GSFC has been represented as fully 
utilized, the MPP is not a machine useful for the general mix of 
scientific problems on a production basis, and the ARC CRAY 2 
has limited availability. JPL has conducted a study that shows 
that at least 2/3 of a CRAY 1-class machine is currently needed by 
the scientists affiliated with JPL. This requirement alone exceeds 
the identified resources available to Code E scientists. 

In considering the present supercomputing environment within 
NASA, COD MAC feels that the topic of supercomputers and their 
utilization has not been adequately addressed. Yet these machines 
continue to be purchased. In the following paragraphs we have 
attempted to elucidate the salient issues as the committee per
ceives them and offer some recommendations for their resolution . 
The issues listed and discussed are by no means all that exist 
but CODMAC feels they typify the supercomputing situation at 
present. 

ISSU ES 

The thrust of this chapter centers on the need for a coordinated 
NASA policy to provide adequate supercomputing computational 
support for the sciences within NASA and for NASA-sponsored 
researchers. This section of chapter 4 identifies four issues that 
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ought to be addressed before any such policy can be designed or 
implemented. 

The issues are summarized below, and a more detailed de
scription follows. 

• The computational needs of the NASA research communitp 
are not being met. 

The supercomputer computational requirements of NASA and 
NASA-sponsored researchers are not being adequately met. The 
current need is being fueled by an ever-increasing pool of re
searchers who depend on supercomputers for an efficient and cost
effective means of data processing, modeling, simulation, and algo
rithm testbedding. Projected future computational requirements, 
which have not been adequately assessed on a NASA-wide basis, 
will dramatically increase the use for computer resources. Unless 
more supercomputing cycles are made available to the NASA sci
entific research community, data processing will be a significant 
limiting factor in the next generation of scientific results. For 
example the high bandwidth EOS data alone appear capable of 
completely overwhelming the current processing capability. A co
ordinated effort between NASA, OSSA, and the centers must be 
undertaken to effectively gauge the current and projected compu
tational requirements of their respective research communities. 

• There ezist no centralized means for evaluation and utiliza
tion of computational resources. 

At this point in time, no means exist within NASA or OSSA 
to ascertain the availability of computational resources. This sit
uation has arisen from the fact that procurement of the NASA 
supercomputers has been accomplished largely through program 
or discipline-specific initiatives without a high degree of central
ized coordination . Of the supercomputers in question, only the 
CYBER 205 at Goddard, a maximum of 10 percent of the CRAY 
2 at ARC, and the MPP have been identified as potential re
sources for the NASA research community within OSSA [Notes 
1 and 2] . It is not clear if other facilities, such as those at JSC 
and MSFC, are willing or able to provide support to this commu
nity. In reviewing the results of a study performed for Code E by 
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Science Applications International Corporation (SAIC) (Note 3] , 
CODMAC noted that NASA computer centers did not respond 
to the written request for information while those at NSF cen
ters, universities, DoE organizations, and NCAR responded. It 
is CODMAC's opinion that this lack of response represented two 
major problems within NASA's computer hierarchy: (1)  the lack 
of responsiveness on the part of the various NASA computer cen
ters, and (2) the inability of the contractor doing the study to 
identify an individual or organization within OSSA or NASA that 
possessed even rudimentary information concerning the various 
computer centers, exemplifying the situation that prompted this 
investigation (Note 4] . In order to address this situation, NASA 
and OSSA should establish single points of contact for their re
spective research communities from which relevant information on 
the availability of computational resources can be obtained. 

• Access to computational resources is inadequate. 

The notion of access to computational resources includes not 
only the concept of connectivity, but also the process of allocation, 
the level of service in user and software support, and cost. Cur
rently, efficient, high-bandwidth access to the GSFC CYBER 205, 
the ARC CRAY 2 ,  the MPP, and other NASA facilities is virtu
ally nonexistent for the NASA research community that does not 
reside at one of these centers. Further, software support and user 
services functions appear to be inadequate. NASA should address 
this issue by expanding user interaction in network development 
and support requirement activities. It should be noted that NASA 
is in the process of creating the backbone of such a network with 
the PSCN and a NASA computer network, NCN, that is currently 
planned to connect Code R supercomputers. 

• User involvement in ezploitation of computational resources 
hu been inadequate. 

The involvement of the NASA research community in all 
phases of computational resource utilization has been inadequate. 
It is imperative that the whole research community, not just per
sonnel at a specific center, be given the opportunity to participate 
in the discussions concerning computational issues. Specifically, 
the procurement of new hardware and new software, and the level 
of the facility services should be areas where the general scientific 
community has input. Such involvement, for example, would help 
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ensure the smooth flow of large quantities of observed and model 
data that is mi88ing from many present systems into and out of the 
supercomputer. Finally, the total community should be involved 
when the inevitable cost trade-offs must be made because such 
trade-offs have an impact on the research being performed in a 
significant manner. 

Detalled Description of the Issues 

Meeting the Needs of the NASA Research Community 

The supercomputer has become a vital tool in both basic 
and applied research. In the areas of data analysis, modeling, 
simulation,  and algorithm testbedding, researchers are allowed to 
address problems of a scope and complexity never before possible . 
The practicality, potential, and cost effectivene88 of the use of 
supercomputing has been demonstrated in every discipline repre
sented within Code E and in many multidisciplinary applications 
as well . 

A good example of this is the CRA Y 2 at ARC. It has the com
putational power to effectively replace the wind tunnel in aerody
namic research in a very cost-effective and timely manner. There 
seems little doubt that modeling in other scientific disciplines of 
Code E would or could yield increased scientific productivity at a 
reduced overall cost. Examples can be found in the space sciences 
where computer modeling could help define the questions that a 
given space instrument should be addre88ing thereby leading to 
improved and more effective sensor design and a better definition 
to the data acquisition , analysis, and storage requirements. This 
ability to &88ist mission planning and scientific analysis has, to 
date, been largely ignored. The DoE and DoD have been using su
percomputers, the largest and fastest computers available, in this 
fashion with considerable suCCe88 for several decades and continue 
to do so. 

Currently, the NASA research community has potential ac
Ce88 to the CYBER 205 at GSFC, and a maximum of 10% of 
the 4-proce88or CRAY 2 at ARC. Assuming for the sake of argu
ment , that the CYBER 205 and each of the CRAY 2 processors 
is approximately equivalent to a CRAY 1 ,  there would be approx
imately 12 ,000 CRAY-1 hours available to the NASA research 
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science community within OSSA per year. Contrasting this num
ber with current demand is difficult because no attempt has been 
made to quantify this demand on a NASA-wide basis. However, 
a JPL study for the supercomputing requirements of the plane
tary community alone has identified a need of over 5,500 CRAY 
1 hours per year (2/3 of a CRAY 1 year) . The saturation of the 
GSFC CYBER 205 yields 8760 CRAY 1 equivalent hours that are 
being utilized annually. Thus, on the basis of current use of the 
GSFC CYBER 205 and projected use by the planetary commu
nity, the demand for supercomputer cycles by the OSSA research 
community (14,260 hrs.) has already exceeded supply provided 
by the CYBER 205 and CRAY 2 (Note 5] . The addition of the 
requirements from the other disciplines within Code E will only 
widen the gap .  Thus, it appears that NASA cannot currently meet 
the estimated need of its research community for supercomputer 
cycles. The MPP is not considered in this estimate because of its 
ineffectiveneBB in running production calculations and the start-up 
overhead required to begin using it. 

Two aspects of future utilization will make the problem worse. 
First , the amount of data that will have to be processed, reduced, 
and analyzed will dramatically increase in the Space Station era 
with a projected data rate of 1012 bits/day. (It is interesting to 
note that the IPAC/IRAS data analysis team currently saturates 
a CDC 180/840 and an ffiM 3032 as well as utilizing three image 
proceBBing workstations.) Second, the number of researchers who 
will utilize supercomputers will continue to grow as the potential 
of supercomputers is documented in the literature and as more 
researchers break out of a "computational inertia" brought on by 
the lack of computational options available. The fact of the matter 
is that unleBB additional supercomputing cycles are made available 
to the NASA scientific research community, data proceBBing will 
become the limiting factor in useful science production in the 
1990s. 

Centralized Evaluation and Utilization 
of Computational Resources 

No mechanism currently exists within NASA or OSSA to ob
tain information on the availability of computational resources. 
Recently, GSFC and ARC have begun to make such information 
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available, but in both instances, the announcements of availability 
were center initiatives (for example, see Note 2) with no coordina
tion or centralized direction. An example of how difficult it is to 
gather the appropriate information can be found in the experience 
of a contractor, SAIC, conducting a study for NASA Headquarters. 
Not one NASA supercomputer facility answered a questionnaire 
sent to them, although cooperation had been requested in writing 
by Code E. The lack of general oversight at the OSSA or NASA 
headquarters level implies to CODMAC that the ability to co
ordinate the efficient use of supercomputer resources or provide 
general information to scientists under NASA's umbrella does not 
exist. The committee feels that the efficient allocation of present 
resources and any future procurements of computers of the su
percomputer class requires oversight by NASA across codes and 
centers. 

The inability of NASA to meet the demands of its research 
community has forced many researchers to purchase cycles from 
other sources (i.e . ,  Los Alamos National Laboratory and NCAR) . 
While this situation may be a necessity, it can result in a tremen
dous waste of effort if users must use several quite different sys
tems to perform their research. Efficient utilization of each new 
facility requires proficiency in and knowledge of the relevant hard
ware/software/user support and access parameters. In addition , 
by purchasing cycles from an outside source, NASA gives up some 
control of costs. Nevertheless, certain scientific disciplines within 
OSSA find this method of supplying the necessary computational 
resources preferable to dealing with the limited resources available 
within NASA. 

NASA currently has a distributed supercomputer network 
that includes two CYBER 205s, one VPS-32 ,  one CRAY 1 ,  one 
CRAY 2,  three CRAY X/MPs, and an MPP. These machines use 
a variety of operating systems, software support, and user ser
vices functions (Table 1) . PSCN provides a potential common 
access to all of these. A planned distribution system may well 
have contained many of these same attributes. However, with the 
exception of the CYBER 205 at Goddard and the 10 percent of 
the CRAY 2 at Ames, it is not clear to what extent this dis
tributed system could be utilized to support the requirements of 
the NASA-wide research community. Are the other facilities will
ing or able to provide the level of support necessary to balance the 
supply and demand? If not, then other options such as purchasing 
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TABLE 1 Supercomputer Operatinc Syatem 

Computen 

Centers CYBER 206 CRA Y 1 CRA Y X/MP CRA Y 2 MPP 

Goddard 
1

•
2 

VSOS 

Langley 
3 

Ames
4 

Marshall 6 

Lewis 6 

vsos · cos cos 

cos 

cos 

UNIX V 

Special 
Purpoae 

1
The CYBER 206 must be accesaed throu1h an IBM 3081 and one of two 

AMDAHL machines (V6 or V7) operatin1 aystema that are like IBM. 

2
MPP is special purpoae but uaen muat be knowledpable in VAX VMS 

Operatin1 System, u well u MPP'a own aystem, which il unique. 

3VPS-32 is CYBER 203 up,raded to architectually ruemble a CYBER 206 
front-ended with a CYBER 170-370 operatinl ayatem NOS. 

VPS-32 

vsos 

4CRAY XMP/48 is chancin1 operatin1 aystema from COS to UNICOS, a UNIX 
type operatin1 syatem. 

6
Using an IBM 3033 u a front-end machine probably Ul8l MVS operatin1 

system. 

�arahall machine front-ended by mM 3084 usin1 MVS operatin1 system. 

cycles, leasing new machines, or purchasing new machines should 
be considered. 

Acce88 to Computational Resources 

The NASA research community will place several require
ments on any supercomputer facility that it may utilize . First, 
efficient and high bandwidth access should be provided to the 
computer facility for both internal (i.e. , at a NASA center) and 
external NASA researchers. In addition, users should expect to 
interface with only one operating system per facility. There should 
also be methods of a88e88ing job status while it is executing. Sec
ond, an allocation and priority procedure ought to be established 
and coordinated on a NASA-wide basis. Third, NASA should 
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provide comprehensive support in areas such as software support 
and user service functions. Particular components of this may be 
centralized or distributed as needed. 

For example, a suitable center has the central worker CPUs, 
but it must also have the proper front-end and back-end compo
nents. Figure 1 shows the configuration of the computer center at 
Los Alamos National Laboratory. At the front, one needs good 
terminal access systems; at the back of the installation one needs 
large mass storage, and printing and graphics facilities. Further, 
one needs optimized production operational control to level the 
loading between computers. Either at the front or back, one needs 
external network connections. Some NASA centers have such a 
system, most notably ARC, but others cannot, are not, or will not 
develop the capabilities and services that are needed to make a 
complete computer facility. 

User Involvement 

As stated earlier, the level of user involvement is crucial if 
NASA expands its current computational facilities or procures 
new ones such as the new supercomputer to be purchased for 
JSC. Many important questions must be asked before appropriate 
trade-off's and decisions can be made. Are the users willing to 
compute at a remote site if the facilities are or could be made 
superior? As an example, NASA ARC currently operates a variety 
of supercomputers and a substantial number of support facilities. 
Is it more cost effective to place other supercomputers at ARC and 
have that center run the computer for a given discipline than have 
that discipline or center procure its own computer and support 
facilities? Would users be willing to use time at a variety of centers 
that possess supercomputers if fragments of these machines are 
made available for research external to that center? What software 
do the users in various disciplines consider essential, very useful , 
or of little use? Have the scientists in the solar-terrestrial theory 
program been satisfied with the support provided at Los Alamos? 
Should that support be expanded to other science disciplines thus 
avoiding the need for NASA to purchase additional computer 
power? 

The committee feels all of these questions and many more 
will help enable NASA and OSSA to provide adequate resources 
for the science it supports. Further, the involvement of the users 
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LOS ALAMOS INTEGRATED COMPUTING NETWORK 

ONIIATOit COH80U 

• Worker computers (computers that execute user code) 

• A Common File Storage systl'm (CFS) 

• A Print and Graphics Express Station (PAGES) 

• A Facility for Operations Control ud Use (FOCUS) 

• The Extended Network Access System (XNET) 
• A terminal network with both physic:U and logical security partitions 
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may lead to a much more cost-effective use of the supercomputer 
environment than currently exists within the NASA structure. 

RecommendatioM 

1. NASA should develop an agenc11-wide plan for the manage
ment of its supercomputers. 

The problems in the management of NASA supercomputers 
extend across the NASA divisions. We have identified problems 
in Code E that we believe can only be solved by an agency wide 
approach. As noted, NASA has an impressive array of supercom
puters that form a major national resource. Yet, many NASA 
science users have serious problems obtaining information about 
NASA computers and access to them. This point was given em
phasis by a recent survey of scientific supercomputing capability 
that was funded by Code E. Code E requested information from all 
of the NASA supercomputing facilities as well as those operated by 
the Department of Energy (DoE) and the National Science Foun
dation (NSF) . Both DoE (the Los Alamos National Laboratory 
and .Magnetic Fusion Energy Computer Center at Livermore) and 
the NSF (NCAR computing center and members of the NSF Su
percomputing initiative) cooperated in this survey as did several 
universities. As related above, none of the NASA supercomputing 
centers responded. The barriers to the use of computers by users 
funded by a code other than the one that owns the computer are 
substantial. Until very recently there was no mechanism by which 
users funded by Code E could gain access to machines purchased 
by Code R. Only recently has a very small fraction of the time on 
the Numerical Aerodynamic Simulation (NAS) been available to 
users who are not funded by Code R [Note 2) . 

CODMAC believes that the issues outlined in this chapter can 
only be resolved if there is coordinated supercomputer manage
ment within all of NASA. Only with coordinated management can 
users be assured of access to a computer system suitable for their 
needs. In developing the plan for coordinated management, it is 
suggested that NASA review the management schemes used by 
other agencies such as the Department of Energy and the National 
Science Foundation. 
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I. OSSA should prepare a strategic plan for supercomputing 
for NASA space science users. 

Within OSSA there is no plan to provide supercomputing 
resources to space science users. Such a plan is needed. While 
our investigations show considerable need they do not represent 
a complete survey of the needs of the entire space science com
munity. We recommend that OSSA undertake such a study as 
the first phase in developing this plan. So far, only the planetary 
community through JPL has done this. This survey should try 
to estimate future growth in computing needs. We believe that 
the growth will be significant. Disciplines such as solar-terrestrial 
physics, in which there is considerable experience in using super
computers for research, have experienced an exponential growth 
in resource needs. OSSA should carefully evaluate the types of re
sources needed by its community. They should evaluate the needs 
for large scalar and vector processing and the needs for parallel 
processing. They should also evaluate the needs for special pur
pose computing to support specific missions or experiments. How
ever, we recommend that this be done with extreme care. NASA 
originally developed the Massively Parallel Processor (MPP) to 
support the LANDSAT missions (see Note 6) . When LANDSAT 
processing was moved away from NASA, NASA was left with a 
special purpose processor without a purpose. 

Once OSSA has determined the user needs, the office should 
formulate a plan to meet those needs. However, this does not nec
essarily mean that OSSA should plan to buy new supercomputers. 
They should. also consider using resources from other NASA codes 
and resources run by other agencies that have more experience in 
managing supercomputers than does OSSA. 

9. The OSSA centers should recognize the needs of their user 
communities and 6e an advocate for them when procuring resources 
for scientific computing. 

The OSSA centers (GSFC and JPL) have the closest contact 
with the scientific community. They are frequently the institu
tions that actually provide services for scientists. They have a 
scientific constituency that extends beyond the center gates and 
includes many scientific members of missions operated by the cen
ters. Unfortunately, centers have not fully recognized this external 
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constituency, and have not included them in their computer re
source planning. The committee recommends that the centers 
include external users needs in the plans for supercomputing. 

-1. Users of supercomputers should be involved at eve,., level 
in the development of supercomputing plans and should partici
pate in the oversight of the operations of NASA's supercomputing 
resources. 

Scientific users have a major stake in the development of the 
supercomputing resources. As noted in this chapter, in many 
cases, important research simply cannot be accomplished without 
supercomputing resources. Users also provide an indispensable 
source of the information necessary for NASA to make the proper 
choices of hardware and software. For instance, there are con
siderable differences between various supercomputers: some offer 
excellent performance when using large vectors but poor scalar 
performance ,  while others offer good performance for scalars and 
short vectors but poorer performance for large vectors. Which 
type to buy can only be determined by consultation with the user 
community. The committee recommends that users be involved 
in all stages of system design and implementation . It is also rec
ommended that users be included in the oversight of NASA's 
computing system operations. This is the best way to ensure that 
the computing organizations remain responsive to user needs. 

NOTES 

1 .  Computational Physics Investigations Utilizing the Numerical 
Aerodynamic Simulation Processing System: Office of Aero
nautics and Space Technology Program Notice, May 13, 1986. 

2 .  Dear Colleague Letter for usage of Cyber 205 at Goddard 
Space Flight Center, June 24, 1986. 

3 .  Earth and Environmental Sciences in the 1980's: Part !
Environmental Data Systems , Supercomputers, and Networks , 

Science Applications International Corporation . NASA Con
tractor Report 4029, NASA contract NASW-36Z2, October 
1986. 

4. Subsequent to the CODMAC meeting addressing the question 
of supercomputer usage and Mr. Hood's presentation of the 
results of his survey, the NAS at Ames, and NSESCC and 
MPP at Goddard and Langley responded. The Marshall group 
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did not. Lewis' stated response would not be forthcoming 
because information was already part of "the public record." 

5 .  This assessment assumed saturation of the Cyber 205 and 
the availability of the full 10 percent of the NAS Cray 2. If 
the announcement specifications (2) stand, only 1 percent of 
the NAS Cray 2 will be available, and the shortfall may be 
significantly more than estimated. 

6. Data Management and Computation, Vol. 1: Issues and Rec
ommendations; Committee on Data Management and Com
putation, National Academy Preas, Washington, D.C., 1982. 
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The Management of High Data Rates and 

High Data Volumes 

SUMMARY 

Sensors and communication systems with high data rate and 
volume capacities are being planned for the Space Station era, 
which will present challenges for efficient acquisition, processing, 
and management of data. It is essential that a strategy be de
veloped to manage these expected data rates and volumes with 
the goal of providing the greatest scientific return within a set 
of resources. The data acquisition strategy should be driven by 
the scientific requirements taking account of the data system re
source availability and life-cycle costs. In supporting this strategy, 
scientific users must have access to appropriate tools and tech
niques to plan and execute the observing sequences. Meeting these 
challenges will also require an aggressive technology development 
program for high-rate/high-volume data and information systems. 
Management of data rates is part of a larger complex of issues that 
will arise as a result of the eventual availability of suites of sensors 
with flexible observing characteristics. 

The committee's recommendations for addressing these issues 
are as follows: 

1. The goal of any data management strategy must be to maz
imize the scientific return from the acquired data within the con
straints of the data system. Users must be gitJer& an actitJe role in 
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the planning of data collection 6oth to eranre high scientific re
turn from the data and to increase awareraeBB ira the users of the 
implications of various o6servirag scenarios. 

I. FUture space science missior&B should develop a data ac
quisition strategJI that allows the user to participate ira the data 
management proceBB. This participation should include considera
tion oftotal life-cr�cle costs, interactive par�load control to allow data 
editing 6ased ora qualitr�, and mechanisms /or conflict resolution. 

9. OSSA must aggreBBivelJI pursue the development of tools and 
techniques that will eraa6le a ro6ust data rate management strate911 
to 6e adopted. Performance models should 6e developed. Test6eds 
of methods for ora-6oard ira/ormation eztractiora arad autonomous 
instrument control should 6e implemented and data compression 
techniques should continue to 6e pursued. 

BACKGROUND 

Future space and earth science missions will have much larger 
data--gathering capabilities than previous or present missions. 
There are several contributing factors to this overall data--rate 
management problem. First, there are limitations in the potential 
data transmission rates between satellites and the ground. This 
limitation is more acute in planetary missions because antenna size 
and power availability restrict the potential transmission rate. For 
earth science missions, the availability of the Tracking and Data 
Relay Satellite System (TDRSS) link should provide an adequate 
data transmission rate. However, some of the Earth Observing 
System (EOS) high-rate sensors are near or beyond the TDRSS 
limit, and possible conflicts with other contemporaneous missions 
or with operational and commercial sensors aboard EOS may fur
ther reduce the capability of the TDRSS link to serve science 
users. Second, our ability to provide long-term data storage is 
limited relative to our ability to collect data. Although data stor
age technology continues to improve, the use of high-data rate 
sensors and the increased scientific use of long-time series data 
from multiple sensors have greatly increased the data storage re
quirements. Third, the use of several data types from multiple 
sensors to study certain processes will require sophisticated data 
handling techniques to cope with the resulting high data rates and 
complex data stream. The command and control of these varying 
sensor ensembles are much larger problems, of which data rate 
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management is a major component. Fourth, networks will be re
quired both for transmitting commands and observing scenarios 
and for data transmission. The potential data rates over these 
networks are large and will require sophisticated planning in a 
heterogeneous computer environment. 

A variety of technology issues arises in data rate manage
ment. Although there is a considerable body of knowledge in data 
volume reduction, there remain several areas that need additional 
development. In the area of data compression, which maximizes in
formation carried on the available bandwidth, there are questions 
concerning noiseless source coding and application-dependent and 
instrument-dependent compression. In the area of data editing, 
there are questions concerning autonomous editing (as opposed to 
static or deterministic editing) and evaluation of its performance. 
There are also technical issues in the management of the obser
vational and data system resources, particularly in the design of 
observing scenarios that can be evaluated in terms of their data 
requirements. 

The solution of these technical problems must be developed 
closely with the science users as the potential solutions may greatly 
affect the scientific quality of the data. Any method of data 
volume reduction must be designed not to deteriorate the scientific 
return. As various observing scenarios may have conflicting needs 
or exceed the capabilities of the observation and data system, there 
must be a management strategy for resolving these conflicts. 

CODMAC emphasizes that data rate management goes be
yond the technical issues of data compression and editing. They 
are merely some of the techniques that can be used in the overall 
tool of dat•rate management. Management does not necessarily 
imply volume reduction. Rather, it implies the coordinated use 
of a variety of techniques to cope with high data rates and large 
volumes in a sensible way such that the scientific value of the data 
is not compromised. 

DATA COMPRESSION AND DATA EDITING
THE TECHNIQU ES 

Two fundamental techniques for data rate and volume reduc
tion are data compression and data editing. Both are useful for 
reducing data transmission and storage requirements. Data com
pression, the most typical approach, involves the elimination of 
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redundancy in the data. However, substantial overhead can be 
incurred in the encoding and decoding process. Data editing can 
be used when there is reason to believe that the cost of acquiring 
some segment of data generated by an instrument is greater than 
its value for a particular application. It is perhaps the most effec
tive way of controlling data rates and volumes because it simply 
eliminates much of the marginally useful data right at the source. 

Da ta Compreulon 

Data compression typically involves the establishment of a 
base value for some contiguous block of data, with subsequent val
ues in a time or spatial series encoded relative to the base value. 
Two-dimensional data, such as image, are generally treated as a 
single time series . .AJJ dimensionality increases, compression can be 
increased further by coding variances in more than one dimension. 
Other common compression schemes involve transforms to the 
frequency domain, classification of pixels according to some simi
larity measure, and fitting the data series to some mathematical 
model that can be reconstructed parametrically. The elimination 
of redundancy, however, makes the data stream more sensitive 
to bit error rates and thus can have the effect of increasing link 
performance requirements. 

All distortion-free compression algorithms are constrained by 
Shannon's noiseless coding theorem to rates greater than or equal 
to the source entropy. These distortion-free compression algo
rithms may be generally classed as "fixed rate" or "variable rate" 
source coding, and all are prefaced by various techniques for re
moving data redundancies to transform the actual source into one 
that approximates a memoryless source . .AJJ a specific example , 
we may take a serial, sampled data stream with a high degree of 
first-order correlation and transform it to a nearly uncorrelated 
data stream by performing successive difference operations. To 
implement a variable rate source code, we might then assign the 
number of bits to represent a certain data value based on the prob
ability of occurrence of that data value for the particular source 
(this is usually called Huffman coding) . One problem with this 
approach is that the source statistics are in general not station
ary, and must be included in the processing memory and along 
with data to maintain running estimates of the source probability 
density function that is used to make bit assignments. 
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If a data compression algorithm introduces no distortion (i.e. , 
the input data can be fully reconstructed) , and throughput perfor
mance is adequate, then there is no real implication for the user. 
Distortion-free data compression can often reduce data rates by 
factors of 2 :1  to 3 :1 .  The theoretical limit for many image data 
types (which typically generate the most data) is probably closer 
to 6:1 .  However, if the original data are not fully recoverable , the 
user will be concerned with the acceptability of the level and type 
of distortion. 

When considering very high data-rate instruments (greater 
than 10 Mbps) , the performance of the data compressor hardware 
and software becomes an issue. Current flight implementations are 
capable of handling 1 Mbps rates from instrumentation. Clearly, 
this technology needs to advance significantly in order to be em
ployed in missions being planned for the mid-1990&, which may 
carry instruments capable of peak data rates on the order of 300 
Mbps. 

Da ta Edltmg 

Data editing approaches to data-rate and data-volume reduc
tion may be deterministic or autonomous. In either case, the po
tential for limiting data acquisition is application dependent and 
must be user controlled. Any substantial amount of data editing 
is also predicated on the ability to optimize for a single purpose. If 
data are to be shared among several investigators with conflicting 
requirements, some form of arbitration then becomes necessary. 
Only by making the user requirements known in the beginning and 
by using those requirements to drive the data acquisition process, 
does the data editing approach become a viable technique. 

In a deterministic approach, the user knows a priori what 
portion of a data stream to acquire, and it is a straightforward 
job for the on-board data system to filter out the undesired data. 
The experimenter determines data needs in advance of a data 
acquisition opportunity and requests only the data of interest , 
controlling such parameters as coverage, frequencies, channels, 
look angles, and so on. 

In an autonomous approach, an on-board processor applies an 
information extraction algorithm to the data, the results of which 
are used to determine the desirability and quality of the acquired 
data. If the data do not satisfy some quality criteria, which itself 
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can be dynamic, then the data are not transmitted. This more 
automated approach to limiting data acquisition at the source is 
potentially a very effective means of data-rate and data-volume 
reduction-particularly for systematic repeat-coverage scenarios 
supporting long-term time series-but will require significant tech
nological advances in on-board computing capacity, very careful 
selection and validation of algorithms, and the development of 
mechanisms for user interaction and arbitration. 

RESOU RCE MANAGEMENT-THE TOOL 

Recognizing that any data and communications system is 
likely to represent a constraint on the data acquisition poten
tial of an instrument or suite of instruments, it is important that 
the data generation and handling resources be managed in such 
a way as to maximize scientific utility. Therefore, the inclusion 
of operational modes and support tools into the operations sys
tem that allows the investigator to accomplish the management 
function by communicating requirements, should be considered a 
necessary element of any strategy to deal with high data-rate and 
volume instruments. In a complex data system with dynamic mis
sion scenarios , it is the investigator who must ultimately make the 
trade-off's in planning the use of limited resources. Also, as many 
earth science data sets will be used as part of long-time series, the 
science usage is not limited to the individual who has immediate 
interest in the data. 

Many scientific spacecraft of the future will be highly com
plex systems. There will be a multitude of instruments supporting 
single-instrument , multi-instrument, and multidisciplinary inves
tigations. Many of these instruments will be gathering data con
tinuously and others will have highly variable duty cycles. Data 
system resources, such as computational and transmission band
width , on-board storage, power, and ground storage will, as in 
the past, continue to be fixed, or at least bounded. As more is 
known about the instrument behavior and the potential data ap
plications, the scientific scenarios will change. The challenge is to 
apply the fixed resources in the most effective manner possible to 
support highly dynamic usage. This becomes particularly crucial 
for very high data-rate instruments because they are such m&Jor 
consumers of resources . 
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Networking for transmission of data sets and command se
quences will continue to be important in the overall data sys
tem. Although potential data volumes will likely outstrip the 
network's capability for transmission, the same procedures for 
data-rate management can be used to increase network perfor
mance. Sophisticated data compression/ decompression methods 
and automated data transmission procedures can be employed so 
that the system load is more evenly spread throughout the day. 
The additional challenge in this area will be the presence of a het
erogeneous computer system. Data management routines must be 
able to work on a variety of computers, rather than being limited 
to a few well-defined systems present in the data observation and 
acquisition system. 

A resource management strategy in support of a data-rate 
management function can be enabled through the planning of 
requirements-driven experiments. That is, rather than the inves
tigator taking all the data possible at a particular opportunity 
via explicit instrument control, the data acquisition process is 
interactively optimized based on parameters of coverage, time, 
quality, quantity, and data type. This will require sophisticated 
planning tools, autonomous instruments, and the development of 
much more useful notions of data quality. The planning tools must 
fit within the overall command and control structure for the space
craft operations system. The goal is user allocation and control 
of observational and data system resources, allowing the user to 
make the trade-offs necessary to maximize the data acquisition 
within resource bounds for a particular application. 

RecommendationB 

1. The goal of any data management strategy must 6e to 
mazimize the scientific return from the acquired data within the 
constraints of the data system. 

It is essential that users become involved in the planning of 
data collection strategies, in part because of the flexibility of future 
observing systems and in part because of the potentially high 
data rates from future sensors. The design of data-collection and 
data-management strategies involves decisions that can greatly 
affect the scientific quality and usefulness of the data. Our overall 
recommendation is that users be given an active role in planning 
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and controlling data collection, not only to enaure high scientific 
quality in the data, but also to increase awareness among the 
users of the implicationa of various observing scenarios on data
rate management. The planning of data-collection strategies must 
also include a mechanism for arbitrating the inevitable conflicts 
that will arise between potential users of the observing system. 
This arbitration should aim towards accomodating all possible 
users within the constraints of the data collection and management 
system while not sacrificing the scientific quality of the data. 

e. Adoption of 11 requirements-driven strt�tegyfor dt1tt1 t�cquisi
tion, supported 6y 11ppropri11te pl11nning 11nd oper11tions tools, 11llows 
the user to p11rticipt1te in the dt&tt& m11nt1gement proceBB. 

We recognize that the flexibility and potentially high data 
rates of future observing systems will severely tax existing data
management systems. Decisions regarding data acquisition and 
storage will require that the interested science users be closely 
involved in the data management process since these decisions will 
greatly affect the scientific quality of the data. The availability 
of tools for planning and controlling observing scenarios will in
crease the amount of user involvement and user awareness in the 
management of data. The following specific steps should be taken. 

a. Integrate the concept of life-cycle cost into data acquisition 
planning. Each data acquisition session should not only consider 
impact on mission data system resources but also on science data 
processing and management resources. 

b. Provide interactive payload control. In the absence of ad
equate autonomous methods, such control will enable first order 
data editing based on data quality and value. 

c. This strategy must include mechanisms for resolving poten
tial conflicts between various observing scenarios. The presence of 
adequate planning tools should allow scenarios that accommodate 
all users to be identified. 

9. The development of tools 11nd techniques will en116le 11 ro
bust dt&tt&-rt&te m11nt1gement strt&tegy to 6e 11dopted 11nd should 6e 
11ggressively pursued. 

We recognize that a certain amount of technology develop
ment must take place before we can realize the goal of close user 
involvement in data management. In the past, observing scenarios 
have been relatively fixed at launch; future systems will be much 
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more ftexible and will involve suites of instruments, rather than 
single instruments. Systems that will allow comparisons between 
observing scenarios must be implemented. Studies of advanced 
data compression techniques must also continue. We also note 
that the data rate management of these observing systems must 
be a marriage of technological tools and science requirements. The 
following specific steps should be taken. 

a. Develop mission-specific, end-to-end data-system perfor
mance models that can allow thorough user analysis of trade-offs 
between data quality, and quantity, and resource usage. Modest 
changes in science requirements for extremely high-rate instru
ments can result in major differences in the data system design 
accommodation. Performance models would allow earlier insight 
into the technological requirements for instrument and spacecraft 
development and would provide a mechanism conducive to scien
tific participation in the design process. 

b. Begin an active program, utilizing a testbed approach, that 
integrates data-rate management into an overall command and 
control strategy for instruments that are likely to stress available 
resources. This testbed should be a primary vehicle for developing 
and demonstrating methods of on-board information extraction 
and autonomous instrument control technologies. 

c. Continue the development of data compression techniques 
and supporting data systems. Higher performance, noiseless source 
coding approaches to data compression are potentially available 
but must be baaed on careful analyses of the informational con
tent of various data types. Research should continue in developing 
and understanding application-dependent data-compression tech
niques for instruments that are limited in some way because of high 
data rate or data volume. Research should be initiated that seeks 
to measure the information content of remotely sensed data with 
the intent of using the resultant metric as a means for controlling 
the use of data system resources. 

CONCLU DING REMARKS 

The issue of data-rate management will become increasingly 
important in future earth and space science missions. It is further 
complicated because it is a combination of technical and manage
ment problema. The fundamental goal is to maximize the scientific 
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return from the mission within operational constraints. This in
cludes both the spaceborne and the ground-based components of 
the data processing and storage system. The conflict between the 
scientific desire to acquire more data and the physical limitations 
of the data system needs to be addressed on two fronts. First, 
the science user needs to become closely involved in the planning 
of data acquisition scenarios. Although this requires the devel
opment of appropriate planning tools, the primary requirement 
will be the development of a management structure that will al
low user involvement in the design of observing scenarios, increase 
awareness of the data system implications of particular observ
ing scenarios, and resolve potential conflicts between observing 
scenarios. Second, there must be a program of technology devel
opment to reduce the data volume in order to effectively increase 
the data system capabilities. Such data compression techniques 
must operate within the constraint that the scientific quality of 
the data not be reduced. 

Data-rate management is one issue that arises when ensembles 
of high-rate, flexible sensors become available in future missions. 
This new flexibility will require new approaches in system man
agement. A program that closely involves the science user in the 
design of these observing scenarios will be essential for their suc
cess. 
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NASA Data Management Issues 

SUMMARY 

The Committee on Data Management and Computation has 
reviewed the status of data management efforts in the NASA 
Space Sciences. It finds that while there has been progress in 
this area, more emphasis is required if NASA is to meet its needs 
in the 1990s. CODMAC recommends that NASA adopt and im
plement an explicit data management plan for all space ftight 
investigations. Further, NASA should provide sufficient resources 
for data archiving and guidelines for its implementation, and en
force the requirements that projects and principal investigators 
(Pis) properly archive and document their data. Through the 
NSSDC, NASA should develop procedures for the protection of 
the data archive from deterioration of media, hardware failures, 
and tampering by individuals. We reiterate the need for an active , 
distributed archive , managed in scientific data management units 
by each discipline in coordination with the NSSDC. Through the 
NSSDC, NASA should also develop easily accessible, standard cat
alogs and directories to its data archive, including to its distributed 
archives. NASA should continue to assess storage media and de
velop guidelines for its use in archiving. Through the Information 
Systems Office of OSSA, NASA should establish an advisory com
mittee on data retention and preservation and associated concerns 
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and should establish ties with other agencies and the user commu
nity regarding the dissemination of and access to archived data. 
Finally and moat importantly, NASA should support and promote 
the use of its data archives. 

INTRODU CTION 

CODMAC and researchers and engineers within and external 
to NASA have long been concerned with the problema of col
lecting, managing, and accessing space-acquired scientific data. 
While activities connected with the missions themselves attract 
the moat interea� and actions, the seemingly more mundane i11ues 
of handling, managing, and dilleminating the scientific data being 
collected are given leas than adequate attention. As the accumu
lation of data continues, however, the task of data management 
grows more difficult. We see growing problema with the l011 of 
data and the difficulty of providing data access. NASA manage
ment must move quickly and firmly to adopt, support, and enforce 
an explicit data management policy and plan for all space ftight 
investigations. 

Both previous CODMAC reports addre88ed the broad prob
lema of data management and a cohesive, NASA-wide approach. 
CODMAC finds, however, that while there has been movement to
ward addr888ing the problema, more emphasis is needed in the near 
term if NASA is to meet the requirements of the 1990s without 
major difficulties. 

A number of recent NASA activities have demonstrated ad
vances in this area: the initiation of the IRAS Processing Analysis 
Center (IPAC) ; the Land, Climate and Ocean Data Systems; the 
Planetary Data System; and the Space Telescope Institute data 
systems are excellent beginning efforts. The NSSDC has begun 
a program to addre11 several aspects of the data management 
problem including an understanding between the Planetary Data 
System program at JPL and NSSDC that covers their joint re
sponsibilities for data, directory /catalog, and archive activities. 

A coordinated approach to NASA-wide data management in
volves not only a number of technological illues but also clear 
direction from management. OSSA activity needs to be more fo
cused, with long-term goals and objectives clearly stated. The 
amount of data being collected continues to grow; the number of 
p011ible users/researchers is increasing; and the capability for new, 
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more comprehensive research is available. A strong movement for 
a comprehensive program is needed now. 

ISSUES 

Previous CODMAC reports identified a number of issues for a 
comprehensive data management program including a clear man
agement directive and set of objectives related to data handling,  
and a firm commitment for comprehensive user support. 

Further, since data are now collected from a wide variety of 
instruments for many different disciplines and applications, a dis
tributed archive is probably the best approach. Data sets relating 
to a specific mission or knowledge area would best be stored at 
the center or centers where the technical specialists reside who 
use the data most and know the most about it. This approach is 
particularly important during the active data collection and anal
ysis period. Long-term archiving could be handled by a central 
organization (NSSDC) , or arrangements could be made for deep 
archiving at the distribution centers. For such a distributed sys
tem, good directories and catalogs of the data are essential: our 
view is that an overall single, national directory be available as a 
point of access . This central point of access would direct the user 
to more detailed catalogs that would be maintained at the various 
archive centers. 

In addition, a number of problems concerning collection, stor
age , documentation, and preservation of data need to be addressed . 
As a progression from previous CODMAC reports, this chapter 
provides some detail on various (but not all) issues that need to be 
addressed. The topics and subtopics discussed are not intended to 
cover all concerns or to be in any way exhaustive, but are intended 
to call attention to pertinent and near-term needs. 

Organl1a tlon and Mana gement 

To date, there has been insufficient movement toward a com
prehensive NASA-wide policy for data management. As the ac
quisition of great volumes of diverse data continues to increase, 
the problem of the lack of an overall policy becomes more acute. 

CODMAC has previously suggested that NSSDC, with advice 
and support from the Information Systems Office (ISO) , provide 
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for NASA's central policy-planning and implementation with re
spect to data. Currently, it appears to be the only active function 
where efforts could encompass the wider tasks being suggested. 
Performance in response to CODMAC's recommendations has 
been spotty. It appears that NSSDC is not consistently involved 
in end-to-end mission data-management planning and implemen
tation. 

Every mission/project should recognize the data management 
problem and accept participation on the part of an NSSDC (or 
ISO) person in the project planning and implementation phase. 
NSSDC must actively plan for and provide various support func
tions. Storage and the long-term or "deep" archive management 
should be provided for by NSSDC. In the case of mission repos
itories or databases, the project should provide for the handling 
of the data with advice, standard methods, and other guidelines 
coming from NSSDC. Overall data cycle (end-to-end) planning 
should be provided by NSSDC or ISO, which should include the 
migration of needed scientific and ancillary data to the archives, 
conversion as necessary, and, at least, citing in the directories. 

A NASA Management Instruction (NMI 8030.3A) identifies 
project scientists as responsible for assuming flow of project data 
to an appropriate archive. This has been largely ineffective be
cause many project scientists do not have a firm commitment 
to archiving, and believe that funds used for archiving purposes 
might otherwise yield more scientific results from PI research and 
analysis. The approach of placing data archiving requirements 
in Announcements of Opportunity and of appointing interdisci
plinary scientists for data management and archiving on flight 
projects is encouraged. 

Recommendo.tiou 

1. NASA slaould /ao.ve o.n ezplicit do.to. mo.no.gement policy o.nd 
plo.n for o.ll spo.ce fliglat investigo.tions; slaould emplauize tlae roles 
of NSSDC o.nd ISO; o.nd slaould encouro.ge tlae o.ccepto.nce of tlae 
plo.n by tlae missioujprojects. 

I. Division directors o.nd Pis slaould understo.nd, o.ccept, o.nd 
implement do.to. mo.no.gement pro.ctices. 

9. A project scientist/PI's sto.tement of responsibility slaould 
include tlae do.to. mo.no.gement requirement. Continued funding 
slaould depend in po.rt on successful do.to. mo.no.gement o.ctivities. 
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Da ta Acqulsltlon 

This area involves the handling of initial, active mission repos
itories, predirectory processing (initial application of indexing or 
identifying detail) , the addition of processed or ancillary data as 
needed, structuring the active databases, the access to the mission 
repository and related active databases by the concemed scien
tists, the provision of data set copies as required by researchers, 
and the use of accepted standard forms. 

Much important scientific data, acquired by currently and 
recently active NASA spacecraft, is not readily accessible to the 
general scientific community. One reason for this is the typically 
low level of concern among the members of a spacecraft's science 
team (whose data are generally accessible to one another on a 
collaborative basis) for making data available to the wider scientific 
community. 

Pis are funded by project offices annually for data reduction, 
analysis, and handling. While there are general contractual obli
gations to deposit appropriate data in an archive (NSSDC) , funds 
rarely come specifically earmarked for this purpose. Thus, Pis find 
themselves in a position of having to satisfy a general NSSDC-data
submission requirement with funds that could otherwise be used 
for scientific analysis. Given the apparent absence of penalties for 
noncompliance with the data submission requirements, many Pis 
disregard, or only minimally satisfy, the requirement. 

The comprehensive interpretation of space science data often 
requires the existence of ancillary information such as trajectory 
data, laboratory spectra, or ground-based observations. Some
times these data are acquired as part of a particular space mission 
but at other times are acquired separately. Often times while plans 
are developed for archiving the primary database from a mission , 
no plans are developed for the archiving of these ancillary data. 
We urge that NASA and NSSDC establish guidelines for archiving 
the ancillary as well as primary databases and include observing 
logs and similar information as appropriate in their directories and 
catalogs. 

Recommendations 

1. NSSDC should prepare a general policy and methodolo911 as 
guidelines /or data acquisition processes with due consideration for 
the fact that each program will 6e different. 
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I. .As reguested and as poNible, NSSDC should participate in 
preparing guidelines for access to and search of active databases 
and mission repositories. NSSDC should prepare guidelines for the 
inclusion of ancillarr data in their archives and include such items 
u logs of relevant ground-hued observations in their directories 
and catalogs. 

9. Project data management/archiving funds should be sep
arately identified and protected from use u data analysis funds; 
project data management plans should identify the relative levels of 
data analysis and data management/archiving funds . 

.4. Projects should have " deputy project scientist (or equiva
lent} for data management. The individual should be lcnowledgedle 
in both science and data management, and should have " strong 
personal commitment to malcing the project data accessible to the 
entire scientific community in appropriate form and guality. This 
individual could be "" employee of or respouible to NSSDC. 

5. Overall funding of " PI for research on active databues 
should talce cognizance of his or her compliance with the archiving 
and documentation reguirements and policy. Perhaps selection 
for future flight opportunities should be contingent on appropriate 
data-related performance on put missions. 

Distributed Arcblves 

The concept of distributed data archives now appears to be 
widely accepted. Although the long-term archive may well be 
at NSSDC, subject matter specialists or certain NASA centers 
with specific need or expertise may store data at their locations 
for all users (the mi88ion repositories or active databases) . It 
should be understood that the individual storage locations will 
maintain the proper detailed catalog of their stored data with the 
proper links to the main directory, support and provide needed 
acce88 to their stored data, and maintain it and update it as 
required. These functions also require considerations of security 
and database backup or degree of permanence. 

Recommendatiou 

1. NSSDC, with the advice and support of ISO and in con
junction with the various N.AS.A archive and science RSD centers 
both in and out of NASA, should begin the planning of policies, 
guidelines, and reguirements for use by the various centers that 
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might 6ecome archival centers. Maintenance and customer services 
needs must 6e included in these plans. 

e. Because of its importance, and couidering the current tech
nical climate (computer hackers} and political climate (terrorists), 
policies, guidelines, requirements, and methods concerning security 
and 6acivp must 6e addressed 6y proper specialists tllith guidance 
from NSSDO. 

Directories, Ca ta logs, and DocumeDta tlon 

The concept of a single central, high-level, on-line directory 
of acquired and developed data has been recommended often and 
now appears to be accepted. NSSDC has made a beginning in the 
task of developing such a directory, but continued effort must be 
encouraged. NSSDC should confer with various groups, including 
other pertinent federal agencies, as to the form and means of access 
to the directory. 

Only a limited beginning appears to have been made toward 
the development of detailed catalogs of the data that would be 
the second level in a hierarchy of directories and catalogs. The di
rectory would lead users to the appropriate, distributed, detailed , 
on-line catalog. It should be noted that each of the various pilot 
systems provides a form of a detailed catalog, but it is not clear 
that any one of them should be the final accepted form. 

NSSDC (with advice from ISO) should take the lead in devel
oping a list of needed documentation, forms, and standards. This 
should be done in conjunction with mission/ discipline personnel. 

Recommendatiou 

1. NSSDO, couvlting with the various scientific users, mis
siou, programs, and other agencies, must develop general stan
dards and formats for the directory and catalogs, and also well
publicized, et.&By access methods. 

e. Required documentation should include iutrvment func
tioning detail, data standards and formats, system user manuals, 
and software listings. 

9. A directory or catalog is of no valve unless it is used. The 
development and promulgation of use of these tools must receive 
early and strong attention. 
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Stora ge Media and TeclmologJ 

The physical means of storing the data is extremely impor
tant because of the increasing volumes involved. Low-cost, dense, 
easily handled and easily and widely used media and degrees of 
permanence of data are the criteria. A continuing study and assess
ment of the technology must be pursued. Although some efforts 
are already in progress at NSSDC and JPL, broader attention to 
the problem must be emphasized. It should be understood that 
different media may well be used at different stages of the stor
age/archiving process. Magnetic tape and disks, and optical disks 
(both CD-ROM, and write-once-read-many-times types) appear 
to be the current technologies to be considered. 

RecommendatioM 

1. Pursue a plan for continued aueument of storage media 
and technologies with provision for distribution of the information. 

I. NSSDC, in conjunction with mission/discipline represen
tatives, should begin to develop guidelines for the type of media to be 
used at various stages in the storage process with due consideration 
for the overall data-c11cle requirements. 

Retentlcm, Presenatlcm, and Acce11 

Data and information are useless unless they can be accessed 
in a relatively easy fashion; and on the other hand, too much data 
of varying degrees of quality may be unmanageable. Therefore ,  
consideration must be given to developing guidelines for periods 
of data retention and decisions for purging. 

Other problems of concern involve error in writing to media 
and failure of the media over time; conversion of digital data to 
other digital forms and to other kinds of media (print, microfiche, 
etc.) ;  the provision of relatively easy, well-publicized, and speedy 
methods of access at any level in the data cycle; and the recog
nition that because of federal government regulatory and budget 
requirements, a policy of charges for access by non-NASA orga
nizations may be required. Planning for these things cannot be 
done in a vacuum: users, scientists, and other agencies will be 
affected, will have serious specific concerns, and will need to be 
consulted. There would also be the exchange of knowledge about 
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what other pertinent data sets exist outside of NASA. This could 
perhaps be accomplished through interagency coordinating com
mittees. These groups should also have input for the problem of 
charging for data if it becomes necessary, a comprehensive mar
keting/publicizing plan, and a broad dissemination policy. 

Recommendo.tions 

1. ISO should esto.blish o.n o.dtJisor11 committee on do.to. re
tention o.nd preservo.tion o.nd o.ssocio.ted concerns. Represento.tion 
should include top-level o.s well o.s worlcing-level scientists o.nd tech
nico.l personnel from o.ll concerned constituencies. 

e. NSSDO or ISO should esto.blish intero.genc11 ties with other 
federo.l o.gencies o.nd to the universit11 communit11 rego.rding dissem
ino.tion of o.nd o.ccess to pertinent do.to.. 

User Support 

Information is not of much value unless it can be used. Much 
of the time the users of the stored data, although scientists or 
engineers, may not necessarily be skilled in the use of computers 
and communication networks. At archive centers providing data, 
staff consultants should be available to provide advice to potential 
and active users on methods of access, software, available utility 
programs, and methods of analysis. Satisfactory detailed docu
mentation as well as general narratives must also be available . 

Recommendo.tions 

1. NSSDO, in conjunction with ISO, should develop polic11 o.nd 
guidelines for itself o.nd the various o.rchiving centers relo.ting to the 
t11pe of user support to 6e provided, and the means, necessar11 staff, 
method, and degree of support to 6e provided. 

e. NSSDO, in conjunction with the vo.rious missions o.nd pro
grams, should esto.blish o. plo.n o.nd schedule for o. continuing series 
of Data A no.l11siB Workshops to ezcho.nge informo.tion and to de
scribe new and ezisting techniques. 
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Appendix A 

A SUMMARY OP SPAN 

SPAN is the Space Physics Analysis Network . This important 
research tool of the NASA scientific community links space re
searchers from scores of institutions throughout the United States: 
The SPAN system is growing within the United States, and it 
also is expanding to connect NASA scientists with European and 
Japanese space research institutions. 

The SPAN system serves many functions. Its paramount pur
pose is to provide scientists with a tool that improves their pro
ductivity. SPAN has traditionally been used to exchange mail 
messages, to send data back and forth for scientific papers and 
analysis workshops, and to share scientific software. SPAN has 
played a crucial role by disseminating spacecraft data in near-real 
time during several recent NASA and ESA programs, such as 
the International Cometary Explorer (ICE) spacecraft encounter 
with Comet Giacobini-Zinner (see "Behind the Scenes During a 
Comet Encounter" by J .L .  Green and J.H. King, 2EOS1 ,  March 
4, 1986, p. 105) , the Voyager 2 encounter with Uranus, and the 
Giotto spacecraft encounter with Comet Halley (see "Networking 
Ground-Based Images of Comet Halley during the Giotto En
counter" by D. Rees et al. ,  2EOS1 ,  December 16, 1986, p. 1385) . 
Of course, SPAN has served a variety of broader purposes. It has 
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demonstrated the value of intercommunication to a broad range 
of the user community. It has provided (and will continue to 
provide) an excellent testing ground for trying new technologies 
and for evaluating ideas about processing, storing, and transfer
ring various kinds of information. Until the recent availability 
of computers sponsored by the National Science Foundation, the 
SPAN network provided one of the few opportunities for NASA 
researchers to have ready access to the supercomputers needed 
fot large-scale numerical simulation of magnetospheric and iono
spheric plasma systems. SPAN has also increased its usefulness 
substantially by the addition of the National Space Science Data 
Center (NSSDC) as a data node on the system. The network, 
which was originally based on a star-shaped configuration, has 
been redesigned over the last year to take advantage of NASA's 
new Program Support Communications Network (PSCN) . 

The redesign of SPAN takes advantage of the enhanced ca
pabilities provided by PSCN and allows for the orderly and more 
efficient growth of the network. The new SPAN configuration uses 
four central routing nodes, located at NASA Goddard Space Flight 
Center (GSFC) , NASA Marshall Space Flight Center (MSFC) , 
NASA Johnson Space Center (JSC) , and the Jet Propulsion Lab
oratory (JPL) . These "routing centers" are linked by 56-kbpe com
munication lines to form the SPAN "backbone." All other SPAN 
nodes will then be linked to the closest of these four routing cen
ters by using 9.6-kbps lines (called tail circuits) . The network will 
continue for the present to use the DECNET protocols that it has 
used in the past for its communications system; SPAN personnel 
are looking very closely at substituting a more general networking 
protocol as this becomes necessary and practical. 

A new project management plan accompanies the new SPAN 
configuration. The Data Systems Users Working Group (DSUWG) 
as a whole determines the general technical direction in which 
SPAN will evolve and ensures that changes made in the network 
will improve the use of the system for scientific purposes. The 
DSUWG steering committee (which consists of the DSUWG chair 
and the subgroup chairs) approves all special mission-dependent 
uses of SPAN. Various project scientists coordinate the science 
activities and general network use, coordinate all SPAN activities 
with OSSA at NASA headquarters, coordinate with other NASA 
and ESA projects for SPAN use, and work with the project man
ager to develop funding projections to run the system. The project 
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manager coordinates all SPAN activities with the DSUWG advi
sory committee, the project scientists, and the network managers; 
implements the advisory committee recommendations; and man
ages the evolution of SPAN while maintaining contact with other 
NASA projects that will have SPAN connections or gateways. 

The network manager is responsible for day-to-day opera
tional management of the network, working closely with the rout
ing center managers and node managers to provide user support. 
The routing center managers handle all of the network lines com
ing into the respective routing centers, maintain and operate the 
SPAN router services, coordinate new network nodes coming into 
the routing center, and support mission-specific SPAN usage. The 
remote node managers maintain the network hardware and soft
ware at the node, maintain all connections with other local area 
networks, keep the network manager informed of node actions that 
will adversely affect the network, and ensure compatibility with 
SPAN. 

The SPAN system has grown up as a grass roots effort by 
concerned and highly motivated scientists in the NASA space 
science community. It is continuing to grow dynamically and 
vigorously as the research potential of such a system becomes 
clear to more and more in the space science community, both in 
the United States and abroad. In all of its activities, SPAN is 
overseen by the people best suited to judge how it should be run, 
namely, the SPAN users themselves. This DSWUG continues to 
make SPAN responsive to the evolving needs of NASA's research 
community. 
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Appendix B 

THE NASA SCIENCE INTERNET 

The NASA Science Internet (NSI) program was initiated in 
1986 in response to a widely perceived need for a NASA science 
network to support a broad range of science disciplines. Originally 
planned as a network based on the ARPA developed TCP /IP pro
tocol suite and referred to as the NASA Science Network (NSN) , 
it has been broadened in scope to include other protocols (pri
marily DECNET) . The charter for the program is to provide nine 
networks capable of handling all of the OSSA Code E network 
requirements for both flight and pilot projects. Codes R and S 
have also expressed interest and support for this project . 

The requirements for NSI have been developed by the PSCN 
Users Committee, with membership from NASA centers, Codes 
E and T and associated service groups, user representatives, and 
outside experts. This user group has been involved through all of 
the review and planning cycles, and user involvement is expected 
to continue at several levels through network deployment, use , and 
evolution. 

The TCP /IP protocol suite was chosen because for its full 
range of network services across a broad mix of system archi
tectures, its capability to provide interoperability for heteroge
neous systems, and its mature set of implementations. The use 
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of TCP /IP will permit easy interconnections with other agency 
networks (ARPA, NSF, DOE) that also use the same protocols. 

The initial configuration of the network, which began in late 
spring 1987, is to have hub sites located at four major NASA 
centers (ARC, GSFC, JPL, and MSFC) , all interconnected by one 
or more 56-kbps links. Tail circuits to major user sites will also be 
run at 56 kbps, although smaller sites or those with lower demands 
may use 9.6-kbps links. 

The network topology will include placement of gateways at 
the hub locations and at each major user site. Each gateway 
is capable of handling multiple 56-kbps links or T1 links (1 .544 
Mbps) and of driving one or more Ethernet or other Local Area 
Network (LAN) interfaces. This model is the same as used by 
NSF in that connections are made to a site rather than to a single 
system. 

More than 100 sites are in the queue for connection, spanning 
the disciplines of astronomy, climate, oceans, land, planetary, life 
sciences, and material science. The topology is flexible and for 
major concentrations of user activity at a distance from the hubs 
other subhubs may be established. Hub locations at JSC, KSC, 
and LeRC are also anticipated in support of a variety of research 
activities at those locations. 

The network model assumes that each site or campus will 
provide the Ethernet (or other) connections between the site gate
way and the user hosts. So many universities and other sites are 
installing such campus networks that this is both functional and 
cost effective. Any NASA sponsored researcher at a connected site 
may gain access to the gateway and hence to NSI itself. With the 
development of interagency agreements other users may also be 
permitted access. 

The NSI project is working with Codes E and I to investi
gate cooperative agreements with other agencies (notably, NSF, 
ARPA, and NOAA) to share connectivity and links. By reaching 
such agreements, it is possible to gain greater connectivity among 
researchers and science resources in a cost-effective way. Many 
hundreds of maJor universities, labs, and other facilities are al
ready connected to the ARPA Internet and the number of host 
systems is in the thousands. The connection of ARPANET to 
LAN's connecting multiple users also permits multiple, low-speed 
circuits to be aggregated and shared among users. This improves 
overall access and bandwidth and will often permit acquisition of 
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higher speed links at a cost savings beeause of economies of scale 
in the tariff structure. 

The NSI Project Office, which has been established at ARC, 
is responsible for the engineering, installation, operations, a.nd 
maintenance of the network. This activity will be coordinated 
with the ISO Program Office, the PSCN Users Committee, and the 
PSCN Project Office at MSFC. An executive steering committee 
with appropriate user and management composition will provide 
the necessary direct guidance. 

In addition to managing the network, the NSI Project Office 
expects to provide a number of user services. These will include 
user and site name services ("white pages" ) and facilities directory 
( "yellow pages" ) and other user aids. A number of different science 
resources such as supercomputers, data archives , research labs, 
and colleagues will be accessible directly over the Intemet and 
they will be catalogued in the various directories. Site assistance 
and information services will also be provided in conjunction with 
the site coordinators to be identified at each user site . 

The construction of an intemet that supports TCP /IP and 
DECnet is to be an early activity of NSI. Individual networks 
based on these protocols already exist (ARPA, NSF,  SPAN) but 
they do not interoperate except to transfer mail. Carrying both 
protocols on the same circuits, as is now often done on Ethernet 
is only part of the solution; it must be possible for machines using 
these different protocol suites to communicate with one another 
across the range of services. Within NSI there is some active work 
going on to solve this problem, and prototype services have already 
been constructed and are being experimented with. 

The NSI program has recognized the need for long-range plan
ning and incorporates a testbed activity, outside the normal opera
tional systems, to support evaluation of new services and facilities. 
The protocol interoperability evaluation is one such activity. Oth
ers will include high-speed fiber LAN, higher-speed (Tl and up) 
backbones, circuit management to permit bulk traffic flows for 
image transfer, and planning for ISO/OSI migration. These new 
services will first be evaluated in testbeds before being placed in 
service in the operational networks. 

The U.S. academic and network research communities are all 
using the same TCP /IP based protocols and this has significant 
advantages for NSI. Rather than have to develop a research and 
development activity within NASA, or to wait on a single vendor 
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to supply the enhancements, there is an active national research 
program that is available as a resource. This is coordinated under 
the ARPA Internet Activities Board, in conjunction with ARPA 
and NSF funded research activities. Members of the PSCN Users 
Committee and other members of the community participate in 
these activities, thus ensuring that the needs of the NASA science 
community are well represented. 

As NASA moves into the Space Station era networking will 
assume even greater value in support of the envisioned telescience 
activities. The NSI is expected to evolve to support these activi
ties, thus taking advantage of early developments in the infrastruc
ture. The importance of the NSI activity is being recognized in 
the Space Station era planning and in the planning for the Science 
Applications Information System (SAIS). 

Copyright © National Academy of Sciences. All rights reserved.

Selected Issues in Space Science Data Management and Computation
http://www.nap.edu/catalog.php?record_id=19127

http://www.nap.edu/catalog.php?record_id=19127

	Front Matter
	Introduction
	Executive Summary
	Computer Networking for the NASA Scientific Community
	Supercomputing for NASA Funded Sciences: Resources and Access
	The Management of High Data Rates and High Data Volumes
	NASA Data Management Issues
	Appendices
	Appendix A: A Summary of SPAN
	Appendix B: The NASA Science Internet

