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Preface

	 In recent years, the offshoring of high-skill service jobs 
previously performed in the United States has attracted a 
great deal of media attention and sparked a spirited policy 
debate. The decline in U.S. manufacturing jobs relative to 
the total workforce is a decades-long trend driven by the 
expansion of international trade in goods and increases in 
manufacturing productivity. Several important changes 
in the business environment in the late 1990s facilitated the 
emergence and rapid growth of services offshoring, includ-
ing the offshoring of activities with significant engineering 
content. These changes include advances in information 
technology, an increase in the demand for certain types of 
technical skills, and the emergence of appropriately skilled, 
low-wage workforces in India, China, and elsewhere.
	 Criticism of offshoring and the presumed “hollowing out” 
of the U.S. engineering workforce are reminiscent of the 
debates of 20 years ago about U.S. standing in international 
trade and manufacturing industries. A number of groups and 
prominent individuals have long argued that offshoring hurts 
U.S. workers and the U.S. economy. Others counter that off-
shoring is a benign trend that enables U.S.-based companies 
and entrepreneurs to develop and market innovations more 
quickly and cost effectively.
	 Several reports and statements by U.S. science and engi-
neering organizations—including the National Academies 
report Rising Above the Gathering Storm (NAS/NAE/IOM, 
2007)—that have been published concurrently with the off-
shoring debate have argued that long-term U.S. leadership 
in science and engineering is at risk. Almost all of them 
express a central concern that if U.S. companies increasingly 
move R&D offshore to China, India, and other locations 
that provide high value in terms of science and engineering 

human resources, America’s ability to innovate and sustain 
economic growth would be seriously undermined, leading 
to a long-term decline. As the present report goes to press in 
mid-2008, in the midst of a presidential election campaign 
and a slowdown in the U.S. economy, the globalization of 
engineering work remains in the news and is still being hotly 
debated (Shirouzu, 2008; Valcourt, 2008).
	 Throughout the debate about the costs and benefits of off-
shoring for the U.S. economy and U.S. workers, arguments 
on both sides have been bolstered by a variety of anecdotes 
and statistics. Surprisingly, however, little is definitively 
known about the effects of offshoring on overall services 
or on specific engineering subfields in particular industries. 
We do know, despite the paucity of definitive data, that 
we are in the midst of important global shifts in how and 
where engineering is being practiced and that these shifts 
will have major long-term effects on the U.S. engineering 
enterprise, including engineering education, practice, and 
management.
	 In January 2006, Wm. A. Wulf, then president of the 
National Academy of Engineering (NAE), appointed an ad hoc 
committee of experts to organize, conduct, and plan a public 
workshop on engineering offshoring and prepare a summary 
report of the proceedings. The committee met in Washington, 
D.C., in April 2006 to plan the workshop and other fact-finding 
activities and to evaluate proposals for commissioned papers 
on engineering offshoring in specific industry sectors to be 
presented at the workshop. Approximately 100 participants 
were invited to attend the two-day event in October 2006 
at the facilities of the National Academies in Washington, 
D.C. Following the meeting, the committee developed its 
summary report.
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vi	 PREFACE

	 This volume includes the committee’s summary and find-
ings, the commissioned papers, and several edited presenta-
tions from the workshop. Taken together, these documents 
provide a snapshot of the current state of knowledge about 
engineering offshoring in six major industrial sectors, iden-
tify gaps in knowledge and future areas for research, and 
suggest implications for the U.S. engineering enterprise, 
including educational institutions, industry, government, 
engineering societies, and individual engineers.
	 On behalf of NAE, I thank the committee chair, William J. 
Spencer, and the committee members for their considerable 
efforts on this project. I also want to thank Thomas Arrison, 
the study director, who managed the project; Proctor P. Reid, 
director of the NAE Program Office, who provided oversight 
and was actively involved in the workshop and the comple-
tion of the report; Penelope Gibbs and Nathan Kahl from the 
NAE Program Office who provided critical administrative 
and logistical support; Carol Arenberg, NAE senior editor, 
who was instrumental in preparing the report for publication; 
and Robert P. Morgan, former NAE Fellow, who prepared an 
extensive background paper for the committee and assisted 
the NAE Council and NAE Program Office in the develop-
ment of the project.

	 I also extend the committee’s thanks to the authors of the 
commissioned papers, workshop attendees, and others who 
contributed to the project. Finally, I would like to express 
my appreciation to the National Science Foundation and the 
United Engineering Foundation for their generous support.

Charles M. Vest
President
National Academy of Engineering

REFERENCES
NAS/NAE/IOM. 2007. Rising Above the Gathering Storm. Washington, 

D.C.: The National Academies Press. Available online at http://www.
nap.edu/catalog.php?record_id=11463.

Shirouzu, N. 2008. Engineering Jobs Become Car Makers’ New Export. 
Wall Street Journal, February 7, p. A13.

Valcourt, J. 2008. Chrysler Begins Overhaul in Engineering. Wall Street 
Journal, February 19, p. A13.



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

vii

 
 

Acknowledgments

	 This report was reviewed in draft form by individuals cho-
sen for their diverse perspectives and technical expertise, in 
accordance with procedures approved by NAE. The purpose 
of the independent review is to provide candid and critical 
comments that will assist NAE in making its published re-
port as sound as possible and to ensure that the report meets 
institutional standards for objectivity, evidence, and respon-
siveness to the study charge. The review comments and 
draft manuscript remain confidential to protect the integrity 
of the deliberative process. We wish to thank the following 
individuals for their review of this report:

Cristina H. Amon, University of Toronto
Erich Bloch, Washington Advisory Group
David Cheney, SRI International
Ron Hira, Rochester Institute of Technology
Louis Martin-Vega, North Carolina State University

Paul S. Peercy, University of Wisconsin-Madison
Hal Salzman, Urban Institute
Anna Lee Saxenian, University of California, Berkeley
Adrian Zaccaria, Bechtel Group Inc.

	 Although the reviewers listed above have provided 
many constructive comments and suggestions, they were 
not asked to endorse the conclusions or recommendations, 
nor did they see the final draft of the report before its 
release. The review of this report was overseen by George 
Hornberger, University of Virginia. Appointed by NAE, 
he was responsible for making certain that an independent 
examination of this report was carried out in accordance 
with institutional procedures and that all review comments 
were carefully considered. Responsibility for the final 
content of this report rests entirely with the authoring com-
mittee and NAE.



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

ix

 
 

Contents

Executive Summary	 1

PART I: CONSENSUS REPORT

1	 Introduction	 7
	 The Goals and Processes of This Study, 7

2	 Offshoring and Engineering: The Knowledge Base 
	and  Issues	 10
	 Uncertainties about the Future, 10
	 The Institutional and Historical Context of Offshoring, 13
	 Trends and Prospects, 15

3	 Effects of Offshoring in Specific Industries	 20
	 Software-Development Industry, 20
	 Automotive Industry, 24
	 Pharmaceutical Industry, 26
	 Personal Computer Manufacturing, 27
	 Construction Engineering and Services, 28
	 Semiconductors, 31

4	 Workshop Findings and Discussion	 33
	 Trends and Impacts, 33
	 Implications for Engineering Education, 36
	 Implications for Public Policy, 38

Additional Reading	 42



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

�	 CONTENTS

PART II: COMMISSIONED PAPERS AND WORKSHOP PRESENTATIONS

Commissioned Papers

Implications of Globalization for Software Engineering	 49
		  Rafiq Dossani and Martin Kenney
The Changing Nature of Engineering in the Automotive Industry	 69
		  John Moavenzadeh
Offshoring in the Pharmaceutical Industry	 103
		  Mridula Pore, Yu Pu, Lakshman Pernenkil, and Charles L. Cooney
Impact of Globalization and Offshoring on Engineering Employment in the Personal 

Computing Industry	 125
		  Jason Dedrick and Kenneth L. Kraemer
Offshoring of Engineering Services in the Construction Industry	 137
		  John I. Messner
Semiconductor Engineers in a Global Economy	 149
		  Clair Brown and Greg Linden

Workshop Presentations

Implications of Offshoring for Engineering Management and Engineering Education	 181
		  Anne Stevens
An Academic Perspective on the Globalization of Engineering	 184
		  Charles M. Vest
Keynote Talk on the Globalization of Engineering	 191
		  Robert Galvin
Software-Related Offshoring	 195
		  Alfred Z. Spector
Implications of Offshoring for the Engineering Workforce and Profession	 202
		  Ralph Wyndrum
Industry Trends in Engineering Offshoring	 209
		  Vivek Wadhwa
Offshoring in the U.S. Telecommunications Industry	 213
		  Theodore S. Rappaport

Appendixes

A	 Workshop Agenda	 221

B	 Workshop Participants	 223

C	 Biographical Information	 229



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

�

 
 

Executive Summary

	 Spurred in part by a decades-long decline in manufactur-
ing employment, the implications of globalization for the 
United States are a source of considerable debate. The emer-
gence of “offshoring”—the transfer of work from the United 
States to affiliated and unaffiliated entities abroad—has 
raised additional concerns about the impacts of globaliza-
tion. Among the occupations subject to offshoring are highly 
paid professions, including engineering, that are essential to 
U.S. technological progress, economic growth, and national 
security.
	 The National Academy of Engineering (NAE) recog-
nizes that offshoring raises significant challenges not only 
for engineers themselves, but also for industry, educational 
institutions, government, and professional societies. Many 
engineering tasks can now be performed anywhere in the 
world by qualified professionals with access to appropriate 
connectivity. To sustain and strengthen U.S. engineering 
capabilities in this new environment, the United States may 
need to consider new approaches to education, career devel-
opment, management, and policy, and make changes where 
appropriate.
	 NAE launched this project in 2006 with support from the 
National Science Foundation, United Engineering Founda-
tion, and internal NAE funds. In the preliminary discussions, 
it became clear that developing policy recommendations 
would not be possible based on available data and informa-
tion in the literature. Therefore, a major goal of this study is 
to assess the knowledge base and identify gaps, data needs, 
and areas for future study. The focus of the project was a 
public workshop featuring the discussion of commissioned 
papers on the offshoring of engineering in six industry 
sectors—software development, semiconductors, personal 

computer (PC) manufacturing, automobiles, construction en-
gineering and services, and pharmaceuticals—and presenta-
tions by experts on engineering education and management, 
the engineering workforce, and the engineering profession. 
The study committee is aware that not all industries or as-
pects of engineering were included.

OFFSHORING OF ENGINEERING: 
TRENDS AND IMPACTS

FINDING 1.  The offshoring of engineering, an inevitable 
aspect of globalization, has significantly impacted the U.S. 
engineering enterprise. However, the effects of globaliza-
tion and offshoring have been uneven, and disparities 
among industry sectors and engineering sectors are likely 
to continue.

	 One area of rapid increase in offshoring has been in 
information-technology (IT)-related industries, such as soft-
ware development, semiconductors, and PC manufacturing. 
Today both established U.S.-based firms and start-ups are 
locating at least some engineering work in India or China. In 
fact, this offshoring is now taken for granted, and reportedly 
is even required, by some venture capitalists (Hira, 2005). 
Employment and exports in the Indian software-services 
industry have grown at annual rates of 30 to 40 percent over 
the past decade. In the semiconductor industry, 18 of the 
top 20 U.S.-based companies have opened design centers in 
India, nine of them since 2004. In the PC industry, much of 
the product design and engineering work is done by original 
design manufacturers based mainly in Taiwan; manufactur-
ing is increasingly being done in China.
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�	 THE OFFSHORING OF ENGINEERING

	 In the automotive and construction engineering and 
services industries, engineering activity has long been in-
ternationalized. However, in the automotive industry today, 
engineering workforces are increasingly being configured 
to develop global platforms, rather than to work on prod-
ucts targeting local markets. Construction engineering and 
services firms that operate globally have always required 
engineering help in the countries where projects are located. 
Today, overseas engineers are increasingly performing tasks 
related to U.S. projects. In general, offshoring of less com-
plex engineering work is increasing in both the automotive 
and construction industries.
	 Finally, offshoring of research and development (R&D) 
to developing and emerging economies such as China and 
India is increasing rapidly in pharmaceuticals and some 
other industries. More than half of more than 200 U.S.- and 
Europe-based companies that responded to a recent survey 
anticipate that their technical workforces in China, India, 
and other parts of Asia will increase in the next three years 
(Thursby and Thursby, 2006).

FINDING 2.  More and better data on offshoring and other 
issues discussed in this report, such as the effects on the en-
gineering workforce and engineering education, are neces-
sary for discerning overall trends. As has been pointed out in 
other recent reports, better U.S. and international statistics 
on trade in services and employment would give us a much 
better grasp of basic trends.

	 With the emergence of offshoring, a growing portion of 
the U.S. workforce, including engineers and many other 
services professionals, have become subject to international 
competition. For the United States to adopt policies that 
support continued economic vitality and ensure that the 
United States remains a premier location for engineering 
work, policy makers must have a good understanding of 
changes in comparative salaries, education levels, language 
skills, productivity and other trends, and the causes of 
those trends.
	 Unfortunately, current published estimates and projec-
tions on offshoring of engineering include significant un-
certainties. McKinsey Global Institute (2005), for example, 
estimates that more than half of engineering jobs in the 
industries it analyzed could be performed anywhere in 
the world. However, it would be wrong to conclude that half 
of the 1.5 to 2 million U.S. engineers are in danger of losing 
their jobs in the next few years. Indeed, the U.S. engineering 
workforce is expected to grow by 13 percent between 2004 
and 2014 (CPST, 2006), a substantial increase although 
smaller than the expected increase in the workforce as a 
whole. In addition, there are limits to how quickly India and 
China can improve the quality and increase the quantity of 
their engineering graduates.
	 Significant data gaps have prevented policy makers and 
the public from getting an accurate read on trade in services 

and offshoring (GAO, 2005a,b; NAPA, 2006; Sturgeon, 
2006; etc.), and it may be some time before the most glaring 
deficiencies are addressed. One difficulty is that offshoring 
within companies is difficult to track through trade statistics. 
Another difficulty is that companies are reluctant to make 
information about their offshoring practices public. Thus 
industry-specific analyses will continue to be important 
sources of information but can only provide a snapshot of a 
rapidly changing phenomenon.

FINDING 3.  Offshoring appears to have contributed to 
the competitive advantage of U.S.-based firms in a variety 
of industries, and the negative impacts of offshoring on U.S. 
engineering appear to have been relatively modest to date. 
However, the negative effects have been much more severe in 
some industry sectors and for some jobs than others.

	 Global disaggregation, a long-standing aspect of business 
models in several U.S. industries, has enabled U.S.-based 
companies in the semiconductor and PC industries to es-
tablish and retain global leadership. The key to long-term 
success for companies that offshore engineering activities 
is protecting the interface with customers and the resulting 
information flow, which feeds into product definition, high-
level design, and sophisticated engineering tasks.
	 Cutting costs was the initial motivation for offshoring 
of services, including engineering, especially in IT-related 
industries. However, a major factor in the offshoring of R&D 
facilities to emerging economies, such as China, is the desire 
to establish a full-spectrum presence in a rapidly growing 
market. On the flip side, there has been significant “onshor-
ing” of R&D and other engineering work in some industries 
as multinational companies based in Europe and Asia estab-
lish or acquire operations in the United States. Even some 
companies based in India and China are investing in R&D in 
the United States, mainly through acquisitions (see Cooney, 
this volume).
	 Although the inadequacy of available data makes it 
difficult to measure the negative impacts of offshoring on 
engineering jobs and salaries, we can say that the negative 
impacts have not been evenly distributed. It is logical to in-
fer that, when certain types of routine engineering tasks are 
sourced in India or China, the U.S. engineers who performed 
that work lose their jobs. Even though new jobs may be cre-
ated for U.S. engineers who perform higher level tasks and 
those who can move to other sectors, those new jobs do not 
replace the jobs that were lost. The negative individual and 
social impacts of mass layoffs in general, not necessarily in 
engineering, are described by Uchitelle (2006).

IMPLICATIONS FOR ENGINEERING EDUCATION

FINDING 4.  Engineering education at the undergraduate 
and graduate levels has been a major source of strength 
for the U.S. engineering enterprise. Even today, engineers 
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educated in the United States remain among the best trained 
and most flexible in the world. At a time when other nations 
are making significant efforts to upgrade their engineering 
education capabilities, the United States will be challenged 
to sustain engineering education as a national asset.

	 It was clear from the workshop discussions that partici-
pants from both industry and academia consider U.S. engi-
neering education a valuable asset. It is also clear that other 
countries and regions, most prominently China and India, are 
working hard to upgrade their engineering education capa-
bilities. In addition, large numbers of students from China 
and India continue to come to the United States for graduate 
engineering education.
	 Workshop participants repeatedly stressed that U.S. 
engineers will need better management and communica-
tions skills and that engineers who master the principles of 
business and management will be rewarded with leadership 
positions. The same needs have been stressed in reports and 
statements by professional societies and reports from the 
NAE Engineer of 2020 Project (NAE, 2004, 2005).

FINDING 5.  Although individual engineers must ultimately 
take responsibility for their own careers, industry, govern-
ment, universities, professional societies, and other groups 
with a stake in the U.S. engineering enterprise should 
consider supporting programs and other approaches to 
helping engineers manage their careers, renew and update 
their skills, and sustain their capacity to innovate, create, 
and compete.

	 A continuing theme in the workshop discussions was the 
effect of offshoring on engineers whose jobs are vulnerable, 
even though their wages may be increasing. For example, in 
the semiconductor industry, wages are increasing, but very 
slowly (see Brown and Linden, this volume). The environ-
ment for engineering work has changed significantly as 
organizations grow and shrink and jobs are gained and lost. 
Some engineers who are proactive in keeping their skills up 
to date and are able to take advantage of the trend toward 
more frequent job and career shifts are adapting well. But 
many workshop participants called for renewed efforts on 
the part of all stakeholders in U.S. engineering—educators, 
government, professional societies, and employers—to 
address the needs of mid-career engineers who need help 
developing new skills and abilities for a constantly changing 
job market.
	 In addition to educational approaches to ameliorating 
the effects of offshoring, many have called for direct as-
sistance to engineers and other service workers whose jobs 
are displaced. Approaches that have been discussed include 
(1) expanding eligibility for Trade Adjustment Assistance 
to include engineers and other service-industry workers and 
(2) providing some form of wage insurance to help displaced 
workers who are forced to take lower paying jobs.

FINDING 6.  Over the past several decades, engineering 
has become less attractive to U.S. students as a field of 
study and as a career compared to some other professions. 
Although it is widely assumed that globalization and offshor-
ing are contributing to this relative decline in popularity, it is 
impossible to know how important globalization is compared 
to other factors. A great deal more needs to be understood 
about the relationship between offshoring and the attractive-
ness of engineering as a career.

	 Concerns were raised repeatedly about whether offshor-
ing is negatively affecting the public perception of engineer-
ing and whether this perception has led (and will lead) to 
fewer talented U.S. students choosing to pursue careers in 
engineering. We do not have enough data at this point either 
to support or allay these concerns. We do know, however, 
that over the past several decades, the relative popularity 
of engineering as a major has declined in comparison with 
other fields that have experienced strong long-term growth. 
The committee believes that this issue should be thoroughly 
investigated.

IMPLICATIONS FOR POLICY

FINDING 7.  For the United States, attracting and retain-
ing world-class engineering activities in an increasingly 
competitive global environment will require that core U.S. 
strengths be sustained. Perhaps the most critical task in do-
ing so will be to avoid complacency.

	 Workshop participants pointed out the strengths of the 
United States and argued that the biggest risk to future suc-
cess is complacency. Public and private efforts to tackle 
large-scale problems, for example in energy and transporta-
tion, could lead to the creation of entirely new industries and 
would go a long way toward creating new opportunities for 
engineers.

FINDING 8.  Plausible scenarios have been developed 
showing that offshoring either helps, is neutral, or hurts 
engineering in the United States. Only continued discussions 
and further studies will lead to a thorough understanding of 
the potential benefits and costs of offshoring.

	 Offshoring in general, and offshoring of engineering in 
particular, has both costs and benefits, although we cannot 
paint a clear picture of these based on available data. Never-
theless, the workshop did provide a basis for making general 
statements about the costs and benefits so far.
	 On the benefit side, offshoring appears to be adding 
to the competitiveness and profitability of the U.S.-based 
companies that manage it effectively. In addition, it has 
long been assumed that globalization and trade in services 
will ultimately yield net benefits for the U.S. economy. If 
offshoring is like other forms of trade in this respect, it too 
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should deliver net economic benefits. However, some ques-
tions have been raised about whether this will be the case.
	 Offshoring is proving to be a boon to several emerging 
economies, particularly India and China, and long-term U.S. 
interests will be served by these countries and other develop-
ing economies becoming integrated into the global economy 
and raising their standards of living. Inevitably, this will also 
lead to improved engineering capabilities in these countries 
relative to the United States. If America maintains its engi-
neering capability, and if the emerging global networks are 
open to participation by Americans and American organiza-
tions, this might then be a “win-win” situation, because U.S. 
companies would also benefit directly through expanded 
markets for their products.
	 But what of the possible downsides? It has been argued 
that offshoring and other forms of trade can be harmful to 
the U.S. economy and U.S. national interests. For example, 
even if offshoring brings short-term economic benefits to 
the United States in the form of gains to companies and 
consumers, it could eventually undermine America’s ability 
to innovate.
	 In addition, some prominent economists are concerned 
that the distributional impacts of offshoring on engineers and 
other service-sector workers in the United States will pose 
serious challenges to freer trade. They argue that offshoring 
could lead to the degradation of overall engineering capabil-
ity in the United States. Thus, even if the U.S. engineering 
enterprise and economy as a whole are better off with off-
shoring, those who are most vulnerable to competition might 
suffer severe hardships. The question is how we should ad-
dress these distributional issues.

FINDING 9.  As the debate about offshoring continues, it 
will be important to determine whether current U.S. policies, 
including immigration policies, provide artificial advantages 
or incentives for offshoring.

	 Although a detailed examination of immigration policies 
is beyond the scope of this study, immigration issues are 
closely related to offshoring. The immigration of scientists 
and engineers, the training of foreign students, and the 
overall openness of the United States to foreign talent have 
clearly been a boon to U.S. engineering activities and the 
U.S. economy. But some argue that the current H-1B and L-1 
visa programs facilitate offshoring. Policies that, in effect, 
subsidize or provide artificial incentives for the offshor-
ing of engineering, they say, are just as counterproductive 
and market-distorting as artificial barriers or penalties for 
offshoring would be. Future studies should investigate the 
interactions between immigration policies and offshoring, 
particularly in engineering.

FINDING 10.  Security concerns related to the offshoring of 
engineering have been raised, specifically for the informa-
tion technology and construction industries.

	 Finally, national security concerns have been raised that 
offshoring in the construction engineering and services 
industry might lead to detailed plans and other information 
about U.S. buildings and infrastructure, as well as geospatial 
data, falling into the wrong hands. Relevant professional so-
cieties are already working to ensure that sensitive informa-
tion can be protected within the existing legal framework.
	 Concerns have also been raised about whether the glo-
balization of software development could pose a serious 
threat to national security. For example, accidental defects 
or maliciously placed code might compromise the security 
of Department of Defense networks. The Defense Science 
Board is examining those concerns.
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Introduction

	 The phenomenon of “offshoring”—the transfer of work 
previously performed in the United States to affiliated and 
unaffiliated entities abroad—suddenly emerged as a major 
issue in the U.S. political debate a few years ago. At the 
time, employment and wages were recovering slowly from 
a recession precipitated by the “dot-com bust” and the 9/11 
attacks. Particularly during 2003–2004, news reports of 
companies simultaneously cutting staff in the United States 
and launching extensive new operations in lower wage 
economies abroad attracted attention, and criticism, from 
many quarters.
	 Particular concerns were raised about the transfer of work 
in engineering and information technology (IT). These jobs 
not only had high skill requirements; they also commanded 
higher than average wages. In addition, the emergence of 
offshoring coincided with high levels of unemployment in 
some engineering specialties, such as electrical and computer 
engineering. The widely held assumption that U.S. engineer-
ing and high-technology jobs were invulnerable to interna-
tional competition was suddenly called into question.
	 With the subsequent economic recovery and lower 
unemployment rates among engineers and other affected 
groups, fewer headlines referred to offshoring. However, 
this important aspect of the global economy is not well un-
derstood, especially how it fits into the broader context of 
globalization.
	 Clearly, business infrastructure, particularly in IT-related 
businesses, has developed to the point that many service jobs 
are now “tradable.” These include customer-service func-
tions, such as call centers, tax preparation, and accounting, 
and a variety of IT-related jobs (e.g., database administra-
tion). Over time, we might expect the kinds of tasks that 
can be offshored to increase. The availability of significant 

numbers of appropriately skilled overseas workers who are 
willing to work for salaries significantly lower than prevail-
ing U.S. salaries provides an incentive for companies to 
achieve cost savings by offshoring. Even if wages for the 
most accessible and skilled of these workers are bid up to 
levels near those of wages in developed countries, we can 
expect the supply of workers to increase over time as other 
individuals, firms, and countries seek out, or begin to pro-
vide, the training and connectivity they need to participate 
in a global service economy.
	 A number of individual scholars and organizations are 
investigating the offshoring phenomenon, and several useful 
studies and analyses have recently been published. Never-
theless, significant gaps in knowledge remain. In fact, there 
are formidable barriers to compiling a reasonably complete 
picture of current and likely future conditions. For example, 
existing categories in official statistics of production, trade, 
and the labor force reflect past, rather than present (or future), 
business structures and economic activities.
	 In addition, much of the information about the microeco-
nomic trends in individual companies and whole industries, 
which is necessary to construct a complete picture of offshor-
ing, is considered proprietary. This is largely the result of 
controversies that arose in 2003–2004, when companies that 
engaged in offshoring were heavily criticized in the media. 
Since that time, these companies have been careful about 
releasing information that might open them to heightened 
scrutiny or criticism (see Dobbs, 2004).

THE GOALS AND PROCESSES OF THIS STUDY

	 Offshoring raises basic questions for the engineering 
profession and enterprise in the United States that must be 
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BOX 1-1 
Project Statement of Task

National Academy of Engineering
Committee on the Offshoring of Engineering

Statement of Task

The National Academy of Engineering will form an ad hoc committee to organize and conduct a public workshop on the issue of 
offshoring of U.S.-based jobs having significant engineering content.

Workshop presentations and commissioned papers will present what is known about offshoring from a broad perspective and in 
specific industries, such as information technology, construction and civil engineering, automobiles, and pharmaceuticals. The work-
shop will bring together analysts from government statistical agencies (e.g., National Science Foundation, Bureau of the Census, and 
others); experts from engineering professional societies, industry, foundations, and academia; and leaders in engineering education 
who have collected data and can offer insights and observations.

Based on the workshop, the committee will prepare a report aimed at improving understanding of the scope, composition, motivation, 
and outlook for offshoring, and on considering the implications for the future of U.S. engineering practice, labor markets, education, 
and research. The questions to be addressed include:

  (1)	� What do we definitively know about the current status and trends regarding offshoring of work with significant engineering 
content, including the extent, motivation, types of work subject to offshoring, industry-specific characteristics, and future 
prospects?

  (2)	� What are the key areas where data is lacking, and how might information gaps be filled?

  (3)	� Given what we currently know, are there actions or options that engineering educators, professional societies, industry lead-
ers, policy makers, and the engineering community at large should consider to strengthen the U.S. engineering enterprise 
in the face of offshoring and the continuing globalization of the engineering enterprise?

answered before rational decisions can be made about poli-
cies (e.g., the debate over H-1B visas) or strategies to address 
the consequences. For example, we need to determine which 
fields of engineering and what types of engineering work 
(e.g., research and development [R&D], R&D management, 
design, manufacturing, marketing, customer support, and so 
forth) are being offshored and why. We need to know if the 
rationale for offshoring in engineering differs from industry 
to industry, and if so, how. We need to know if the rationale 
varies over time. What makes some industries more suscep-
tible to offshoring than others (e.g., government regulation, 
intellectual property laws, and other factors)? How do the ef-
fects of offshoring compare/interact with the effects of other 
factors, such as increased automation, improved technology, 
or reorganization? What impact do these factors have on the 
number and composition of engineering jobs in different 
sectors? How do patterns of engineering offshoring compare 
with patterns of “onshoring” (bringing in engineering jobs 
from other countries through direct foreign investment)? 
What is the relationship between offshoring and the immigra-
tion of skilled workers, both temporary and permanent? How 
much do foreign companies rely on engineering services 
performed in the United States? Can we characterize differ-
ences in performance between engineering service-sector 

jobs performed abroad and those performed at home? Has 
offshoring impacted our security? Many, many more ques-
tions could be added to this list.
	 The National Academy of Engineering (NAE) launched 
this study to help fill in some of the information gaps. Be-
cause the engineering enterprise is a pillar of U.S. national 
and homeland security, economic vitality, and innovation, 
this study will be of great interest to many people outside the 
engineering community. The primary goal of the study is to 
improve our understanding of the scope, composition, and 
motivation for offshoring and to consider the implications 
for the future of U.S. engineering practice, labor markets, 
education, and research. The specific statement of task for 
the committee is provided in Box 1-1.
	 For several reasons, distinctions are made in the papers 
and analysis between U.S.-based companies and companies 
based elsewhere. First, the industry-focused papers show that 
U.S.-based companies have tended to undertake offshoring 
earlier and more extensively than firms based elsewhere. Sec-
ond, although firms based outside the United States employ a 
significant and growing share of the overall U.S. workforce, 
including U.S. engineers, the majority of U.S. engineers are 
still employed by U.S.-based companies, and the actions of 
U.S.-based companies still have a disproportionate impact on 
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U.S. engineering. Although the interests of U.S. engineers 
and the engineering enterprise are not exactly the same as 
those of U.S.-based companies, the location of corporate 
headquarters still matters in important ways.
	 Clearly, NAE’s underlying interest is in the long-term 
health and prosperity of the engineering enterprise in the 
United States. The engineering enterprise includes engi-
neering professionals, the organizations that employ them, 
the institutions that educate and train them, the government 
entities that support and rely on engineering, and the societ-
ies and associations that serve the engineering profession.
	 NAE President Wm. A. Wulf appointed an ad hoc steering 
committee composed of eight NAE members representing 
a range of engineering fields and two additional experts to 
oversee the drafting of the commissioned papers, develop the 
agenda for the public workshop, and prepare the final report. 
The papers provide an overview of offshoring in specific 
industries—software, personal computer manufacturing, 
automobiles, semiconductors, construction engineering and 
services, and pharmaceuticals. Taken together, these six in-
dustries account for a significant share of U.S. engineering 
activity. In all of the selected sectors, significant research 
on globalization and U.S. competitiveness has been done 
in recent years. However, some important industries that 
also employ engineers were not included, such as financial 
services, transportation/logistics, aerospace, and others. The 
papers can be found in Part 2 of this report.
	 The committee met face to face in April 2006 and held 
regular teleconferences throughout the project. The public 
workshop was held in October 2006. Following the work-
shop, the steering committee prepared a summary report, 
including findings, and provided suggestions to the authors 
of the commissioned papers, who then revised their work. 
In addition, several experts who made presentations at the 
workshop were invited to convert their presentations into 
brief papers (see Part 2). By its nature, this project does not 
constitute a comprehensive examination of all industries or 
all aspects of engineering.
	 Following the workshop, the steering committee devel-
oped this report, which includes an overview of the current 

state of knowledge based on available contextual materials 
(Chapter 2) and summaries of the insights from the workshop 
(Chapters 3 and 4). Chapter 4 also includes the committee’s 
findings and conclusions, restatements of outstanding ques-
tions and issues, and suggestions for next steps by govern-
ment and the private sector.
	 In the course of organizing the workshop and preparing 
the summary, the committee reviewed some recent analyses 
of offshoring, as well as articles that have appeared in the 
business and general press. Because the offshoring of en-
gineering is a complex, controversial phenomenon that is 
changing rapidly, the conclusions of scholars and analysts 
on all sides of the issues were questioned and their ideas 
debated.
	 Some of the examinations of offshoring the committee 
found most useful have been called into question because 
they were produced by organizations affiliated with com-
panies or associations with financial or other interests in 
offshoring. The committee kept these affiliations in mind in 
preparing the report. However, because the report does not 
include policy recommendations, and because one of the key 
findings is that more data are needed on offshoring, the com-
mittee chose not to continually raise questions about sources 
that have not been challenged on substantive grounds. In ad-
dition, the NAE Program Office commissioned an overview 
paper to review statistical and other sources (Morgan, 2006). 
Finally, although a variety of sources is referenced in the 
summary, the primary bases for the committee’s findings are 
the industry-focused commissioned papers and the workshop 
discussions.
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Offshoring and Engineering: The Knowledge Base and Issues

	 Engineering has been defined as “the application of sci-
entific and mathematical principles to practical ends, such 
as the design, manufacture, and operation of efficient and 
economical structures, machines, processes, and systems 
. . . (and) . . . the profession of or the work performed by an 
engineer” (Pickett et al., 2000). The National Academy of 
Engineering (NAE) identifies engineering as a key factor in 
our economic well-being, health, and quality of life (NAE, 
2004). The overall importance of engineering is apparent in 
NAE’s list of “Great Engineering Achievements of the 20th 
Century,” which includes electrification, water supply and 
purification, the automobile, and the Internet.� Table 2-1 
provides an overview of the engineering profession in terms 
of demographics (e.g., gender, ethnicity, and proportion of 
foreign born) and other indicators (e.g., number of engineers 
and average salaries).
	 In spite of the benefits of engineering to society, the 
profession is still “under-examined, under-scrutinized, and 
poorly understood” (Morgan, 2006). In fact, the available 
data are not sufficiently detailed to provide a clear under-
standing of the boundaries, composition, and dynamics of 
engineering. One difficulty is that engineering is a “porous 
profession,” that is, a significant percentage of the individu-
als who receive engineering degrees ultimately pursue ca-
reers in non-engineering or non-technical fields. At the same 
time, some individuals who do not have engineering degrees 
hold jobs with “engineer” in the title.
	 Thus it is important to keep in mind that engineers are 
not a homogeneous group, and a study of the offshoring 
of engineering requires taking into consideration the wide 

� See http://www.nationalacademies.org/greatachievements/index.html.

range of engineering capabilities and tasks, both within 
and between industries and locations. These differences are 
considered in the commissioned papers where data are avail-
able. Another difficulty is that engineering is divided into 
disciplines (Table 2-2), only some of which require licensing 
or certification to practice.

UNCERTAINTIES ABOUT THE FUTURE

	 Today the engineering profession in the United States 
faces many challenges and uncertainties. One long-term con-
cern is whether engineering will continue to attract sufficient 
numbers of young people, particularly U.S. citizens, to enter 
the profession. The overall number of engineering bachelor’s 
degrees granted in the United States, which had been drop-
ping, has gone up in recent years but appears to have reached 
a peak (Heckel, 2006).� Figure 2-1 shows the long-term 
trend. It is important to note that, although the number of en-
gineering bachelor’s degrees has declined somewhat over the 
past 20 years and the number of engineering and computer 
science bachelor’s degrees combined has increased by about 
20 percent, the total number of bachelor’s degrees increased 
by more than 40 percent. Thus overall technical degrees have 
been less popular than other, nontechnical majors.
	 A number of reasons have been put forward to explain 
the long-term decline in interest among U.S. students in 
engineering, a trend that predates the emergence of offshor-
ing. The reasons include slower salary growth than in other 
occupations that have less difficult academic requirements 

� Analysts are fairly certain that the number of engineering degrees has 
reached a peak because the overall number of degrees has also peaked, 
reflecting the decrease in the number of 18 to 24 year-olds.
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TABLE 2-1  A Snapshot of Metrics and Trends in U.S. Engineering

Metric Data Trends/Comments

Total U.S. workforce (2003) 138 million 37% increase since 1983

Total science, technology, engineering, 
math (STEM) workforce (2003)

7.5 million 70% increase since 1983

Total engineering workforce (2003) 2 million 25% increase since 1983; about 1.4 % of the total workforce, compared with roughly 1.6 % 
in 1983

Proportion of engineering workforce 
(2003) that is

Female 10% Up from 6% in 1983
African American 3%
Hispanic 7%
Asian 10%

Proportion of the engineering workforce 
that is foreign-born (2002)

16% Increase of 2% from 1994.

Average annual salary for engineers 
(2005)

$63,526 Represents 1.8 times the average salary of the entire U.S. workforce

Engineering degrees awarded in the 
United States (2004)

Bachelor’s 64,675 Down from 72,670 in 1983; the bachelor’s number has tended to fluctuate
Master’s 33,872 Up from 18,886 in 1983, reflecting a fairly steady increase
Doctorates 5,776 Up from 2,781 in 1983, this figure has also increased steadily 

Projected increase in the engineering 
workforce between 2004 and 2014

13% Note that this is a projection, not a certainty. The 13% projected increase in engineering is 
roughly the same as that projected for the overall U.S. workforce

Note: This presentation is meant to provide a broad overview and therefore does not delve into the subtleties involved in measuring the engineering work-
force. Abt Associates (2004) provides a good discussion of the various issues and uncertainties. Perhaps most important, these figures for the engineering 
workforce DO NOT include “mathematical and computer science professions,” which means that the population of interest to this study is somewhat larger 
than is reflected in the chart.
Source: Adapted from Commission on Professionals in Science and Technology, 2004–2007. Drawn from various tables and charts.

(e.g., business and finance); negative stereotypes of engi-
neers; and, possibly, the perception that offshoring and other 
aspects of globalization portend a decline in engineering 
in the United States. All of these factors combined could 
raise significant barriers to students choosing to major in 
engineering.
	 Unfortunately, data to counter these perceptions are dif-
ficult to come by. Data on salaries, for instance, are ambigu-
ous. On the one hand, starting salaries for new engineers 
with bachelor’s degrees are significantly higher than starting 
salaries in many other fields (NAE, 2007). On the other hand, 
salaries for Ph.D. holders in engineering are lower than, and 
have not grown as quickly as, salaries of other professionals, 
such as doctors and lawyers (Freeman, 2005a). Thus students 
might be justified in believing that the extra work and effort 
required to earn an advanced degree in engineering might 
not be as well rewarded financially as advanced degrees in 
other fields.
	 A related concern is the increasing reliance of the U.S. 
engineering enterprise on students from abroad, particularly 
at the graduate level. Much more than half of engineering 

doctorates and roughly 40 percent of engineering master’s 
degrees from U.S. institutions are awarded to foreign nation-
als (Heckel, 2006). Traditionally, many of these graduates 
have remained in the United States to build their careers 
and have contributed substantially to U.S.-based innovation 
(COSEPUP, 2005).
	 With the number of U.S. citizens entering engineering 
programs perhaps in decline (perhaps a cyclical decline, but 
perhaps a longer term trend), a drop in the number of for-
eign students entering these programs, or a decrease in the 
number of foreign engineers who stay in the United States 
after earning degrees, could affect the future overall size and 
capability of the U.S. engineering workforce. In 2003, 26 
percent of engineering degree holders in the United States 
were foreign-born (22 percent of bachelor’s degree holders, 
38 percent of master’s degree holders, and 51 percent of 
doctoral degree holders).
	 Despite the stringent U.S. immigration policies since the 
9/11 attacks, current data on foreign enrollments and “stay 
rates” indicate that the United States is still attracting for-
eign students who pursue degrees in engineering and launch 
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TABLE 2-2  Engineering Workforce by Discipline and 
Other Relevant Occupations, 2006

Discipline Number of Engineers

Aerospace 87,000
Agricultural 3,000
Biomedical 14,000
Chemical 29,000
Civil 237,000
Computer hardware 74,000
Electrical and electronics 280,000
Environmental 51,000
Industrial, including health/safety 223,000
Marine engineers/naval architects 8,000
Materials 21,000
Mechanical 218,000
Mining/geological 7,000
Nuclear 15,000
Petroleum 15,000
Engineering managers 184,000
Other 156,000
Total 1,622,000

Other Relevant Occupations Number Employed

Computer Scientists and Systems Analysts 678,000
Computer Software Engineers 802,000

Total Engineering and Other Relevant 3,102,000

Notes: Rounded to the nearest thousand. The total for engineers is some-
what lower than that contained in Table 2-1, reflecting different years and 
methods of compilation.
Source: Bureau of Labor Statistics. May 2006 National Occupational 
Employment and Wage Estimates. Accessed November 1, 2007. Available 
online at http://www.bls.gov/oes/current/oes_nat.htm.

their careers here (Council of Graduate Schools, 2006). For 
example, in 2003, one-year stay rates were estimated at 71 
percent, five-year stay rates at 67 percent, and ten-year stay 
rates at 58 percent for foreign students (temporary visa hold-
ers) who received science and engineering doctoral degrees 
from U.S. institutions (Finn, 2005). However, some analysts 
believe that a growing number of U.S.-educated foreign sci-
entists and engineers are returning to their home countries 
after graduation (Heenan, 2005; Newman, 2006).
	 The attractiveness of engineering as a profession in the 
United States depends on it being considered a satisfying, 
stable, well compensated career, relative to other profes-
sions. However, the current picture and outlook appear to 
be mixed (Morgan, 2006). In the early years of this decade, 
unemployment in electrical engineering and fields related 
to information-technology (IT) industries reached historic 
highs (Harrison, 2005). The factors contributing to the rise in 
unemployment included the bursting of the dot-com bubble, 
rapid changes in technology, and increasing globalization, 
perhaps including offshoring. Although the unemployment 
rate for electrical engineers dropped back to its normal (in 
historic terms) low level between 2003 and 2005, this might 

reflect slow growth or even shrinkage in the profession, 
rather than a true recovery.�

	 High levels of unemployment and slow salary growth 
from 2002 to 2004 and longer term changes in engineering 
work have raised persistent concerns about the future of the 
profession. For example, Jones and Oberst (2003) described 
engineering employment as becoming “more volatile with 
each decade,” as careers characterized by upward mobility 
and advancement are replaced by work patterns that require 
numerous lateral job shifts. They ascribe the changes to the 
“commoditization” of engineering work, that is, the breaking 
down of jobs into highly specific tasks that can be performed 
by employees, outsourced to contractors, or sent offshore. 
At the same time, Sperling and others believe that more 
and more demands are being made of engineers in terms of 
responsibilities and skills (Sperling, 2006). One can infer 
from both of these analyses that lifelong learning may well 
become more important, both for the profession as a whole 
and for individual engineers.
	 The important points to keep in mind in this introduc-
tory summary are (1) engineering, like other professions 
and other job categories, is changing; and (2) technological 
advances and globalization are two of the forces driving this 
change. Analyses of the industry-specific studies (provided 
in Part 2 and summarized in Chapter 3) indicate that engi-
neers are being affected by these changes in different ways, 
depending on engineering discipline, age, access to continu-
ing education, and educational background.
	 With improvements in the economy, job prospects, and 
salary growth in 2006 and 2007, engineers today are feeling 
more upbeat about their careers, more secure in their jobs, 
and more inclined to recommend engineering as a career 
choice than they were just a few years ago (Bokorney, 
2006). Although these cyclical improvements in employment 
prospects are encouraging, they may not relieve apprehen-
sions about long-term trends, including offshoring, and their 
potential implications and risks.
	 In his description of the relatively new field of network-
ing, Rappaport (this volume) touches on several of the trends 
and perceptions that underlie anxieties about the future 
of U.S. engineering. Networking is a field that combines 
hardware and software aspects of computing and telecom-
munications. As U.S.-based corporate research has declined 
in recent years, firms based elsewhere are increasing their 
activity. Research based at U.S. universities remains strong, 
but top university graduate programs are increasingly reliant 
on students from abroad.

� The Occupational Employment Statistics produced by the Bureau of 
Labor Statistics cannot be used to compare employment levels in some 
employment categories, such as electrical engineering, over time, because 
the survey and statistical techniques used to produce a “snapshot” of em-
ployment levels at a particular time have changed over time. Thus results 
are not always comparable.
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FIGURE 2-1  Bachelor’s degrees in engineering and computer science, 1983–2004. Source: National Science Foundation/Division of 
Science Resources Statistics; data from Department of Education/National Center for Education Statistics; Integrated Postsecondary Data 
System Completions Survey.
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THE INSTITUTIONAL AND HISTORICAL 
CONTEXT OF OFFSHORING

	 The NAE Committee on the Offshoring of Engineering 
defined “globalization” as the broad, long-standing process 
whereby national economies and business activities are be-
coming increasingly integrated and interdependent, mainly 
through expanded trade, capital flows, and foreign direct 
investment. “Offshoring” was defined as a more recent 
phenomenon whereby work is being relocated and diffused 
across national borders, enabled by advances in communi-
cations technology and changes in management practices. 
A wide range of services work is being offshored, but this 
workshop and report focus only on engineering.
	 Ideally, the committee would define offshoring of en-
gineering as engineering work transferred from the United 
States to other locations, both by outsourcing the work to 
other organizations and by establishing or expanding subsid-
iary operations in the offshore destination. In practice, there 
are several difficulties with this definition. First, based on 
existing data, it is difficult to track the expansion of overseas 
jobs and the contraction of U.S.-based jobs in a way that es-
tablishes a relationship between them. Second, the expansion 
in overseas engineering work by firms with extensive U.S. 
engineering operations is not necessarily accompanied by a 
corresponding contraction in U.S. engineering activity; in 
addition, the jobs being created overseas may be qualitatively 
different from those that might be cut in the United States. 
Even with much better data, it would be very difficult to 
tell if offshoring is taking place, as described in the “ideal” 
definition given above. In the industry-focused papers (Part 
2) and elsewhere in the report, expansion of overseas engi-
neering work, both through outsourcing and subsidiaries, is 
considered evidence of offshoring.

	 Other factors related to offshoring included in this study 
are specific business practices (e.g., the international dif-
fusion of corporate research and development [R&D]) that 
preceded the recent wave of offshoring but have taken new 
directions since it began, the movement of engineering work 
as a result of the relocation of manufacturing activities, and 
“onshoring” (engineering work being moved to the United 
States from abroad).
	 One important topic discussed in several of the papers but 
not a focus of the committee’s summary is the management 
of offshoring by onshore firms, including effective practices 
and barriers to success. Clearly, companies in a variety of 
industries perceive benefits from offshoring. However, it 
should not be inferred that offshoring is an easy, frictionless 
process. The Boeing 787 is a recent example of the compli-
cations that can arise (Lunsford, 2007). A growing body of 
literature on the management of offshoring and multinational 
product-development teams describes barriers to offshoring 
in an organizational context and ways to overcome them (see, 
for example, Carmel and Tjia, 2005).

Offshore Sourcing of Engineering 
Work: India as an Example

	 In the context of engineering, the definition of offshor-
ing encompasses several distinct phenomena and business 
practices that have emerged over the past several decades 
in particular industries. With rapid changes in technol-
ogy and markets, these phenomena and business practices, 
which have somewhat different motivations and destination 
countries or regions, sometimes overlap and blend into the 
broader trend of the globalization of innovation.
	 The business models and infrastructure for a wide range 
of services offshoring, including business-process offshor-
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ing, emerged mostly in the software industry, principally in 
India. As a context for the discussion of offshoring in spe-
cific industries in Chapter 3, we briefly review the historical 
development of services offshoring and India’s role in that 
development.
	 From the time of India’s independence until the early 
1990s, the Indian economy was highly regulated and 
controlled by the government (Dossani and Kenney, this 
volume). Indian international trade and investment were 
based on a protectionist, import-substitution philosophy. At 
the same time, a focus of public policy in India was invest-
ing in science and engineering research and higher educa-
tion, which included the founding and expansion of Indian 
institutes of technology (IITs) (Murali, 2003). However, 
the IITs served a relatively small portion of the population, 
and many graduates continued to go overseas for gradu-
ate training. When the Japanese, South Korean, and other 
Asian economies underwent rapid economic growth fueled 
by manufacturing for the global market, India was largely 
cut off from the global economy. Nevertheless, its pool of 
skilled, English-speaking workers continued to grow.
	 During the 1970s and 1980s, India developed a small soft-
ware industry focused on its domestic market (Aspray et al., 
2006). The international Indian software industry began with 
Tata Consultancy Services, a pioneering firm that provided 
Indian programmers to work at customer sites in the United 
States. As this kind of activity increased during the 1980s, 
the Indian government became aware of the value of the soft-
ware industry and adopted several preferential policies (e.g., 
exempting export revenue from taxation) that encouraged 
growth and kept the industry focused on the international 
market. Cultural, technological, and business factors came 
together during the late 1980s and 1990s to accelerate the 
growth of India’s software industry.
	 Cultural factors included the tendency of educated Indians 
to become proficient in English. Because of this, India, along 
with Israel and Ireland, became a destination for the early 
offshoring of software work for U.S. multinational compa-
nies. All three countries offered low labor costs and skilled, 
English-speaking programmers. Another cultural factor was 
the presence of Indian-born engineers who had been edu-
cated and had worked in the United States (Saxenian, 2006). 
More than one-quarter of U.S. engineering and technology 
firms launched between 1995 and 2005 had at least one key 
founder who was foreign-born, with the largest number from 
India (Wadhwa et al., 2007).
	 As India’s software industry grew and its global orienta-
tion became more prominent, Indian expatriates actively 
contributed to the development of new Indian-based compa-
nies and the operations of U.S.-based IT companies in India. 
As a result, the Indian government adopted policies to sup-
port the software industry, such as raising the standards for 
physical infrastructure and opening the economy to global 
trade. Indian expatriates have increasingly focused their ef-
forts on developing entrepreneurial ventures that combine 

U.S.-based financing and market acumen with India-based 
engineering implementation.
	 Technological factors were also important to offshor-
ing of IT-related work to India. The widespread adoption 
by the computer industry of the Unix workstation standard 
and the C programming language in the 1980s enabled the 
modularization of programming. This made it possible for 
independent software vendors to use standardized tools to 
develop programs for a wide range of operating systems and 
applications. During the 1990s, PCs with X86 microproces-
sors and Windows operating systems replaced RISC/Unix 
workstations in programming, and the Internet “provided a 
platform for networked development of software and soft-
ware installation, hosting, and maintenance” (Dossani and 
Kenney, this volume). The availability of widely used word 
processing, spreadsheets, computer-aided design, and draft-
ing software combined with the Internet to enable remote, 
distributed approaches to technical work. The point is not 
that these changes gave India unique advantages, but that 
technological advances made it possible to undertake a wide 
range of IT-related work in widely dispersed locations at the 
same time that the development of India’s institutions and 
human-resource base made it an attractive location.
	 Business factors, which have led to the development of 
new business models in global service industries, also con-
tributed to the offshoring of engineering and other services 
work to India. For example, Indian companies and the Indian 
affiliates of multinational corporations were well positioned 
to undertake much of the necessary software coding and 
maintenance work in response to the Y2K crisis in the late 
1990s (Sturgeon, 2006). This led to the upgrading and expan-
sion of the business infrastructure, which, in turn, led to the 
expansion of IT-related business-process offshoring.
	 The contracting of outside firms to manage data-processing 
functions has a long history. Large multinational consulting 
companies prominent in this line of business, such as Ac-
centure, EDS, and IBM Global Services, had also been 
doing Y2K-related work. Many business-process operations 
required custom-software development, which overlapped 
with the skills offered by Indian organizations and individual 
programmers.
	 As the costs of telecommunications fell and the demand 
for skilled IT labor in the United States rose during the dot-
com boom, India-based activities serving markets in devel-
oped countries increased in scale and in scope. Call centers, 
accounting, finance, human resources, and other business 
functions became targets for reengineering and offshoring. 
Indeed, importing services from India has been a key ele-
ment in the IT-enabled restructuring of services work that 
some analysts predict will fuel U.S. productivity growth in 
the coming years (Mann, 2003).
	 The prospects for growth and development in this type 
of offshoring are explored in later chapters. For now, it is 
important to note that “engineering-services outsourcing” is 
considered by the Indian IT industry as an area for signifi-
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cant growth (NASSCOM, 2006). At the same time, India 
is aware that it faces significant challenges in sustaining 
economic growth and becoming a location for increasingly 
sophisticated engineering work. For example, increasing the 
capacity and quality of Indian higher education remains an 
essential, but difficult, task (Agarwal, 2006).
	 In addition to the offshoring of services, a great deal of 
overseas engineering involves engineering of manufactured 
components incorporated into goods sold by U.S.-based 
companies, and even entire products. In the United States as 
of 2004, about 40 percent of engineering employment was 
in the manufacturing sector, even though manufacturing 
constituted only about 20 percent of the U.S. GDP (BLS, 
2005). Semiconductor manufacturing (Brown and Linden, 
this volume) and PC manufacturing (Dedrick and Kraemer, 
this volume) are perhaps the best examples (see Chapter 3 
for more detail).
	 In the semiconductor industry, for example, “fabless” 
companies (mainly based in the United States) contract their 
manufacturing to “foundry” companies (such as TSMC and 
UMC, based in Taiwan). In the PC manufacturing industry, 
much of the detailed engineering of PCs sold by U.S. com-
panies is done in Taiwan, but manufacturing is increasingly 
concentrated in China. Although this regional specialization 
in electronics innovation may not fit into the definition of 
offshoring used by most analysts, the value chains of both 
industries have been disaggregated over a number of years, 
a harbinger, perhaps, of offshoring-enabled shifts in business 
models for many other industries.

Globalization of R&D and Engineering

	 Foreign direct investment in R&D by multinational com-
panies is a long-standing practice (Mansfield et al., 1979). 
Several of the papers in this volume describe how some 
aspects of innovation have historically been international-
ized in certain industries, such as automobiles, construction 
engineering, and pharmaceuticals. In the 1930s, 7 percent 
of R&D by the largest U.S. and European firms was done 
outside of their home countries (Cantwell, 1998). From 
1965 to 1995, foreign direct investment in R&D increased 
as multinational business increased. A survey of 32 large 
multinational companies based in the United States, Europe, 
and Japan revealed that in 1995 they performed 25.8 percent 
of their R&D abroad, which partly reflects the strong ten-
dency for Europe-based companies to perform R&D abroad 
(Kuemmerle, 1999). In 2004, 15 percent of the R&D of 
U.S.-based multinationals was performed by foreign affili-
ates (Yorgason, 2007).
	 In the late 1980s and early 1990s, a large number of 
investments by Japanese and other foreign companies in 
R&D in the United States led some to question whether such 
investment was good or bad for the U.S. research enterprise 
(NAE, 1996). Concerns were raised that companies based 
outside the United States might “cherry pick” the results of 

publicly supported research through acquisitions and incre-
mental investments in university research.
	 Many academic studies of overseas R&D by multination-
als appeared in the 1990s, particularly on the motivations 
for investment. In a summary of the literature, Kuemmerle 
(1999) distinguishes between “home-base-exploiting R&D,” 
in which investing companies want to exploit their existing 
technological capabilities in the foreign country where they 
are performing R&D, and “home-base-augmenting R&D,” 
in which investing companies try to access unique assets in 
the foreign country by performing R&D there.
	 For a long time, overseas R&D was largely limited to 
multinational companies based in the developed world 
that were establishing or acquiring R&D facilities in other 
developed countries (Kuemmerle, 1999). In the late 1990s, 
however, global companies such as Motorola began to es-
tablish R&D centers in China and other emerging economies 
(GUIRR, 1998). Since then, the trend toward R&D invest-
ments in emerging economies such as India, China, and 
Russia has continued (UNCTAD, 2005a,b).
	 In contrast to other kinds of offshoring described above, 
some research suggests that the primary motivation for R&D 
investments in emerging economies is not cost reduction 
(Thursby and Thursby, 2006). A recent survey of R&D 
facility-location decisions by multinationals showed that 
they were influenced by a variety of factors. Interviewees 
cited the growth potential of the market in the destination 
country and the quality of R&D personnel as the most im-
portant attractors, indicating that both home-base-exploiting 
and home-base-augmenting motives came into play.
	 Thus the globalization of R&D is a complex, rapidly chang-
ing phenomenon, and the trend of global companies locating 
R&D facilities in emerging economies is relatively recent. 
Academic and policy research on these trends is ongoing.�

TRENDS AND PROSPECTS

	 The phenomenon of offshoring is important not only for 
engineering, but also for all economic activity in the United 
States and around the world. In this section, we review 
some trends and developments in offshoring that have been 
identified in the recent literature and were discussed at the 
workshop.

Economics

	 The National Academy of Public Administration (NAPA) 
(2006) points out the difficulty of assessing the impacts of 

� Three ongoing National Academies projects worth mentioning in this 
connection are an examination of the globalization of innovation by the 
Board on Science, Technology, and Public Policy (STEP), an examination 
of the innovation systems of India and China, also by STEP, and a study of 
the changing ecosystem for information technology R&D by the Computer 
Science and Telecommunications Board.
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offshoring based on international trade and domestic labor 
markets. Several recent economic analyses have been un-
dertaken to determine the impacts of offshoring on the U.S. 
economy and the labor force and to project future trends. 
One point of consensus in these analyses is that available 
data are not comprehensive or specific enough to determine 
how many U.S. jobs have been lost as a result of offshoring, 
the scale of indirect effects on employment that would create 
new jobs in the United States, and the effects of offshoring on 
economic growth and incomes. NAPA (2006) cites estimates 
of annual job losses attributable to offshoring of 15,000 
to 192,000. Although this is a large range, even the larger 
number, 192,000, is small compared with typical quarterly 
job losses and gains of seven or eight million in the U.S. 
economy. So, although the statistics do not show evidence 
of massive U.S. job losses attributable to offshoring in the 
short term, this does not mean that important longer term 
shifts will not become apparent in the future.
	 Data on trade in services are used to measure the actual 
flow of offshoring work between the United States and 
major offshoring destinations such as India. However, as 
the Government Accountability Office (GAO) points out, 
the Indian figure for exports to the United States is 20 times 
the U.S. figure for imports from India (see Figure 2-2) 
(GAO, 2005a). The GAO report lists differences in the 
way Indian and U.S. data are compiled that could account 
for this discrepancy. For example, transactions between 
affiliated entities are not counted in the U.S. data. So, 
for example, if Accenture is working on an IT consulting 
project for a U.S. customer, and if Accenture’s operation 
in India does work under that contract, the work would not 
be counted as services trade in the U.S. data but would 

be counted in the Indian data. Another possible source of 
underreporting of U.S. imports of services might be that 
many transactions fall below the reporting threshold of the 
survey or analysis.
	 Sturgeon (2006) analyzes the limitations of available trade 
and workforce data and develops a detailed program for ad-
dressing the inadequacies in current data. A GAO report that 
covers similar ground also notes the lack of data in some 
areas and catalogs potential costs and benefits to the U.S. 
economy of offshoring (GAO, 2005b).
	 Some economists argue that the United States will enjoy a 
significant benefit from offshoring (Mann, 2003). According 
to one estimate, gains from services offshoring accounted for 
about 10 percent of U.S. productivity growth from 1992 to 
2000 (Amiti and Wei, 2006). Others argue that the United 
States could suffer a net economic loss in the long term if in-
novative U.S. industries are undermined by offshoring (Go-
mory and Baumol, 2001). Freeman (2005a) predicts that the 
globalization of scientific and engineering talent, of which 
offshoring is one important aspect, is likely to erode the 
comparative U.S. advantage in high-technology industries. 
Given uncertainties in the underlying data and differences in 
the assumptions of these and other economists, debates over 
the actual and potential impacts of offshoring are likely to 
continue.
	 In a more recent development, analysts have questioned 
whether U.S. manufacturing output is overstated (Mandel, 
2007). If it is, the overstatement could lead to a correspond-
ing overstatement of U.S. productivity growth, meaning that 
U.S. economic performance in recent years might not be as 
strong as statistics suggest. If this is true, it would weaken 
support for the argument that the balance of benefits and 

FIGURE 2-2  U.S. software imports from India according to U.S. and Indian statistics, 1998–2004, in billions of dollars. Source: Dossani 
and Kenney (this volume), based on data from the Bureau of Economic Analysis, U.S. Department of Commerce, and National Association 
of Software and Services Companies (NASSCOM) of India. 
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costs to the United States from globalization has been over-
whelmingly positive.
	 Regardless of whether there are long-term net gains or 
losses for the U.S. economy as a whole, offshoring raises 
distributional issues, such as possible exacerbations of in-
come inequality and the costs of job displacement, that are 
borne disproportionately by particular individuals in certain 
job categories and regions. Possible ways of addressing the 
distributional issues, such as extending Trade Adjustment 
Assistance to people who lose their jobs as a result of inter-
national trade, and providing wage insurance, are discussed 
in Chapter 4.
	 Other analyses have attempted to predict how offshoring 
might evolve in the future. For example, Jensen and Kletzer 
(2006) find that the number of U.S. workers engaged in 
potentially tradable services industries (i.e., workers whose 
jobs may be vulnerable to offshoring) is higher than the 
number of workers in manufacturing industries who are 
vulnerable to potential trade-related job losses.
	 Several consulting firms that advise companies on off-
shoring decisions have also developed estimates and projec-
tions of future trends. One analysis, by McKinsey Global 
Institute (2005), argues that, although the supply of young, 
college-educated workers employable in offshored services 
work, including engineering, will continue to expand, the 
supply is not inexhaustible. They cite several reasons for this. 
First, the rate at which India and other developing economies 
can expand their higher education infrastructure is limited. 
Second, only a fraction of potential workers in the pool of 
young, college-educated workers in China, India, and other 
emerging economies is suitable for employment by global 
companies. Most of the potential labor pool is disqualified 
because of a lack of language skills, a lack of practical skills 
due to deficiencies in the educational systems of some coun-
tries, or a poor cultural fit (e.g., attitudes toward teamwork 
and flexible working hours). The implication is that wages 
for the best qualified workers in destination countries will 
be extremely competitive, thus reducing the cost advantage 
of offshoring.
	 One “big picture question” related to offshoring concerns 
the long-term impacts of economic volatility. Some have 
argued that the U.S. economy can tolerate a high level of 
volatility (or flexibility) in labor and other markets because 
of its openness to trade and, therefore, can innovate and 
grow more quickly than other developed economies (Brown 
et al., 2006). Others point out that in the 1990s large emerg-
ing economies in India, China, and Russia approximately 
doubled the global supply of labor, thus decreasing returns 
to labor and increasing returns to capital (Freeman, 2005a,b). 
Rapid globalization that increases real and perceived job 
insecurity for a large portion of the U.S. workforce, they 
say, may sow the seeds of its own destruction by fueling 
voter demands for protection from international competition 
(Anderson and Gascon, 2007).

Politics and Policies

	 Trade policy is a perennial issue in U.S. politics, and 
the policy debates over offshoring represent a continuation 
of that tradition (e.g., Dorgan, 2006; Mankiw and Swagel, 
2006). In recent policy debates, there are clear linkages 
between offshoring and other aspects of globalization, such 
as immigration. Even before widespread offshoring, some 
services workers, particularly IT professionals, had raised 
concerns about job dislocations and slow wage growth 
brought on by the availability of skilled immigrants holding 
H-1B and L-1 visas.
	 Some prominent analyses explicitly link offshoring with 
immigration (Hira and Hira, 2005). On the one hand, they 
say, offshoring can act as a substitute for immigration; by 
performing work overseas, U.S.-based companies have 
less need to hire immigrants. On the other hand, immigrant 
engineers with U.S. corporate experience are a valuable 
resource for companies that want to launch or expand their 
offshoring activities. Thus policies must be carefully con-
sidered because they can have both positive and negative 
consequences. For example, policies that attract more skilled 
immigrants to study science and engineering in U.S. gradu-
ate schools could not only increase the supply of talent, but 
also suppress wages, thereby reducing the incentive for U.S. 
citizens to pursue science and engineering degrees.
	 As can be seen from the discussion above, there are nu-
merous gaps in the state of knowledge about broad issues 
raised by offshoring of engineering. To supplement the exist-
ing knowledge base, offshoring in six specific industries was 
explored in commissioned papers and workshop discussions. 
The results are summarized in Chapter 3.
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Effects of Offshoring on Specific Industries

	 The committee commissioned papers on offshoring in six 
economic sectors—automobiles, semiconductors, software, 
personal computer (PC) manufacturing, pharmaceuticals, 
and construction engineering and services—to gather in-
formation for the workshop (see Part 2). The six industrial 
sectors were selected based on (1) the size and importance 
of the industry to engineering and the overall economy and 
(2) the availability of expert authors. Table 3-1 provides a 
summary in graphic form of the six industries.
	 The commissioned authors were given a list of questions 
to use as guidelines (Box 3-1) and were asked to submit ab-
stracts, and then draft papers, in the run-up to the workshop. 
Following the workshop, the committee developed questions 
and suggestions for revisions, which the authors incorporated 
into the final papers. Table 3-2 provides a summary of an-
swers based on the commissioned papers mapped onto the 
questions in Box 3-1. Summaries of the papers follow.

SOFTWARE-DEVELOPMENT INDUSTRY

	 The software-development industry was the first to en-
gage in the offshoring of engineering for the purpose of 
reducing costs. In Chapter 2, we described the beginnings 
of software-development offshoring, particularly to India, as 
part of an overall picture of offshoring. In this summary, we 
describe the current status of software-development offshor-
ing, trends, information gaps, and unanswered questions. 
Although offshoring of software development was the lead-
ing edge of the practice of engineering offshoring, it is still 
not clear whether offshoring in other industries will follow 
a similar pattern.
	 The paper by Dossani and Kenney on offshoring in the 

software-development sector is focused on India. Although 
a few other countries, such as Ireland, which adapts soft-
ware products developed by multinational companies for 
the European market, are also destinations for offshoring, 
the scale of activity in India is much greater than elsewhere. 
The number of workers employed in software development 
in India is increasing by 30 to 40 percent a year, from about 
2 percent of U.S. employment in 1995 to almost 20 percent 
in 2005 (Table 3-3).
	 India today specializes in software services, such as 
the development and maintenance of custom-application 
software for large clients in several industries, such as insur-
ance and finance. From this base, multinational companies 
operating in India and Indian domestic firms have moved 
into other areas, such as product software and embedded 
software. The increasing technical sophistication of Indian 
workers and higher value added to products are being driven 
by investments by U.S.-based companies (Table 3-4). Dra-
matic increases in exports from India to countries all over 
the world indicate that software development there is now 
targeted at the global market.
	 The first offshoring of software development by U.S. 
firms to India had one common characteristic—the work 
being offshored was modular and did not require regular 
contact with customers (Dossani and Kenney, this volume). 
Several U.S. companies began by contracting with a vendor 
to perform this non-integral work. After a period of time, 
they decided to set up Indian subsidiaries to perform more 
integral work. At first, although costs were lower in India, 
it was more difficult to hire an equivalent team there than 
in Silicon Valley. Nevertheless, as these companies gained 
experience in managing offshoring relationships, the barriers 
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TABLE 3-1  Data on Six Industries, 2002 (except where indicated)

Computer 
Systems 
Design 
and 
Related 
Services
NAICS: 
5415

Software
NAICS: 
5112

Semiconductors
NAICS: 3344

Automobiles
NAICS: 
3361-3363

Construction 
Engineering/
Services
NAICS: 
23, 3413

Pharmaceuticals
NAICS: 3254

PC 
Manufacturing
NAICS: 3341

Total for 6 
Industriesa U.S. Total

Value-added 
($ billions)

173.5 103.5 110.4 469.8 1,358.4 140.6 73.7 2,429.9 10,469.6

Employment 1,107,613 356,708 437,906 1,078,271 8,459,885 248,947 150,751 11,840,081 114,135,000b

R&D performed 
($ billions)

11.9 12.9 11.9 16 (est.)c 10.7 10.1d 3 76.5 193.9

R&D scientists 
and engineerse

90,800 80,800 73,000 83,200 n/a 51,800 15,100 394,700 1,066,100

	 aThe software industry is represented by two NAICS codes, 5414 and 51112, which clearly do not map exactly onto the industry sectors covered in the 
commissioned papers, particularly for software (figures here understate the revenue, employment, and R&D of interest) and PC manufacturing (figures here 
overstate the revenue, employment, and R&D of interest).
	 bTotal private sector employment.
	 cIn recent years, the auto industry R&D total has not been reported by NSF because it would disclose the total for an individual firm. $16 billion is a rough 
estimate obtained by subtracting the R&D performed by the aerospace industry from the total R&D for the transportation equipment sector.
	 d2001.
	 eR&D scientists and engineers is not an ideal proxy for the population we are interested in, but this data is collected by NAICS code and allows an apples 
to apples comparison. Note that Moavenzadeh (this volume) gives an estimate of 189,000 engineers in the auto industry for the relevant NAICS codes.
Sources: Bureau of the Census, 2004 (for value-added and employment); NSB, 2006 (for R&D performed); and Hecker, 2005 (for R&D scientists and 
engineers).

began to come down. For example, Broadcom, a software-
intensive semiconductor company, reports that its team in 
Bangalore is now as productive as its teams in San Jose and 
Irvine, with costs in India running about one-third of those 
in the United States.
	 As the institutional infrastructure in India has improved, 
offshoring has become part of the normal way of doing busi-
ness in the software industry. The diaspora of U.S.-educated 
Indian entrepreneurs has helped fuel the growth of the Indian 
tech sector, which is developing in a way that complements 
Silicon Valley (Saxenian, 2006). One example cited by 
Dossani and Kenney is Netscaler, a company that turned to 
offshoring when it was facing a funding crunch. The tactic 
enabled the firm not only to survive, but also to grow (both 
in India and the United States).
	 Aspray et al. (2006) observe that offshoring has become 
essential to the globalization of the software industry and will 
undoubtedly continue and increase. In Dossani’s workshop 
presentation, he reported that today, in Indore, which is not 
a large IT center like Bangalore or Mumbai, wages for en-
gineers who work 12 hours a day, six days a week are about 
$200 a month. However, in larger centers like Bangalore, 
salaries for experienced engineers are rising rapidly. For ex-
ample, in a 2006 survey, “State of the Engineer,” published 
in EE Times, the mean salary for Indian respondents was 
$38,500. However, as the history of Silicon Valley shows, 
higher costs are not necessarily a barrier to innovation-fueled 

growth (Saxenian, 2006). Despite very high costs for skilled 
labor, Silicon Valley has remained a prime location for in-
novative start-ups.
	 In a workshop presentation, Alfred Spector, a consultant 
and NAE member, outlined three possible scenarios for 
the future of software-development offshoring (Spector, 
this volume). In the first scenario, offshoring frees up U.S. 
talent and money, which can then be focused on higher 
value-added activities, such as testing, which then becomes 
much more efficient. In the second scenario, the rise of India 
and other offshoring destinations in certain sub-disciplines 
leads to a loss of U.S. jobs in those sub-disciplines, but, 
again, frees up talent and other resources for the creation of 
new sub-disciplines or super-disciplines that keep U.S. soft-
ware innovation strong overall. In the third scenario, when 
U.S. students learn that certain activities are being moved 
offshore, they conclude that opportunities for software in-
novation in the United States are drying up and decide not 
to pursue careers in those areas; this leads to atrophy in the 
U.S. talent and skills base.�

	 The three scenarios are not mutually exclusive—the 
United States might maintain its leadership position in some 
aspects of software but lose it in others. Spector says that the 

� One reviewer of this report suggested tracking metrics related to soft-
ware innovation over time to determine which of these scenarios is being 
realized.
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TABLE 3-2  Comparison of the Industry Sectors Covered by the Commissioned Papers

Software Semiconductors Automobiles

Construction 
Engineering/
Services Pharmaceuticals PC Manufacturing

1. Nature of 
engineering 
work

Scope of work that 
can be spatially 
disaggregated is 
growing.

Disaggregated 
business models, 
functional 
integration in 
products.

Increasing pressure 
to increase 
efficiency, more 
open innovation 
process.

Supply of workers 
in the industry is a 
problem.

Increasingly difficult 
environment 
for business 
models based on 
blockbuster drugs.

Disaggregated 
business mode grew 
up in the 1990s.

2. Current 
status 
regarding 
globalization

Strong capabilities 
in several countries, 
distributed 
development 
increasingly 
common.

Globalization has 
complemented U.S. 
innovation/market 
leadership.

Successive waves of 
globalization, “build 
where you sell,” 
emergence of global 
suppliers.

Large project sector 
more globalized 
than building/
residential sector. 

Increasing 
consolidation, 
globalization of 
companies and 
markets.

Engineering and 
manufacturing 
increasingly 
concentrated in China.

3. U.S. 
engineering 
workforce

Increasing, expected 
to grow over the 
next decade.

Sustained growth 
over time, less 
opportunity for 
older and less-
skilled, increase in 
foreign-born.

Total employment 
down over the long-
term, same is true 
for engineers.

Aging—low starting 
salaries discourage 
U.S. civil 
engineering grads.

Appears to be 
growing, though 
life sciences may be 
growing faster than 
engineering. 

Fairly small

4. Countries 
where work is 
expanding

India in particular, 
evidence of growth 
in other countries.

India China, India, 
wherever the 
automotive market 
is expanding.

Large range 
of offshoring 
destinations, in 
addition to India 
and China, Eastern 
Europe is attracting 
work.

China, India, 
United States still 
attracts innovation 
investment.

China, Taiwan

5. Offshoring 
occurring

Yes, driven by cost 
reduction, extent 
of high-value job 
losses uncertain.

Yes, cost reduction 
a primary motivator.

Yes, both through 
global optimization 
of platform 
development and 
through offshoring 
of routine tasks; 
also onshoring.

Yes, growth of 
global teams in the 
large project sector.

Yes, began with 
clinical trials and 
is moving up the 
value chain, but 
limits on end-to-
end; also significant 
onshoring.

Yes, only limited 
engineering work 
remains in the United 
States.

6. Work 
that is more 
or less 
vulnerable

More vulnerable: 
standardized service 
and maintenance; 
Less vulnerable: 
Interface with final 
customer.

Product definition is 
less vulnerable.

Less vulnerable: 
Work on vehicle 
types where the 
United States is the 
leading market (e.g. 
large pick-ups); 
work where high 
degree of domain 
knowledge is 
needed.

Less vulnerable: 
Work where high 
degree of interaction 
with the customer is 
necessary. 

More vulnerable: 
clinical trials; Less 
vulnerable: the most 
sophisticated R&D.

Less vulnerable; high 
level definition of 
product characteristics; 
most other engineering 
work is gone already.

7. Future 
outlook

Diversification 
of destination 
countries, increase 
in value-added of 
offshored work.

Continued 
globalization of 
engineering work.

Fortunes of 
leading global 
OEMs diverging, 
U.S. engineering 
fortunes have 
more to do with 
competitive success 
of companies than 
offshoring per se.

Will increase, 
although there 
are limitations 
on offshoring 
due to licensing, 
government 
procurement 
regulations, 
national/homeland 
security concerns.

U.S. engineering 
employment 
not likely to be 
impacted by 
offshoring.

Companies that can 
innovate will need 
at least some U.S. 
engineers; Taiwanese 
engineering will be 
offshored to China.
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BOX 3-1 
NAE Offshoring Project: Issues and Questions to be Addressed in the Commissioned Papers

1.	 What is the nature of engineering worka in the industry, and how is it changing? Why is it changing? What are the typical entry 
level skills and credentials required of engineers? How do various countries compare in the production of qualified engineers, 
and in the institutions that provide skills and credentials?

2.	 What is the current situation with regards to globalization of the industry? How globalized is the industry in terms of manufactur-
ing, competition (e.g., do firms based in one or a few countries dominate certain market segments?), and capability (e.g., are 
certain engineering capabilities available in only one or a few countries)?

3.	 What do we know about the U.S. engineering workforce in this industry from statistics and other data? Is the engineering workforce 
growing, shrinking, stable, aging, or we don’t know? Are wages rising at the same pace as the overall engineering workforce? 
Are there differences between those with graduate, 4-year, and 2-year degrees?

4.	 In what countries and regions is engineering work expanding in this industry, and why? Is offshoring occurring? If so what are 
the primary sources and destinations? What roles have multinational corporations and start-ups played? Has government policy 
played a role? Has engineering work followed production? Are engineering workforces growing, and if so how fast? What are 
trends in wages? What are the current and projected capacities for educating and training engineers?

5.	 Is it fair to say that engineering work previously performed in the United States is being offshored, or is there a positive net effect? 
Are there qualitative differences in the types of engineering jobs that are performed in the U.S. and those performed elsewhere? 
Are there types of engineering work in which the United States or other countries enjoy distinct advantages?

6.	 Are there areas of engineering work that are more or less vulnerable to offshoring? What can individual engineers and U.S. institu-
tions do to retain their competitiveness?

7.	 Can you make projections regarding future offshoring trends? How concerned should U.S. engineers be about offshoring in this 
industry? Will wages in countries in offshoring destination countries rise to an equilibrium level? Are new destination countries 
likely to emerge? What factors will determine future outcomes?

	 a“Engineering work” is defined as the full spectrum of research, product and process development, engineering management, 
manufacturing engineering, etc.

TABLE 3-3  Increases in Offshoring of Software 
Production in India

Employment 1995 2005

United States 1.5 m 2.6 m
India 27,500 513,000

Source: Dossani and Kenney, this volume.

growth of the open-source movement and other advances in 
underlying technologies will also affect how offshoring and 
regional capabilities evolve.
	 As in other industries, the growth of offshoring in soft-
ware development thus far has been led by U.S. companies. 
Japanese companies are much less inclined to offshore soft-
ware work (Aspray et al., 2006). Western Europe-based firms 
fall somewhere in between; of these, U.K.-based companies 
account for the largest share of offshoring.
	 One technological trend that will challenge software 

developers in the future, with uncertain implications for 
offshoring, is the growing popularity of multicore processors 
and multiple-processor systems. These technologies offer 
significant advantages in hardware design and more rapid 
processing, without the heat limitations of single proces-
sors. However, multicore designs require software designers 
who can deal with concurrency and develop new programs 
in which tasks can be broken into multiple parts that can be 
processed separately and reassembled later (Krazit, 2005). 
Because these skills may not be available in the usual off-
shoring destination countries, relatively more engineering 
work may become available in the United States.
	 Some concerns have been raised about whether the glo-
balization of software might be a serious threat to national 
security (Hamm and Kopecki, 2006). For example, acciden-
tal defects or maliciously placed code might compromise 
the security of U.S. Department of Defense networks. The 
Defense Science Board is currently completing a study on 
how the department should address these concerns.
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TABLE 3-4  Rising Sophistication of Technical Work in India

2001 2002 2003 2004 2005 2006 (E)

Computer-aided design (CAD) and computer-aided manufacturing (CAM) (CAD/CAM) ($B) 3.65 4.40 4.87 5.98 7.67 10.16
Total software exports ($billions) 5.30 6.16 7.10 9.80 13.10 17.10
Share of CAD/CAM (%) 68.90 71.40 68.60 61.00 58.50 59.60
Share of foreign firms’ revenue (%) 14.50 22.00 26.00 31.00 31.00 n/a

Source: Dossani and Kenney, this volume.

AUTOMOTIVE INDUSTRY

	 The paper by John Moavenzadeh, executive director of 
the International Motor Vehicle Program, on engineering 
work in the automotive industry begins with a description 
of the two main categories of engineers—manufacturing 
engineers and product engineers (the majority). Manufactur-
ing engineers typically work at production facilities, while 
product engineers typically work at corporate engineering 
and design facilities. Product engineering can be divided 
into several categories: product design, development, test-
ing, and advanced engineering. A significant percentage of 
product engineers work for automotive suppliers rather than 
for original equipment manufacturers (OEMs), such as Ford, 
Toyota, and Volkswagen.
	 Moavenzadeh describes the difficulty of estimating the 
size of the automotive engineering workforce in the United 
States based on official statistics, which are not specific to 
the engineering categories in the industry. By inference and 
extrapolation, he estimates that at least 160,000 engineers 
and technicians support OEMs and suppliers in the U.S. 
automotive industry (Tables 3-5a,b).
	 The automotive industry ranks second among U.S. in-
dustries in terms of overall spending on R&D. Six of the 
top 20 companies that spend the most on global R&D are 
automotive OEMs. Engineering and product-development 
productivity levels differ for OEMs based in different parts 
of the world; Japanese OEMs are more productive, for ex-
ample, than OEMs based in the United States and Europe.
	 From its beginnings in the late nineteenth and early twen-
tieth centuries, the automotive industry has been internation-
al. In the first half of the twentieth century, for example, Ford 

and General Motors both had a large number of overseas 
assembly plants. Over time, in some of the larger markets, 
subsidiaries, which operated almost as separate companies, 
were established to design and build cars specifically for 
those markets.
	 Since the 1960s, the auto industry has “undergone a sec-
ond wave of globalization,” fueled by changes in the U.S. 
market, which is still the largest and most open market in 
the world (Moavenzadeh, this volume). One of those changes 
was the growth of the Japanese auto industry. At first Japa-
nese companies in the United States relied exclusively on 
exports from Japan. Gradually, however, they built manufac-
turing and then engineering capabilities in the United States 
and Europe. These so-called “transplants” now account for 
more than 30 percent of U.S. auto production.
	 Today more than half of General Motors employees are 
outside the United States, and companies such as Volkswa-
gen, Hyundai-Kia, and Honda assemble more than half of 
their vehicles outside their home countries. The supplier base 
is similarly distributed, especially tier-one suppliers, which 
provide interiors and other components that require R&D 
and production closely coordinated with OEMs.
	 Automotive manufacturers manage their production and 
engineering “footprint” based on a number of factors, includ-
ing customers (i.e., the location of the market); capability 
(i.e., the best way to leverage available talent); cost (i.e., 
labor costs and integration costs at various locations); and 
government (i.e., trade and investment policies).
	 The most important factor, though, is market growth 
(Moavenzadeh, this volume). The United States, Japan, and 
Europe have large, but already mature markets that are not 
growing very rapidly, whereas large developing economies 

TABLE 3-5a  BLS Data Showing Automotive Engineers in the United Statesa

Occupational Code
NAICS 3361: Motor Vehicle 
Manufacturing

NAICS: Motor Vehicle Body and 
Trailer Manufacturing

NAICS 3363: Motor Vehicle Parts 
Manufacturing

Total of All Three 
NAICS Codes

Engineering managers 610 570 3,960 5,140
Industrial engineers 3,390 1,240 14,460 19,090
Mechanical engineers 1,920 1,360 9,300 12,580
Electrical engineers 150 110 910 1,170
Engineers, all other 	 n/a 180 7,200 7,380
Total 6,070 3,460 35,830 45,360

All Occupations 256,700 168,840 693,120 1,118,600

	 aDoes not include most product engineers.
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ing bills of materials, performing failure modes effects 
analyses, performing routine stress analyses, developing 
heat-transfer calculations, and generating tool designs from 
part specifications.
	 The cost incentives for developing automotive-
engineering capabilities in developing economies such as 
China and India can work in two ways. The first, engineer-
ing connected with the manufacturing of parts exported to 
the United States and elsewhere, involves different motiva-
tions and impacts from offshore engineering not connected 
with manufacturing. The former is an important aspect of 
globalization in the automotive industry, particularly in 
the rise of China’s auto industry. The U.S. trade deficit 
with China in auto parts was $4.8 billion in 2005 and has 
increased rapidly since then (Moavenzadeh, this volume). 
Imports from China, whether manufactured by subsidiaries 
of suppliers based in Europe or the United States, China-
based manufacturers, or joint ventures, tend to be less so-
phisticated products, such as radios, brake components, and 
after-market aluminum wheels.
	 The second way cost differentials can provide incentives 
for offshoring is related to the offshoring of engineering ser-
vices; companies either contract foreign firms or build their 
own subsidiaries to perform engineering tasks offshore. In 
addition to China, India is well positioned as a destination 
location for this sort of work. ValueNotes (2006), a research 
consultant company, predicts that offshoring of automotive 
engineering and design services will increase from the 2005 
level of $270 to $300 million globally to more than $1 billion 
in 2010. Automotive engineering services in India at subsid-
iaries of global suppliers, such as Delphi, and subsidiaries of 
Indian OEMs, are expected to increase at an annual rate of 
30 percent during this period.
	 Because China has attracted so much attention from 
the global auto industry as a growth market and source of 
components, we now look more closely at the current state 
of China’s engineering capability and the potential effect of 
offshoring on China’s global competitiveness. First of all, 
the Chinese government has used a number of stratagems 
over the years to force or encourage the formation of joint 

TABLE 3-5b  Bottom-Up Estimate of Engineers and 
Technicians Employed by OEMs

Company

Current 
Number of 
Engineers and 
Technicians Projection

General Motors 11,500 Decreasing
Ford Motor Company 12,000 Decreasing
DaimlerChrysler 6,500 Steady
Japanese companies 3,593 Increasing rapidly
Korean companies (Hyundai-Kia) 200 Increasing rapidly
German companies (BMW) 150 Increasing

TOTAL About 34,000

such as China and India have markets that have grown rap-
idly in recent years and are expected to continue growing. 
Thus automakers from all over the world are trying to make 
inroads into those markets. Ford and General Motors have 
been particularly active, building manufacturing capacity as 
well as engineering capability in China, Latin America, and 
elsewhere.
	 In addition to market factors, cost factors tend to encour-
age OEMs and automotive suppliers to locate engineering 
activities in the developing world, especially in China 
(Figure 3-1). Moavenzadeh estimates that, whereas a fully 
loaded, experienced engineer in the United States might cost 
$100,000 a year, an equivalent engineer in China might cost 
$15,000 a year. However, Chinese engineers are reportedly 
less productive, which may reflect their lack of domain 
knowledge (many Chinese have never driven a car). As the 
Chinese economy grows and automobiles become more 
common, however, we can expect Chinese engineers to 
become more competitive and more productive.
	 Even with the current productivity gap, a number of en-
gineering tasks can be offshored fairly easy. As was the case 
with software development, these are modular tasks that do 
not require customer contact, such as developing engineer-
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FIGURE 3-1  Engineering labor rates vary widely, as shown by the annual cost of an automotive engineer with 5 to 10 years experience. 
Source: Moavenzadeh, this volume.
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ventures, and subsequent technology transfer from global 
auto companies to domestic manufacturers (Zhao et al., 
2005) However, so far these joint ventures have not led to 
the transfer of skills the Chinese government had anticipated, 
mostly because Chinese engineers, who were expected to 
rotate back to domestic parent companies, have not done so 
because of the large salary differentials.
	 China’s automotive R&D capability is currently far 
behind that of countries that build cars for the most sophis-
ticated global markets (Zhao et al., 2005), and it will prob-
ably take years for China to assimilate the management of 
automotive-development processes. R&D management is 
also in an early stage, and several Chinese auto companies 
have hired foreign executives at very senior levels to run 
them. R&D currently being done by joint venture firms 
mainly involves adapting, or “localizing,” foreign technol-
ogy and designs for the Chinese market.
	 Notwithstanding these barriers, China will continue to 
move toward the top tier of auto-manufacturing nations. 
China’s growing exports of automotive parts and the slow, 
but not insignificant, skills transfer occurring through joint 
ventures with foreign OEMs are providing an excellent 
foundation for the development of a world-class automotive 
technology base. In addition, the Chinese government funds 
three university centers that conduct applied automotive 
research for Chinese OEMs.
	 China’s greatest asset is the continuing growth of its do-
mestic auto market. Firms based in the United States, Japan, 
and Europe have adopted different approaches (some compa-
nies in different parts of the same region also differ) to enter-
ing the Chinese market. General Motors and Ford, as well as 
several major Europe-based OEMs, have been aggressively 
building engineering and manufacturing capability in emerg-
ing markets as a way to establish and build market share 
there. However, to date, most Japan-based OEMs have made 
efforts to enter the Chinese market through exports rather 
than through joint-venture manufacturing, although there 
are indications that this may be changing (Business Week, 
2006). The effects of these differences on global automotive 
competition are topics for future studies.
	 For U.S.-based OEMs, Ford and General Motors in par-
ticular, the most difficult problem today is not offshoring 
itself but coordinating and optimizing global R&D and engi-
neering operations (Moavenzadeh, this volume). The current 
goal is to coordinate global programs to produce vehicles 
with similar fundamental architectures that can be easily 
modified to meet local customer demands and regulatory 
requirements. Reducing the number of vehicle architectures 
will reduce cost, improve speed-to-market, and hopefully 
enable OEMs to meet the demands of particular markets. At 
General Motors, for example, Korea is the center of expertise 
for small-car development, and the United States is the center 
for full-sized truck development (Cohoon, 2006).
	 The overall picture of offshoring in the auto industry 
would not be complete without taking into account the 

TABLE 3-6  Employment in Foreign-Brand R&D and 
Design Facilities in the United States, 2006

Company Location(s) Established Employees

BMW Spartanburg, NC; Woodcliff 
Lake, NJ; Oxnard, CA; 
Palo Alto, CA

1982 70

Honda Torrance, CA; Marysville, 
OH

1975 1300

Hyundai Ann Arbor, MI 1986 150
Isuzu Cerritos, CA; Plymouth, MI 1985 100
Mazda Irvine, CA; Ann Arbor, MI; 

Flat Rock, MI
1972 100

Mercedes-Benz Palo Alto, CA; Sacramento, 
CA; Portland, OR

1995 50

Mitsubishi Ann Arbor, MI 1983 130
Nissan Farmington Hills, MI 1983 980
Subaru Ann Arbor, MI; Lafayette, 

IN; Cypress, CA
1986 30

Toyota Gardena, CA; Berkeley, 
CA; Ann Arbor, 
MI; Plymouth, MI; 
Lexington, KY; 
Cambridge, MA; 
Wittmann, AZ;

1977 950

Source: Moavenzadeh, this volume.

phenomenon of “onshoring,” that is, foreign-based OEMs 
and suppliers building engineering capability in the United 
States (Table 3-6). Japanese OEMs employ more U.S. engi-
neers than Europe-based automakers because of their much 
larger manufacturing presence in North America. Although 
long-term career prospects for U.S. auto engineers are 
highly correlated with the fortunes of U.S.-based OEMs, 
especially in southeastern Michigan and a few other areas, 
onshoring raises the possibility that, as long as the United 
States remains a leading auto market, OEMs, regardless of 
nationality, will maintain engineering capability here.

THE PHARMACEUTICAL INDUSTRY

	 The pharmaceutical industry, including the biotechnol-
ogy sector, has several unique features, as does the nature of 
engineering work in pharmaceuticals. The value chain in this 
industry runs from discovery (including target identification, 
lead discovery, and optimization) through clinical develop-
ment to manufacturing to marketing and distribution (Pore, 
Pu, Pernenkil, and Cooney, this volume).
	 Pharmaceutical companies have very strong incentives 
for ensuring that the science-based discovery process is as 
efficient as possible. Bringing a drug from the concept stage 
to the marketing stage currently costs about $800 million, 
takes 8 to 12 years, and requires the testing of 5,000 com-
pounds for every drug that is actually approved (McKinnon 
et al., 2004). Today’s “big pharma” companies are squeezed 
between a business model that emphasizes blockbuster 
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products, which entail high risks and high fixed costs (i.e., 
R&D and marketing), and pricing pressure and competition 
in key product classes (Campbell et al., 2005). Some analysts 
predict that the industry will experience slower revenue and 
profit growth in the future because of a slowdown in the new-
product pipeline. The industry is also very concentrated; in 
2004, the top 10 global companies accounted for almost half 
of global sales (Gray, 2005).
	 The fill, finish, formulation, and packaging processes have 
been globalized for some time and serve global markets. The 
expiration of patents and consequent competition from ge-
nerics have increased incentives to control costs by moving 
manufacturing overseas, even for products manufactured for 
the U.S. market.
	 However, the discovery of active pharmaceutical ingre-
dients, the core innovative activity of pharmaceutical com-
panies, has traditionally been centralized at a few research 
facilities in the home country and, perhaps, a very few other 
global centers of pharmaceutical innovation. Drug and pro-
cess development, which involve more engineering than 
drug discovery, have been similarly concentrated.
	 The commissioned paper on this industry focuses on China 
and India as offshoring destinations. Both countries have the 
advantages of market potential, low costs, multiple R&D shifts 
in a day, a large number of graduates in chemistry and biology, 
government research support, and tax incentives. In addition, 
they have large numbers of treatment-naïve patients, which is 
an advantage for conducting clinical trials.
	 China and India also have significant disadvantages, 
including regulatory barriers (especially in India). In addi-
tion, as discussed in Chapter 2, only a fraction of the trained 
workers are qualified to work in the environment of a mul-
tinational company (10 percent in China and 25 percent in 
India). Another barrier is the uncertainty of protections of 
intellectual property. Evidence shows that no offshored R&D 
in emerging economies, in any industry, involves cutting-
edge research (Thursby and Thursby, 2006).
	 McKinsey Global Institute (2005) estimated that global 
pharmaceutical companies had offshored about 10,000 
full-time employees by 2003, almost three-quarters of them 
working in R&D. As noted in Table 3-1, 51,800 R&D scien-
tists and engineers were working in the U.S. pharmaceutical 
industry in 2002.
	 Perhaps the most significant activity in emerging econo-
mies is clinical trials, with India the preferred destination. 
In a recent estimate, the value of the current outsourcing 
market for clinical trials was $158 million and was predicted 
to increase to more than $500 million in the next few years 
(O’Conner, 2006). In addition to cost savings for clinical 
trials, global pharmaceutical companies also save time be-
cause patients there can be recruited more quickly than in 
developed markets.
	 China is the preferred location for R&D in advanced 
proteomics (the systematic, automated study of protein 
structure and function) and molecular biology, while India is 

the preferred location for lead optimization (the assessment 
of a family of candidates and the evolution of the ones with 
the greatest chance of success). Because these capabilities 
are fragmented across the value chain, however, no single 
location can provide end-to-end solutions.
	 China and India have also become leading global loca-
tions for manufacturing of pharmaceuticals, which ultimately 
contributes to the innovative capabilities and engineering tal-
ent base in those countries. For example, China is the world’s 
largest producer of active pharmaceutical ingredients, with 
sales of $4.4 billion in 2005; India is the third largest pro-
ducer, with sales of $2 billion. India has the second highest 
number of FDA-approved manufacturing facilities, after the 
United States. Overall, India’s production costs in pharma-
ceuticals are about half those of the United States, including 
labor, raw materials, capital costs, and regulatory costs.
	 In general, the impacts of offshoring on U.S. engineering 
(and science) capabilities in the pharmaceutical industry 
have not been significant so far. Even with rapid growth, 
McKinsey’s projections of the number of jobs that will be 
offshored in the next few years is small compared to the 
number of U.S. engineers working in those areas.
	 In addition, the trend toward R&D or engineering off-
shoring in the U.S. pharmaceutical industry may be more 
than offset by significant onshoring. For example, major 
European pharmaceutical companies such as Novartis and 
GlaxoSmithKline have shifted much of their R&D and 
manufacturing activities to the United States in recent years. 
The large U.S. talent base and the absence of price regula-
tion are the major attractors. In addition, companies based 
in India that have emerged as global leaders in the generic 
drug market are beginning to form joint ventures with, and 
even acquire, U.S. companies, with the goal of building 
capabilities in marketing and innovation. These trends bear 
close watching.

PERSONAL COMPUTER MANUFACTURING

	 PC manufacturing is a $230 billion industry that includes 
desktops, notebooks, PC-based servers, and hand-held com-
puting devices, such as personal digital assistants (PDAs), 
personal music players, and smart phones.� PCs also drive 
the sale of PC software (a $225 billion market), IT services, 
and other hardware, such as peripherals, storage, and net-
working equipment (Dedrick and Kraemer, this volume).
	 The United States, which is the leading market for PCs, 
is home to some of the top PC vendors, such as Dell and 
Hewlett-Packard. Companies from China (Lenovo, which 
acquired IBM’s PC business a few years ago), Taiwan 
(Acer), and Japan (Fujitsu, Toshiba, Sony) are also among 
top PC manufacturers.

� Hand-held devices are grouped with PCs here because the design and 
development processes are very similar. However, the issues related to soft-
ware development are very different from those related to PCs.
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	 The value chain in the PC manufacturing industry is 
highly disaggregated and globalized. Two suppliers, Intel 
and Microsoft, set the most widely adopted standards for the 
microprocessor and operating system. Other components, 
including storage, displays, semiconductors, and wireless 
networking components, are core technologies of the PC 
manufacturing industry. Most of the manufacturing and 
physical engineering for notebooks and desktop machines 
is done by contract manufacturers and original design 
manufacturers (ODMs). U.S.-based firms originally turned 
to Taiwan-based companies to take advantage of lower costs 
and to avoid becoming dependent on Japanese companies 
that could become competitors. Since then, Taiwan-based 
ODMs have shifted almost all manufacturing to China; they 
are now shifting much of the engineering to China as well.
	 The main tasks for PC firms are to define and anticipate 
the changing needs of customers, integrate innovations of 
suppliers into well designed product packages that meet 
those needs, and bring the packages to market quickly at an 
attractive price. Therefore, the focus of PC manufacturing 
companies is on product development rather than R&D.
	 The engineering tasks for PC manufacturing vary with 
the product category. Desktops, for example, require the 
integration of components into the chassis. Although it may 
take as long as nine months to design a new chassis, it takes 
as little as two weeks to design specific models based on that 
chassis. Notebook PCs involve more complex engineering 
tasks, such as the optimization of design elements that re-
quire trade-offs in weight, sturdiness, heat generation, energy 
efficiency, and so forth to achieve an ideal mix. Newer prod-
uct categories, such as smart hand-held devices and blade 
servers, present many engineering challenges, first because 
no dominant technology standards have been established for 
devices such as iPods and PDAs, and second, because some 
products are unique to particular companies.
	 The disaggregated business model of the PC industry, in 
which significant aspects of engineering are offshored, has 
enabled Dell, Hewlett-Packard, and other leading companies 
to hold down costs and remain competitive in an industry 
that has rapid product cycles. Apple has even used a disag-
gregated business model to create the iPod, a new kind of 
product that straddles the line between IT and consumer 
electronics.
	 The key to long-term success in the PC industry appears 
to be protecting the interface with customers and the result-
ing information flow. Knowledge gained from customers 
feeds into product definition, high-level design, and the most 
sophisticated engineering tasks. Thus the effective use of off-
shoring can enable firms to sustain their U.S. operations and 
employment levels with U.S. employees who work mainly in 
non-engineering jobs. As a result, not many engineering jobs 
in the United States remain in this industry, and the ones that 
do require high levels of skill and experience, as well as an 
ability to innovate.
	 Overall employment in the U.S. computer manufactur-

ing industry, of which the PC industry is a part, appears to 
have remained relatively stable in recent years, although the 
composition of the workforce has changed. Employment in 
electronics and electrical engineering has gone down; em-
ployment in applications-software engineering has gone up; 
and employment in other categories has remained more or 
less stable (Dedrick and Kraemer, this volume). Table 3-7 
shows the distribution of engineering jobs in the computer 
industry as of 2005.
	 Because of changes in classifications, it is difficult to track 
the events of the 1990s, when the trend toward offshoring 
in PC manufacturing and engineering developed. Table 3-8 
shows engineering salaries in the computer industry. Table 
3-9 shows the supply and demand for engineering skills at 
PC and related industry firms.
	 As the employment numbers suggest, there is a growing 
need for engineers with software skills and knowledge of 
both hardware and software in the manufacturing processes 
still based in the United States. Also, U.S. firms are looking 
for experienced engineers who can be productive immediate-
ly. Thus only a few of the firms interviewed by Dedrick and 
Kraemer report making entry level hires. Management skills 
are also in high demand. Taken together, these trends indi-
cate that employment in PC manufacturing could be difficult 
for young U.S. engineers with little or no job experience.
	 Both U.S. and Taiwanese PC companies are now looking 
to China for engineering talent. According to Dedrick and 
Kraemer’s interviews with managers, Chinese engineers 
today do not have analytical skills and market knowledge 
comparable to those of experienced U.S. engineers. How-
ever, investments in training Chinese engineers have paid 
significant dividends, even though turnover remains high 
and salaries are rising rapidly. The largest Taiwanese ODMs 
have been focusing their efforts on training engineers in the 
Shanghai/Suzhou region, which is now the hub of notebook 
PC manufacturing.
	 As in the auto industry, PC firms based in different coun-
tries have adopted different approaches to offshoring. For 
example, Japanese PC makers, whose efforts are focused 
mainly on satisfying the demand in their domestic market, 
do not offshore manufacturing or engineering jobs.

CONSTRUCTION ENGINEERING AND SERVICES

	 Construction is a $4 trillion industry, with about one-
fourth of that in the United States. Conceptually, the industry 
can be divided into two sectors. Engineering, procurement, 
and construction (EPC), which involves the construction of 
industrial and infrastructure facilities, is made up of large 
firms that employ many engineers. Architecture, engineer-
ing, and construction (AEC), which involves construction 
of buildings and residential facilities, is made up mostly of 
smaller firms (Messner, this volume). The description that 
follows addresses offshoring in both sectors, although the 
companies (mostly very small) that make up the residential 
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TABLE 3-7  Engineering Jobs in the U.S. Computer 
Industry, 2005

2005

Computer software engineers—applications 12,800
Computer software engineers—systems software 18,240
Computer hardware engineers 12,940
Electrical engineers 2,900
Electronics engineers, except computer 3,710
Industrial engineers 3,430
Mechanical engineers 2,280
Engineering managers 5,630
Industrial designers 180
Total 62,110

Source: BLS, 2007.

TABLE 3-8  Engineering Salaries in the U.S. Computer 
Industry, 2005

Computer software engineers—applications $94,760
Computer software engineers—systems software $92,030
Computer hardware engineers $94,690
Electrical engineers $84,820
Electronics engineers, except computer $86,330
Industrial engineers $77,710
Mechanical engineers $78,740
Engineering managers $130,020
Industrial designers $94,800

Source: BLS, 2007.

TABLE 3-9  Survey Results for Jobs in PC and Related Industries

Engineering Job Category
Major Activity Where 
This Skill Is Used

Demand for 
Engineers

Availability 
in U.S.

Availability in Other Locations 
Where Activity Takes Placea

Cost and Quality 
Relative to U.S.a

Engineering managers R&D, design, development Stable or 
growing

Tight Tight or enough Lower cost, lower quality

Engineering product managers Design, development Stable Tight or enough Tight or enough Lower cost, same quality

Hardware engineers Design, development Stable Tight or enough Enough Lower cost, same or 
lower quality

Electrical engineers R&D, design, development Falling or 
growing

Tight or enough Enough Lower cost, same or 
lower quality

Electronic engineers Development Falling Tight or enough Enough Lower cost, same or 
lower quality

Mechanical engineers R&D, design, development Stable or 
growing

Tight or enough Enough Lower cost, same or 
lower quality

Software engineers R&D, design, development Growing Tight Tight or enough Lower cost, same or 
lower quality

Industrial engineers Manufacturing n/ab n/ab Enough Lower cost, same quality

Industrial designers Design Stable Enough Enough Lower cost, lower quality

Note: Names of firms are confidential. Four were personal computing companies. One was a component supplier.
	 aResponses regarding availability, cost, and quality of some skills in other locations vary by firm, depending on where they perform these activities. We 
report one response when there was general consensus, more than one if there were different responses. Other locations include Singapore, Taiwan, Malaysia, 
Ireland.
	 bFirms interviewed had no manufacturing in the United States, so demand and availability of industrial engineers was not relevant.
Source: Dedrick and Kraemer, this volume.

portion of the AEC sector (about half of the U.S. construc-
tion market) do not engage in offshoring. In contrast to 
industries in which the top 20 global companies account for 
a large percentage of the market (e.g., pharmaceuticals and 
PC manufacturing), construction is highly decentralized. The 
400 top U.S. contractors account for less than 20 percent of 
the market.
	 Engineers in the construction industry are involved in all 
phases of the delivery and operation of facilities. Factors 
that influence offshoring include the uniqueness of proj-
ects, the extensive local knowledge necessary to meet local 
codes and conditions, the active involvement of owners in 
most projects, and the desire of owners to keep information 

about a project from being widely disseminated, particularly 
overseas.
	 Like data for other industries, the data for the construc-
tion industry are not sufficient to provide a clear picture of 
the current status of offshoring. We can say that offshoring 
in construction engineering and services is occurring, but 
firms are also aggressively hiring civil engineers (the largest 
engineering discipline) and other design professionals (e.g., 
architects) in the United States. There is no evidence that 
offshoring has had a significant impact on the employment 
of engineers in the U.S. construction industry.
	 The following discussion is based on available statistics 
supplemented by information from surveys and interviews. 
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The focus of this analysis is on civil engineers (although 
small numbers of other types of engineers also work in 
the construction field) and architects (design professionals 
whose work is subject to offshoring). The current demand for 
engineers and architects in the United States is high because 
the civil engineering workforce is aging, many engineers 
are retiring, and, until recently, the construction market was 
growing rapidly.
	 Firms that were interviewed for this study in the EPC 
sector, the most active sector in offshoring, said that offshor-
ing has had little impact on the size of their U.S. workforce 
(Messner, this volume). However, India and China are again 
the primary offshoring destinations, and the large wage dif-
ferentials are shrinking rapidly as salaries in some places in 
developing countries rise, particularly in Mumbai, India, and 
other specific locations.
	 EPC firms that are active in international markets have 
been offshoring engineering work for 15 years or more. 
The vast majority, however, indicate that they coordinate 
work among locations to meet the needs of specific projects 
(Figure 3-2). Several steps in the construction-engineering 
process have been subject to large-scale offshoring. These 
include the development of 3D models during the design 
process, the conversion of 2D sketches to CAD models, 
and the development of engineering shop drawings for 
mechanical and steel subcontractors; there is also some 
offshoring in the IT sector. Cost reduction was the reason 
cited most often (followed by better quality) for offshoring 
among the EPC firms surveyed (Table 3-10). There was some 
difference of opinion about whether offshoring also reduced 
engineering time.
	 In 2004, the United States had an official trade surplus 
for AEC services of almost $3 billion, including a bilateral 
surplus with India. This number does not include interac-
tions between a U.S. company and its Indian subsidiary, 
but does include outsourced work. Work that is offshored in 
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FIGURE 3-2  Use of global teams by firms in the EPC sector. 
Source: Adapted from CII Project Team 211 Survey, 2004.
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FIGURE 3-3  EPC contractors’ perceptions. Source: Adapted from 
CII Project Team 211 Survey, 2004.

TABLE 3-10  Impact of Offshoring on Projects in the 
EPC Sector

Impact on:
Percentage of 
Responses Opinion

Engineering cost 48 More than 10% reduction
Construction cost 75 No impact
Engineering time 48 No impact
Overall project delivery time 59 No impact
Engineering quality 65 No impact
Construction quality 72 No impact

the AEC sector includes the transformation of hand-drafted 
documents into 2D CAD or 3D CAD models and some en-
gineering tasks for building projects, such as engineering of 
the foundation, structure, and technical systems.
	 Overall, however, offshoring in the AEC sector has been 
limited for several reasons, such as the small size of most 
AEC firms, the need to protect sensitive or secure informa-
tion for some projects, the need for local knowledge or 
interaction with the owner for some projects, and a poorly 
developed institutional infrastructure for construction engi-
neering and services in potential destination countries. Some 
tasks are being automated through new software tools rather 
than being offshored.
	 More than 90 percent of survey respondents in the EPC 
sector said they thought offshoring would increase in the 
future (Figure 3-3). Some said they thought increasing off-
shoring would lead to lower quality designs, but others, in 
companies that have established operational low-cost engi-
neering centers abroad, said they believe that with effective 
organization and management, they will be able to maintain 
quality and lower their costs. With lower costs, they said, they 
can produce more detailed designs than would be possible if 
the work were performed solely in the United States.
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	 Concerns have been raised about potential security risks 
for U.S. buildings, particularly for critical infrastructure 
facilities, when detailed plans are developed and dissemi-
nated outside the United States (ASCE, 2005). Industry 
groups such as COFPAES and AIA continue to monitor this 
situation.

SEMICONDUCTORS

	 According to the authors of the paper on offshoring in the 
semiconductor industry, Clair Brown, director of the Center 
for Work, Technology, and Society at University of Califor-
nia Berkeley, and Greg Linden, a research associate at the 
center, the long-term trend of globalization of technology has 
had a significant impact on the nature of engineering work in 
the United States in this industry. Offshoring of engineering 
is increasing in all three major stages of semiconductor pro-
duction—design, fabrication, and assembly and packaging.
	 For more than three decades, the number of transistors per 
unit of area has increased exponentially. Along with these 
advances, the cost of fabrication facilities (fabs) has also 
increased steadily; today a 300-mm wafer fab of minimally 
efficient scale costs about $3 billion. The demands on de-
signers have also increased as they must find ways of using 
available “real estate,” or space, on a device.
	 In short, projects have become increasingly complex with 
significant implications for the engineering labor market 
and for offshoring. The need for the efficient integration of 
system-level components has led to a greater emphasis on 
system software, preferably generated in parallel with chip 
design. According to Brown and Linden, “Software can now 
account for as much as half the engineering hours involved 
in a large chip development project” (this volume).
	 U.S.-based companies account for more than half of 
global industry revenues; Intel alone, the largest company, 
accounts for 15 percent. Texas Instruments is the only other 
U.S.-based firm in the global top 10, but a number of rap-
idly growing medium-sized companies are in the top 50. A 
number of these firms are “fabless,” meaning they do not 
manufacture their own devices but contract out fabrication 
and assembly/packaging to “foundries,” such as Taiwan 
Semiconductor Manufacturing Company (TSMC).
	 In the 1970s, assembly and packaging were shifted to 
Southeast Asia. In the 1990s, with the emergence of the 
Korean and Taiwanese semiconductor industries, the num-
ber and dispersion of fabrication facilities was accelerated. 
U.S.-based companies have shown a willingness to locate 
new fabrication facilities in various countries, as well as in 
the United States, in response to the size and potential of the 
market, tax advantages, and other incentives. One recent, 
widely discussed example is Intel’s plan to build a $2.5 bil-
lion fabrication facility in China (which would not include 
Intel’s leading chip designs) (IHT, 2007).
	 In contrast to software, for which work is often outsourced 
to other companies, most offshore design work for semicon-

ductors is done by subsidiaries. Larger U.S. chip companies 
have established design centers around the world, mostly in 
Asia. Sometimes the goal is to capture specialized skills that 
are available at the offshore location, such as knowledge of 
wireless networking technology in Scandinavia. Sometimes 
the goal is to capitalize on government policies, such as in 
China, where the government encourages, sometimes re-
quires, direct investment in return for market access.
	 The motivation for offshoring design work to India, the 
most popular destination, has been primarily to reduce costs. 
Of the top 20 U.S. semiconductor companies, 18 have es-
tablished design centers in India; nine of those have opened 
since 2004. The size of these design centers varies widely, 
from 100 or so engineers in the smaller centers to 3,000 en-
gineers at Intel’s design center. The flood of investment has 
led to challenges, such as finding enough trained engineers, 
coping with the high turnover rate, and meeting demands for 
rapidly rising salaries.
	 The semiconductor industry has shown that design off-
shoring arrangements can be managed effectively, even 
though the costs of coordination and communication tend to 
offset some of the cost reductions in other areas. In reality, 
savings may come to 25 to 50 percent, rather than the 80 to 
90 percent suggested by salary comparisons alone (Brown 
and Linden, this volume). Nevertheless, offshoring of the 
design phase is now a fundamental, expected feature of the 
business model for new U.S. semiconductor companies, 
which are also likely to be fabless. U.S.-based semiconduc-
tor start-ups, especially those with a founder or co-founder 
born in India, increasingly include design offshoring as part 
of their business plans (Saxenian, 2006).
	 The impact of offshoring on semiconductor engineers and 
engineering organizations in the United States is difficult to 
determine exactly because, once again, the data are not de-
finitive. However, based on government statistics, the Semi-
conductor Industry Association annual survey, and other 
sources, the U.S. workforce in semiconductor engineering 
has recovered from a drop during the tech bust several years 
ago and is now growing. Overseas employment, however, is 
growing faster (see Table 3-11). Overall, we can say that the 
availability of offshore design and manufacturing capability 
has made it possible for the creation and growth of new, in-
novative, U.S. semiconductor firms.
	 Whether offshoring has had a negative impact on wages 
or on certain segments of the engineering workforce are 
questions that remain to be answered. Brown and Linden 
document several disturbing trends to which offshoring may 
contribute but which have multiple causes, including rapid 
changes in technology in the semiconductor industry, the 
high reliance in recent years on H1-B visa holders, the linger-
ing effects of the tech bust, and so forth. One of these trends 
is that a substantial number, perhaps 10 percent, of older 
engineers has experienced long periods of unemployment.
	 A second trend is that many U.S. citizens and permanent 
residents appear to have decided that graduate engineering 
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TABLE 3-11  Engineers at U.S. Chip Firms by Location 
(in thousands)

1999 2000 2001 2002 2003 2004 2005

United States 61.9 76.1 72.6 72.9 72.0 66.6 83.2
Offshore 17.5 20.0 27.2 29.8 30.9 34.6 42.2
Percentage in the 

United States
77.9 79.2 72.7 70.9 69.9 65.8 66.3

Source: Brown and Linden, Table 11, this volume.

degrees do not provide enough return on investment to 
justify the time and expense of pursuing them.� Companies 
are still hiring foreign students who earn degrees from U.S. 
institutions, however, who can work at U.S. companies on 
H1-B visas. Interestingly, when the number of H-1B visas 
was cut recently, U.S. semiconductor companies reacted by 
sending their visa-holding Indian and Chinese employees 
back to their home countries to help manage and develop 
subsidiaries there.
	 Although offshoring has had positive impacts on destina-
tion countries, India and China face challenges in upgrad-
ing their educational systems to produce more engineering 
graduates and making their infrastructure, such as electrical 
power, more reliable. Overall, however, experience in the 
semiconductor industry shows that offshoring is likely to be-
come a trend for engineering work everywhere. For example, 
both Taiwan and India are now offshoring work to China.
	 Because semiconductors are critical components of many 
modern weapons systems, the U.S. Department of Defense 
(DOD) is justifiably concerned about maintaining access 
to semiconductors and related capabilities in design and 
manufacturing. In 2005, a task force of the Defense Sci-
ence Board released a report recommending that DOD not 
only take steps to track the military’s needs and ensure that 
“trusted microelectronics components” are available, but also 
spearhead a broad national effort to ensure that leading-edge 
microelectronics skills and capabilities remain in the United 
States (DSB, 2005).
	 It should be noted that there has also been significant 
“onshoring” in semiconductor design. Foreign-based firms 
like Philips, Hitachi, and Toshiba, for example, maintain 
extensive design operations in the United States.
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Workshop Findings and Discussion

	 The NAE workshop on the offshoring of engineering ad-
dressed the effects on several key industries but was not a 
comprehensive examination of offshoring in all industries or 
all aspects of engineering. The study committee took into ac-
count engineering employment, salaries, and education and 
recent debates about the policy implications of offshoring. 
The committee also identified areas for future study.
	 The committee understands “globalization” to be a wide-
spread, long-standing process whereby national economies 
and business activities are becoming increasingly integrated 
and interdependent, mainly through expanded trade, capital 
flows, and foreign direct investment. “Offshoring” refers to 
a more recent phenomenon of work relocated and diffused 
across national borders, enabled by advances in communica-
tions technology and changes in management practices.
	 Although a wide range of services work is being off-
shored, this workshop and report focus only on engineering 
and the impact of business practices, such as the international 
diffusion of corporate R&D, and the movement of engi-
neering work as a result of the relocation of manufacturing 
activity. The report also includes examples of “onshoring,” 
engineering work moved to the United States from abroad. 
A more detailed explanation of the committee’s working 
definition of offshoring is provided in Chapter 2.
	 The workshop discussions and commissioned papers on 
six specific industries show how the offshoring of engineer-
ing work affects the U.S. engineering enterprise. Clearly, 
less complex work that does not require interaction with 
customers is offshored first. However, evidence shows that 
the level of sophistication increases over time, except in 
industries where R&D is being diffused, such as pharmaceu-
ticals, or when the relocation of product and manufacturing 
engineering is closely tied to the relocation of manufacturing 

facilities, as in the automotive industry. In the semiconduc-
tor and software industries, the increase in offshoring in the 
last five years has led to a complete transformation of the 
business models for those industries. In other industries, 
such as construction engineering and services, the impact of 
offshoring has been less obvious.
	 The findings and discussion that follow are not arranged 
in order of priority.

TRENDS AND IMPACTS

Effects by Industry Sector

FINDING 1.  The offshoring of engineering, an inevitable 
aspect of globalization, has significantly impacted the U.S. 
engineering enterprise. However, the effects of globaliza-
tion and offshoring have been uneven, and disparities 
among industry sectors and engineering sectors are likely 
to continue.

	 Offshoring has increased most rapidly in information 
technology (IT)-related industries such as software, semi-
conductors, and PC manufacturing. As Ralph Wyndrum, 
then president of IEEE-USA, points out in his paper on the 
implications of offshoring for the engineering workforce 
and profession, “virtually all bids for commercial work now 
include an offshore component . . .” (this volume). For both 
established U.S.-based IT firms and start-ups, the location of 
at least some engineering work in India or China is now taken 
for granted. In fact, in most IT-related sectors (e.g., semicon-
ductors, software, and PC manufacturing), the offshoring of 
engineering work is an established part of the business model 
for U.S.-based companies.
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	 The Indian software industry, which employed more 
than 500,000 people and exported $17 billion in 2005, 
has grown at an annual rate of 30 to 40 percent over the 
past decade (Dossani, this volume). At the same time, the 
proportion of software exports accounted for by foreign 
(predominantly U.S.-based) companies has increased, as 
has the sophistication of the product mix. Thus the Indian 
software industry is tightly integrated with U.S.-based 
software development.
	 In the semiconductor industry, some steps (e.g., assembly, 
packaging, and testing) in the manufacturing process have 
long been globalized. In recent years, more sophisticated 
steps, such as wafer fabrication, have followed suit. Off-
shoring of semiconductor design is also increasing rapidly. 
In fact, 18 of the top 20 U.S.-based companies have opened 
design centers in India, nine of them since 2004 (Brown and 
Linden, this volume).
	 The manufacture of PCs and many PC components was 
moved from the United States to Taiwan more than a decade 
ago. Since then, it has been moved again, almost exclusively 
to China (Dedrick and Kraemer, this volume). In addition, 
much of the product design and engineering for PCs is now 
done by original design manufacturers based mainly in 
Taiwan.
	 Some engineering activities in the automotive industry 
and construction engineering and services industry have 
long been internationalized. U.S.-based auto companies 
have traditionally followed an imperative of manufacturing 
where they sell, and they often design and develop vehicles 
for specific markets (Moavenzadeh, this volume). Thus the 
employment of significant numbers of engineers abroad by 
U.S.-based companies in the auto industry is nothing new. 
Similarly, construction engineering and services firms that 
operate globally have always required engineering help 
in the countries where projects are located (Messner, this 
volume).
	 Nevertheless, the offshoring of less complex engineer-
ing work is increasing in both of these industry sectors. 
In the auto industry, some companies are trying to boost 
the productivity of their global engineering workforces by 
organizing distributed teams around global tasks. For ex-
ample, global engineering leadership for a certain category 
of vehicle may be located in a specific country (e.g., full-size 
trucks in the United States, compact cars in Korea). Engi-
neering teams in several countries contribute to the design 
of specific models.
	 Finally, the trend toward globalization of R&D in a 
range of other industries, including pharmaceuticals, is 
almost certain to gain momentum in coming years. For 
example, well over half of the more than 200 U.S.- and 
Europe-based companies that responded to a recent survey 
anticipate increasing technical employment in China, India, 
and other locations in Asia in the next three years (Thursby 
and Thursby, 2006).

The Need for Data

FINDING 2.  More and better data on offshoring and other 
issues discussed in this report, such as the effects on the en-
gineering workforce and engineering education, are neces-
sary for discerning overall trends. As has been pointed out in 
other recent reports, better U.S. and international statistics 
on trade in services and employment would give us a much 
better grasp of basic trends.

	 Although various surveys, projections, and analyses by 
consulting companies, academics, and others can shed some 
light on the situation, significant data gaps have kept policy 
makers and the public from getting an accurate read on what 
is actually occurring in the international trade in services and 
offshoring. Several recent reports (GAO, 2005a,b; NAPA, 
2006; Sturgeon, 2006, etc.) have pointed out deficiencies 
in U.S. government statistics. For example, trade statistics 
track many fewer categories of service products than manu-
factured goods, even though services now constitute a much 
larger share of the U.S. economy than manufacturing. In 
addition, current employment statistics make it impossible 
to track employment by occupation over time.
	 Statistics on the science, technology, engineering, and 
mathematics workforce could also be improved (Ellis et al., 
2007). One improvement would be for agencies that collect 
and publish these data to adjust the classifications and cod-
ing so that occupations are easier to identify and track. An 
example of the problem, cited by Ellis et al. (2007), is the dif-
ficulty of tracking postsecondary teachers, who are usually 
subsumed in the general category of educators. Thus tracking 
jobs in engineering is difficult because, in some fields, aca-
demics make up a large percentage of the total workforce. In 
addition, more information on citizenship and the migration 
of engineers would make it easier to understand offshoring 
and discern other trends in the engineering workforce.
	 A study of offshoring in specific industries is no doubt 
valuable, but we must remain cognizant of the lack of timely, 
comprehensive data. We must also keep in mind that, even 
if we had all relevant information, it would represent only a 
snapshot in time. Thus all estimates or projections include con-
siderable uncertainties, as offshoring continues to change!
	 Although many basic questions about offshoring, particu-
larly questions specific to engineering, cannot be answered 
definitively, a review of the literature on offshoring, and 
trade in services generally, reveals several points of rough 
consensus. The combination of technological advances, in-
novations in management techniques, and the accessibility 
of overseas talent has made a growing number of services 
jobs vulnerable to offshoring. Estimates of the number of 
vulnerable U.S. jobs vary considerably, from the most com-
mon estimates of around 10 percent of the current workforce 
(NAPA, 2006)� up to 40 million (Blinder, 2006).

� In April 2007, for example, U.S. employment stood at 145.8 million, 10 
percent of which is 14.6 million.
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	 Estimates of the number of jobs that will actually be off-
shored vary as well. These estimates are generally expressed 
as the number of jobs offshored over a period of time (NAPA, 
2006). For example, Forrester estimates that 3.4 million jobs 
will be offshored from 2005 to 2015 (340,000 per year); 
Goldman Sachs estimates that 6 million will be offshored 
from 2003 to 2013 (600,000 per year) (GAO, 2004). Thus, 
despite a consensus that offshoring is significant and increas-
ing, it is impossible to say what the net impacts on U.S. 
employment have been or will be.
	 Even if the number of jobs offshored is at the high end of 
estimates, only a small percentage of overall jobs in the ser-
vices sector would be lost (or gained) when trends in the 
domestic U.S. economy are factored in. After the collapse of 
the tech bubble and during the slow recovery that followed, 
some U.S.-based companies announced large-scale layoffs 
in the United States, at the same time launching new opera-
tions overseas, particularly in India. However, since 2005, the 
U.S. tech economy has stabilized and recovered, and there 
have been fewer cases like these. Thus, overall, there may 
still be net job creation in the United States in many occupa-
tions that will be subject to widespread offshoring over the 
long-term.
	 Even though engineering is on almost every list of 
occupations vulnerable to offshoring, the uncertainties in 
estimates of offshoring of engineering are even greater than 
for offshoring in general. For example, McKinsey Global 
Institute (2005), based on its global analysis, estimates that 
more than half of engineering positions in the industries 
it examined could be performed anywhere in the world. 
NASSCOM (2006) projects that the Indian engineering ser-
vices offshoring industry will grow from about $1.5 billion 
today to $30 to $60 billion by 2020.
	 Yet it would be unwarranted to conclude that half of 
the 1.5 to 2 million current U.S. engineers are in danger of 
losing their jobs in the next few years. For one thing, the 
Bureau of Labor Statistics estimates that the U.S. engineer-
ing workforce will grow by 13 percent between 2004 and 
2014, roughly in keeping with the projected growth of the 
total U.S. workforce (CPST, 2006). For another, offshoring 
will be limited by the supply of talent available in destina-
tion countries. Although emerging economies such as India 
and China are turning out large numbers of young engineers 
and are taking steps to increase their numbers and improve 
their quality, the speed at which these improvements can be 
made is limited. McKinsey (2005) estimates that only 15 
to 20 percent of young engineers in developing countries 
are currently qualified to work in international companies. 
Finally, developments in the United States will play an 
important role. For example, U.S. engineering education 
may or may not evolve in ways that support engineering as 
a profession that can attract more of the best and brightest 
U.S. students.
	 The emergence of offshoring signaled the beginning of an 
era in which a broad swath of the U.S. workforce, including 

engineers and workers in many other services professions, 
became subject to international competition. Based on a 
comprehensive, up-to-date understanding of trends in off-
shoring, the United States can remain a premier location for 
engineering activity, and the engineering enterprise can adapt 
and renew itself. However, for the United States to develop 
policies to preserve its economic vitality and avoid adopting 
policies that are counterproductive, policy makers must have 
a clear understanding of what is happening and why.
	 At the organizational level, the institutions and associa-
tions that educate and rely on engineers also need to under-
stand trends in offshoring as a basis for developing new ap-
proaches to defining necessary skills and training engineers 
for careers in a globalized world. On the personal level, 
individual engineers must have the information they need 
to determine the most promising career paths and prepare 
themselves accordingly.
	 Realistically, it may be some time before even glaring 
data deficiencies are addressed. In addition, much of the 
offshoring activity by companies is inherently difficult to 
track through trade statistics. As a result, although industry-
specific analyses of the type commissioned for this work-
shop will continue to be important sources of information 
about offshoring and globalization, they can provide only a 
snapshot. Further studies will be necessary as engineering 
offshoring evolves.

Winners and Losers

FINDING 3.  Offshoring appears to have contributed to 
the competitive advantage of U.S.-based firms in a variety 
of industries, and the negative impacts of offshoring on U.S. 
engineering appear to have been relatively modest to date. 
However, the negative effects have been much more severe in 
some industry sectors and for some jobs than others.

	 Cost reduction is often an important factor in the initial 
offshoring decision, particularly for IT-related companies. 
Another consideration is the need to compete in new or rap-
idly growing markets. For individual businesses, decisions 
about where to locate engineering activities are made on the 
basis of both value and the potential for market growth—
similar to the way decisions concerning access to capital 
and other resources are made. The second factor has been 
very important to foreign-based firms locating engineering 
activities in the United States. This so-called “onshoring” is 
an important part of the overall picture of globalization.
	 Although some kinds of offshoring have appeared only 
recently, disaggregated business models have a long history 
in several U.S. industries. For example, “fabless” semicon-
ductor companies that contract out manufacturing first ap-
peared in the 1990s. U.S. firms developed this model, and 
fabless companies (e.g., Broadcom) are among the most 
successful and fastest growing semiconductor companies in 
the past decade. The “foundry” industry, which fabricates 
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semiconductors on a contract basis, emerged in Taiwan and 
is now expanding in China.
	 Similarly, branded firms in the U.S. PC industry began 
offshoring manufacturing long ago; over time, they have also 
offshored significant engineering tasks. Careful coordination 
and management of offshoring has enabled companies such 
as Dell and Hewlett-Packard to hold down costs and remain 
competitive in an industry with rapid product cycles. Apple 
used a disaggregated business model to create a new category 
of products that straddle the line between IT and consumer 
electronics (e.g., the iPod), and, in the process, accelerate 
its growth.
	 The key to long-term success for companies shifting 
toward globalization of engineering activities appears to 
be protecting the interface with customers and the resulting 
information flow. Knowledge from customers feeds into 
product definition, high-level design, and the most sophisti-
cated engineering tasks. The effective use of offshoring has 
helped many PC firms sustain their U.S. operations.
	 Like the initial movement of manufacturing activity to 
overseas locations, much of the upsurge in offshoring of 
design and engineering work has been motivated by at-
tempts to keep costs under control, or even to reduce them. 
This is clearly the case in IT-related sectors that have off-
shored engineering and other functions. However, decisions 
about locating R&D facilities overseas, even in emerging 
economies such as China, are often also influenced by other 
factors, including the desire for companies to establish a full-
spectrum presence in rapidly growing markets (Thursby and 
Thursby, 2006). In addition, some companies are trying to 
access specific expertise with their R&D investments.
	 The “onshoring” of R&D and other engineering work—
multinational companies based in Europe or Asia establish-
ing or acquiring operations in the United States—is a signifi-
cant trend in the pharmaceutical and automotive industries. 
Companies such as Toyota and Honda are expanding their 
engineering employment in the United States. Even compa-
nies based in India and China are beginning to make R&D 
investments in this country.
	 In general, the lack of comprehensive, accurate data 
makes it difficult to measure the net impact of offshoring 
on engineering jobs and salaries in recent years. Remember 
that the upsurge in offshoring coincided with a downturn in 
the U.S. economy that hit the tech sector particularly hard 
(the dotcom bust). During the first half of the 2000s, unem-
ployment in subsectors of the engineering workforce rose to 
record levels, while salaries remained flat or even declined. 
By 2005, employment and salaries had begun to recover, and 
by early 2007, the unemployment rate for engineering and ar-
chitectural occupations had fallen considerably. At the same 
time, offshoring apparently continued to expand. Clearly, it is 
difficult to separate the impacts of broad economic changes, 
offshoring, and related trends in globalization, such as in-
creased immigration.
	 Even if the net impact of offshoring on employment in the 

engineering workforce is relatively small, there are still some 
winners and some losers. When certain routine engineer-
ing tasks are moved to India or China, U.S. engineers who 
previously performed those tasks might lose their jobs. At 
the same time, more jobs may be created for U.S. engineers 
performing higher level tasks. Hira and Hira (2005) describe 
the difficulties faced by tech workers displaced by offshoring 
or immigration. The negative individual and social impacts 
of mass layoffs in general, not necessarily in engineering, 
are described by Uchitelle (2006). The issues for engineering 
education and public policy raised by this displacement are 
discussed in more detail below.

IMPLICATIONS FOR ENGINEERING EDUCATION

FINDING 4.  Engineering education at the undergraduate 
and graduate levels has been a major source of strength 
for the U.S. engineering enterprise. Even today, engineers 
educated in the United States remain among the best trained 
and most flexible in the world. At a time when other nations 
are making significant efforts to upgrade their engineering 
education capabilities, the United States will be challenged 
to sustain engineering education as a national asset.

	 Based on workshop discussions, both industry and aca-
demic participants believe that U.S. engineering education 
will continue to be a valuable asset as the U.S. engineer-
ing enterprise adapts to new global realities. Charles Vest, 
NAE president and President Emeritus of MIT, presents the 
overall case for U.S. engineering education (this volume), 
while Ted Rappaport, director of the Wireless Networking 
and Communications Group at the University of Texas at 
Austin, details the importance of academic engineering 
research and education to the key field of network systems 
(this volume).
	 Nevertheless, other countries and regions are working 
hard to upgrade their engineering education capabilities and 
adapt them to new global realities. For example, European 
countries are working toward standardizing degree programs 
so that engineers at a certain degree level in, say, Spain will 
have skills and attributes similar to those of engineers at that 
level, or its equivalent, in, say, Sweden.
	 Emerging countries, most prominently China and India, 
which are the prime destinations for offshoring, are taking 
substantial steps to increase their capacities for delivering 
high-quality engineers. China has adopted a top-down, 
directive approach, while India has adopted a more market-
oriented, bottom-up approach (Wadhwa et al., 2007a,b). 
China appears to be focusing on increasing the number of 
Ph.D. and master’s-level engineers and scientists to meet 
future R&D needs. India is producing more graduates with 
the skills and aptitudes appropriate for the jobs being created 
there today. The number of graduate engineering degrees in 
China has increased from about one-fourth as many as in the 
United States in 1995 to a higher number than in the United 
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States today. At the same time, large numbers of students 
from China and India continue to come to the United States 
for graduate engineering education.
	 As offshoring and the general globalization of engineer-
ing continue, more and more engineering work will be 
performed by multi-country teams and in other international 
contexts. Speakers at the workshop and the authors of the 
commissioned papers identified several areas in which U.S. 
engineering educators might consider new approaches, par-
ticularly in communication and management skills, to meet 
the demands of a globalized engineering environment. These 
areas of change were compatible with the findings and rec-
ommendations in several recent reports by NAE and others 
and statements by professional societies.
	 For example, a 2004 report by the American Society of 
Civil Engineers on the “body of knowledge” necessary for 
civil engineers concludes that management and communica-
tion skills should be part of the engineering curriculum. In 
two reports issued by the NAE Engineer of 2020 Project, in 
2004 and 2005, just as attention was turning to offshoring, 
a key observation was that “good engineering will require 
good communication.” In fact, all recent studies on this 
subject recognize that the nature of engineering is changing 
in ways that will require engineers to work across sectoral 
and disciplinary boundaries as well as national borders. In-
teracting effectively with and being accountable to diverse, 
global customers means that engineers will have to “listen 
effectively as well as communicate through oral, visual, and 
written mechanisms” (NAE, 2004, 2005).
	 Opportunities for leadership will increase but will require 
new levels of sophistication (NAE, 2004). Past experience 
has shown that engineers who have mastered business and 
management principles are often rewarded with leadership 
roles. The study committee of the present report urges U.S. 
engineering educators to prepare students to tackle these 
global challenges.
	 At the same time, many engineers, and the profession as 
a whole, have sometimes been ambivalent about engineers 
moving into management, policy making, and other fields, 
rather than remaining in technical roles. In addition, the 
financial compensation for engineers in non-technical roles 
tends to be higher than for those who remain in technical 
positions. As a result, professional societies and other en-
gineering leaders have urged employers to ensure that there 
are attractive career tracks for mainstream engineers.
	 Maintaining technical career tracks and technical cur-
rency through continuing education (discussed below) will 
be challenging in an environment where offshoring and 
globalization are changing the nature of engineering work. 
Engineering educators and the engineering profession will 
have to monitor the global marketplace for engineers and 
consider how well current educational approaches are pre-
paring students to meet the demands of that marketplace. 
Understanding deficits in skill sets and addressing them, 
increasing the participation of women and minorities, and 

providing more varied and realistic career paths for students 
with engineering degrees will be crucial for the future.

FINDING 5.  Although individual engineers must ultimately 
take responsibility for their own careers, industry, govern-
ment, universities, professional societies, and other groups 
with a stake in the U.S. engineering enterprise should con-
sider supporting programs and other approaches to helping 
engineers manage their careers, renew and update their 
skills, and sustain their capacity to innovate, create, and 
compete.

	 A continuing subject of discussion both during the work-
shop and the steering committee meetings was the effects 
of offshoring on individual engineers. As companies and 
other organizations grow and shrink and as jobs are gained 
and lost, the environment for engineering work is changing 
significantly. Engineers who are proactive in keeping their 
skills up to date and are able to take advantage of the trend 
toward more frequent job and career shifts have adapted well 
to these changes and are much less vulnerable to the negative 
effects of offshoring.
	 Those who are not as skilled or proactive are faced with 
job insecurity and slow wage growth. During the workshop 
discussions and in his paper, Ralph Wyndrum, then president 
of IEEE-USA, the largest U.S. professional engineering soci-
ety, called for renewed efforts on the part of all stakeholders 
in U.S. engineering—educators, professional societies, em-
ployers, government, and engineers themselves—to address 
the needs of mid-career engineers faced with the prospect of 
developing new skills and abilities for a constantly changing 
job market (in this volume). This support could be an impor-
tant factor in determining whether U.S. engineering retains 
its global leadership position.
	 Both of the NAE 2020 reports highlighted the need for 
lifelong learning and that the engineering education system 
must do more to help students become self-learners. In 
addition to the challenge of global competition, the body 
of knowledge in engineering is expanding exponentially 
and pressuring engineers to keep up by becoming ongoing 
learners. One challenge that may arise for employers will 
be balancing the benefits of “up-skilling” their workers with 
the risks of making their employees highly desirable to other 
companies. As one workshop participant noted, “poaching” 
by competitors can be a problem for companies that main-
tain a highly trained staff. Everyone agreed, however, that 
choosing not to up-skill workers is not the solution to this 
problem.
	 Most professional societies and many engineering schools 
already offer continuing education programs for mid-career 
professionals. To determine what else might be done, it 
would be helpful to have an in-depth assessment of current 
efforts to determine if mid-career engineers are taking advan-
tage of these programs and, perhaps, to suggest incentives 
that might encourage further participation. An inventory of 
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lifelong-learning programs and participation would also be a 
valuable tool for policy makers and private organizations.
	 During the workshop discussions, one participant sug-
gested that an engineering degree should come with a 
warranty, or a coupon, for “free upgrades.” Another model 
would be “executive” technical degrees similar to execu-
tive MBAs. Others have suggested the creation of an 8- to 
12-year learning model that would be the shared responsi-
bility of universities and employers. A useful model might 
be military academies and services, which have adopted a 
systematic approach to continuing education. In the final 
analysis, government may have to help provide incentives 
and wherewithal for individual mid-career engineers to take 
advantage of opportunities for learning.
	 This study and workshop highlighted the need for more 
discussion of these issues, not only in connection with engi-
neering education, but also for the future of U.S. leadership 
in a global economy. Many have called for assistance to engi-
neers and other service workers whose jobs are displaced by 
offshoring, including, perhaps, public subsidies for continu-
ing education. Approaches that have been discussed include 
(1) expanding eligibility for Trade Adjustment Assistance 
to engineers and other service-industry workers who lose 
their jobs and (2) providing some form of wage insurance 
to help displaced workers who are forced to take lower pay-
ing jobs.

FINDING 6.  Over the past several decades, engineering 
has become less attractive to U.S. students as a field of 
study and as a career compared to some other professions. 
Although it is widely assumed that globalization and offshor-
ing are contributing to this relative decline in popularity, it is 
impossible to know how important globalization is compared 
to other factors. A great deal more needs to be understood 
about the relationship between offshoring and the attractive-
ness of engineering as a career.

	 Concerns about whether offshoring has a negative effect 
on the public perception of engineering and whether this 
perception causes fewer of the “best and brightest” to pursue 
engineering careers were raised numerous times at the work-
shop and in several of the commissioned papers (e.g., Stevens 
and Rappaport in this volume). Certainly, engineering is a 
less popular undergraduate major than it was. Between 1983 
and 2002, the number of bachelor’s degrees in engineering 
declined by about 16 percent (NSB, 2006). During that same 
period, the overall number of bachelor’s degrees increased 
by about 33 percent. Thus engineering degrees as a percent-
age of the total declined from 7.4 percent to 4.6 percent.� We 
have anecdotal evidence, but very limited data at this point, 
to determine if offshoring and globalization are contributing 
to the decline and, if so, to what extent. As noted in Chapter 2, 

� When engineering and computer science degrees are combined, the 
decline in popularity decreases, from about 10 percent to 8.4 percent.

the growth of offshoring coincided with the dot-com bust and 
a downturn in the overall economy.
	 Questions about the negative perceptions of engineering 
persist, as do questions about whether, and what, the engi-
neering profession should do about them. Other professions, 
such as medicine, business (at the graduate level), and law 
continue to attract ambitious, bright students at least partly 
because of real or perceived high payback, and the lack of 
early high payback may discourage students from going into 
some engineering fields. However, payback is not always 
predictable. For example, graduates in civil engineering who 
chose to go into the field of information technology in the late 
1990s because of higher starting pay might have regretted 
that decision a few years later.
	 Engineering managers trying to “connect” with the 
“millennial generation” and communicate the excitement 
of engineering careers must address not only salaries and 
job security, but must also convey the excitement of op-
portunities for engineers to make a difference and improve 
people’s quality of lives (Stevens, this volume). Changing 
public perception of engineering may require a systematic, 
well thought out campaign of public education. This was 
the conclusion of a study committee of a 2002 NAE report 
(Davis and Gibbin, 2002).

IMPLICATIONS FOR PUBLIC POLICY

FINDING 7.  For the United States, attracting and retain-
ing world-class engineering activities in an increasingly 
competitive global environment will require that core U.S. 
strengths be sustained. Perhaps the most critical task in do-
ing so will be to avoid complacency.

	 Several speakers at the workshop addressed the issues 
raised by globalization for U.S. engineering. In the opinion 
of Charles Vest, even in a “flatter” world, the United States 
and U.S. engineers enjoy significant advantages. The biggest 
threat to our future success, he believes, is complacency 
(Vest, this volume). Robert Galvin, Chairman Emeritus of 
Motorola Inc., described how addressing global challenges 
in energy and transportation would create engineering jobs 
in the United States (this volume). Ted Rappaport, stressed 
the importance of public investment in network systems 
and other critical areas (this volume). Overall, the speakers 
agreed that public and private efforts to tackle large, even 
global, problems could help create entire new industries 
and would go a long way toward creating new opportuni-
ties for U.S. engineers. A number of recent reports have 
also explored what the United States can, indeed must, do 
to maintain its lead in science and engineering (COSEPUP, 
2005; Council on Competitiveness, 2005).

FINDING 8.  Plausible scenarios have been developed 
showing that offshoring either helps, is neutral, or hurts 
engineering in the United States. Only continued discussions 
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and further studies will lead to a thorough understanding of 
the potential benefits and costs of offshoring.

	 For the American public and the U.S. economy as a whole, 
the offshoring phenomenon, and offshoring of engineering 
in particular, could have a number of costs and benefits. The 
workshop discussions and presentations shed some light on 
the magnitude and likelihood of these costs and benefits. Of 
course, a clearer picture will emerge over time.

Potential Benefits

	 U.S.-based companies that manage offshoring effectively 
appear to be benefiting in terms of competitiveness and 
profitability. Having access to skilled engineers at lower cost 
may create a climate for faster, more cost-effective innova-
tion and might even ultimately lead to higher employment 
levels in the United States.
	 Offshoring has become an accepted component of the 
business model in some industries, particularly IT-related 
industries and electronics (Wyndrum, this volume). Start-up 
companies that combine U.S. project management and mar-
ket savvy, Indian engineering implementation, and, perhaps, 
Chinese manufacturing capabilities, can stretch the dollars 
of venture capitalists and improve the odds of their survival 
and ultimate success. At the same time, these companies 
increase the potential for innovation and the development 
of new products that might not have appeared as quickly, or 
even at all, without offshoring.
	 It has long been assumed that globalization and trade will 
ultimately deliver net benefits to the U.S. economy. Accord-
ing to one analysis, globalization since World War II has 
increased the U.S. GDP anywhere from $800 billion to $1.4 
trillion per year ($7,000 to $13,000 per household) (Bradford 
et al., 2006). As a continuation of globalization, offshoring 
might also deliver net economic benefits. However, many 
questions are being raised about whether this will happen.
	 Offshoring is delivering economic benefits to several 
emerging economies, particularly India and China. The 
argument has been made that long-term U.S. interests will 
be served as these countries and other developing econo-
mies become integrated into the global economy and living 
standards rise, even though this will inevitably lead to better 
engineering capabilities in these countries. If U.S. engi-
neering capability can be sustained, the emerging global 
networks will be open to participation by Americans and 
American organizations. In that case, globalization would 
present a “win-win” situation, because U.S. engineers 
would also benefit directly through expanded markets for 
their skills.

Potential Costs

	 There are many possible downsides to this scenario. 
Some have argued that offshoring and other forms of trade 

can undermine U.S. economic strength and national inter-
ests (e.g., Gomory and Baumol, 2001). Some prominent 
economists have raised concerns that the distributional 
impacts of offshoring on engineers and other service-sector 
workers in the United States will pose a serious challenge 
to free trade (Blinder, 2006). Others argue that offshoring 
might lead to a degradation of U.S. engineering capabil-
ity and that, even if the U.S. engineering enterprise and 
economy as a whole are better off as a result of offshoring, 
those who are most vulnerable to competition might suffer 
severe hardships.
	 One scenario in which U.S. engineering capability might 
be damaged through offshoring is if U.S.-based companies 
attempting to take advantage of lower costs and perceived 
better value move a large percentage of engineering, R&D, 
and other activities from the United States to the developing 
world over a short period of time, giving engineers and oth-
ers who would lose jobs little time to anticipate or adjust to 
significant change. Although this is within the realm of pos-
sibility, there are reasons to believe that a wholesale shift of 
engineering work from the United States to China and India 
is unlikely. First, as described in Chapter 3, the gaps and de-
ficiencies in the science and engineering enterprises of large 
emerging economies will take time to address. Second, as the 
engineering capabilities in emerging economies improve, the 
productivity and pay of their engineers are also likely to rise, 
thus reducing the cost advantage of offshoring.
	 In another scenario, U.S. engineering capabilities might 
atrophy gradually as the result of a combination of de-
pressed wages and job insecurity, which would discourage 
significant numbers of young Americans from entering the 
engineering profession. Many studies and debates have at-
tempted to determine the number of engineers and scientists 
necessary to the U.S. economy, whether or not there is or will 
be a shortage, the number of engineering graduates produced 
by the United States compared with China and India, and 
whether offshoring of engineering and other forms of trade 
could erode America’s ability to innovate, which could leave 
the country as a whole worse off (e.g., COSEPUP, 2005; 
Wadhwa et al., 2007a).
	 These and other questions raised at the workshop will 
continue to be discussed, and the answers will surely affect 
the evolution of offshoring.

Incentives and Disincentives

FINDING 9.  As the debate about offshoring continues, it 
will be important to determine whether current U.S. policies, 
including immigration policies, provide artificial advantages 
or incentives for offshoring.

	 There have been many calls for changes in policy to 
provide assistance to engineers and other service workers 
whose jobs are displaced by offshoring. One mechanism 
would be to expand the number of people eligible for 
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benefits through Trade Adjustment Assistance. Currently 
only people whose jobs are lost due to imports of goods 
are eligible, but many believe people whose jobs are lost 
because of imports of services should also be eligible 
(e.g., Kletzer and Rosen, 2005). Assistance might also be 
provided through some form of wage insurance to help 
displaced workers adjust if they are forced to take lower 
paying jobs (Andrews, 2007). Of course, these kinds of 
policies would have widespread repercussions and must be 
explored thoroughly before they are adopted.

Immigration Policy

	 Although a detailed examination of immigration policies 
for engineers was beyond the scope of this study, immigra-
tion issues are closely related to offshoring. Wyndrum argues 
that several major participants in offshoring use H-1B and 
L-1 visa programs to bring in employees, train them in the 
United States, and then send them back to their countries to 
expand the company’s offshoring operations (this volume). 
Abuses of these visa programs by recruiting firms have also 
been reported. Some workshop participants reported that 
their companies participate in the H-1B program to reduce 
costs but have found that cost and uncertainties involved in 
hiring visa holders can offset some of the anticipated sav-
ings. Other companies hire visa holders because they are 
unable to find qualified, highly trained engineers who are 
U.S. citizens.
	 There is a good deal of debate and uncertainty about the 
current and future role of foreign engineering students. Does 
the United States rely too heavily on foreign engineering tal-
ent? Might fewer foreign students study at U.S. engineering 
schools in the future, and might fewer of those who graduate 
from U.S. institutions remain in this country? Some analysts 
have asserted that a growing number of U.S.-educated for-
eign science and engineering students are returning to their 
home countries (Newman, 2006). However, an annual sur-
vey of foreign engineering students who receive doctorates 
from U.S. institutions shows that “stay rates” have remained 
about the same in recent years (NSB, 2006).
	 Some argue that, as immigration policies become more 
stringent, the United States will be cutting itself off from a 
vital source of engineering talent. Clearly, the immigration 
of scientists and engineers, the training of foreign students, 
and the overall openness of the United States to foreign talent 
has been a boon to U.S. engineering and to the larger U.S. 
economy. Others argue that stricter policies could, in ef-
fect, subsidize or provide artificial incentives for offshoring 
engineering, which would be just as counterproductive and 
market-distorting as erecting artificial barriers or penalties 
for offshoring.
	 All of these questions should be investigated thoroughly 
as part of the policy making process.

Security Issues

FINDING 10.  Security concerns related to the offshoring of 
engineering have been raised, specifically for the informa-
tion technology and construction industries.

	 Concerns about national and homeland security related 
to offshoring have been raised in connection with several of 
the industries studied at the workshop. For example, offshore 
construction engineering and services might result in detailed 
plans and other information about U.S. buildings and critical 
infrastructure falling into the wrong hands (ASCE, 2005). 
Similar concerns have been raised about offshoring of engi-
neering work that involves geospatial data (MAPPS, 2006). 
Legislation was proposed in the last Congress to address the 
latter issue, and relevant professional societies are working 
to ensure that sensitive information is protected within the 
existing legal framework.
	 Concerns have also been raised about whether the glo-
balization of software development poses a serious threat 
to national and homeland security, particularly if accidental 
defects or maliciously placed code could compromise the 
security of U.S. Department of Defense (DOD) networks 
(Hamm and Kopecki, 2006). The Defense Science Board 
(DSB) is currently completing a study on how DOD should 
address these concerns. DSB previously issued a report 
raising concerns about the migration of semiconductor tech-
nologies offshore and how U.S. military access to critical mi-
croelectronics manufacturing capability could be maintained 
(DSB, 2005).
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ABSTRACT

	 The offshoring of software engineering, which is more 
than three decades old, has been at the leading edge of the 
offshoring of information-technology services. Over the past 
decade, the pace of offshoring has increased dramatically. 
This has been due in large part to new communications 
technologies and the emergence of India as an offshore loca-
tion. This report describes the evolution of the globalizing 
software supply chain. We predict that higher value-added 
work will be an increasing component of offshored software 
and discuss its implications for employment and innovation 
in developed countries.

INTRODUCTION

	 By the end of 2005, 2.9 million people (2.2 percent of the 
U.S. workforce) were employed in the software industry. The 
annual growth rate was 7 percent over the previous decade, 
well ahead of average workforce growth of 1 percent.� The 
Bureau of Labor Statistics (BLS) predicts that the software 
industry will be among the fastest growing employers in the 
coming years. Six of the 20 most rapidly growing jobs from 
2004 to 2014 are likely to be in high-value software work, 
including network systems, data-communications analysis 
and administration, software applications, and systems 
engineering.
	 The significant exception to high growth within software 

� Data for this section is from Bureau of Labor Statistics http://
www.bls.gov/oco/oco1002.htm and http://www.bls.gov/oes/current/
oes_nat.htm#b15-0000; GAO, 2005; Heeks, 1996; Nasscom, 2006; Ellis 
and Lowell, 1999.

is programming, where employment decreased from 570,000 
in 1995 to about 450,000 persons in 2005. Programming 
requires less training than some other software work, and 
programmers, on average, earn less than software engineers 
and computer scientists (Table 3). Whereas software engi-
neers and computer scientists should see job growth of over 
45 percent and 27 percent respectively between 2004 and 
2014, the Bureau of Labor Statistics forecasts less than 5 
percent job growth for computer programmers. This rate is 
below even the economy’s average job growth.
	 This reflects two trends. First, much routine programming 
is now automated. This has both reduced the programmers’ 
share of work in software creation and increased the average 
sophistication of the work. Second, even as this has hap-
pened, the growth of online collaboration via the Internet 
and higher capacities at lower costs offshore has increased 
the offshoreability of programming.
	 This may be seen from the following information on 
India, which is now the largest exporter of software after 
the United States, accounting for 60 percent of non-U.S. 
software exports. Programming accounts for 60 percent of 
Indian software exports, down from 90 percent in 1995. 
Programming is, of course, not a stand-alone function. The 
work done by the Indian software industry is part of a supply 
chain, with most of the components still being fulfilled in the 
developed world.
	 Indian software employment has grown by 35 percent 
per annum over the past decade. Software-exporting firms 
located in India employed 706,000 people in 2006, up from 
513,000 in 2005. In 1995, the comparable numbers for the 
Indian and American software industry were 27,500 and 1.5 
million (1.3 percent of the U.S. workforce of 118 million). 
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Two-thirds of India’s software exports are to the United 
States, a share that has remained nearly steady over the past 
decade.
	 The impact is perhaps better appreciated by calculating 
the Indian share of employment within the American supply 
chain of software. The share of Indian employment has risen 
from 3 percent of the programmer pool used in American 
software production in 1995 to over 30 percent in 2005.�

	 Meanwhile, work besides programming has also been 
offshored. Some of this newer work is even lower-end work 
than programming, such as installation of software and main-
tenance of software programs. This has happened largely 
because of the Internet. However, as will be shown below, 
new tasks, hitherto considered both difficult to offshore and 
high value-added relative to the programming function, such 
as product development and contract R&D for the software 
industry, have been offshored over the past decade, particu-
larly to India. For example, as of 2006, the world’s largest 
contract R&D firm in software, employing 14,000 persons, 
is the Indian firm, Wipro. A decade ago, Wipro, like others 
in the Indian software industry, did not do such work.
	 This paper fulfills two objectives. First, it explains the 
genesis of software offshoring. This includes a consideration 
of why programming was the function that was most com-
monly offshored right from the earliest stages. Second, it 
examines the scope for offshoring software work other than 
programming. This includes a consideration of whether the 
additional scope is higher or lower value-added, how it is 
linked to the earlier phase of programming offshoring, and 
its likely evolutionary trajectory.
	 The paper proceeds as follows: in the next section, we 
discuss the current status of the debate on software offshor-
ing. The following section provides a historical overview of 
developments that led to offshoring in the software industry, 
with a focus on developments in India. This is followed by a 
theoretical framework for analyzing how skilled work may 
be offshored. We conclude with a discussion of the impact 
of software offshoring on employment and innovation in the 
United States and other developed countries, and the implica-
tions for policy on education.

THE CURRENT STATE OF THE DEBATE

	 A lively discussion is under way about the impact of glo-
balization on employment and productivity in the American 
software industry. An assessment published in 2006 by the 
Association for Computing Machinery (ACM) notes that 
“attracted by available talent, work quality and, most of 
all, low-cost companies in high-wage countries, such as the 
United States and United Kingdom, are increasingly offshor-

� This has happened even as the number of programmers in the total 
software pool has stayed relatively steady (rising from just under 600,000 in 
1995 to 650,000 in 2005), while declining in share of software employment 
from 38 percent to 21 percent.

ing software and software-service work to . . . low-wage 
countries.” The report concudes that “the globalization of, 
and offshoring within the software industry will continue 
and, in fact, increase” (ACM, 2006).
	 As Bhagwati et al. (2004) and Mankiw and Swagel (2006) 
have pointed out, the offshoreability of the software industry 
means, first, that software services are now tradable, whereas 
in the past they were not. Second, given that international 
trade is usually beneficial to both trading partners, they 
conclude, ipso facto, that globalization will have positive 
implications for the U.S. economy. They argue that workers 
in the services sector of developed nations will shift to jobs 
in which they have a comparative advantage, thus ensuring 
full employment in the long run. As Mankiw and Swagel 
(2006) note, “Economists see outsourcing� as simply a new 
form of international trade, which as usual creates winners 
and losers, but involves gains to overall productivity and 
incomes.” By contrast, Samuelson (2004) has cautioned 
that these gains may largely be captured by developing 
countries; and Gomory and Baumol (2000) have argued that 
nationally located high-growth industries are important for 
national growth because of their spillover effects on overall 
productivity.
	 To some, these latter cautions suggest potentially dra-
matic negative impacts for software-related employment in 
developed countries. These argue that if software develop-
ment overseas increases in quantity and, especially in scope, 
to include the most highly skilled work, the result may be 
unemployment, even for the most highly skilled software 
engineers in developed countries (Hira and Hira, 2005). 
The ACM report and other evidence points to the fact that 
higher skilled work is already being moved offshore in some 
fields of software, such as computing research (ACM, 2006; 
Dossani, 2006; Sridharan, 2004).
	 There is no comprehensive empirical evidence on soft-
ware offshoring, primarily because of the poor quality of 
primary data. See Figure 1 for an example of contradictory 
data reported by the U.S. Bureau of Economic Analysis 
and the Indian software industry association, Nasscom. As 
far as we can tell, there is no systematic evidence yet of 
significant losses of high-value jobs in the United States to 
services offshoring. As noted in NAPA (2005), “The number 
of jobs impacted (by services offshoring in general) appears 
relatively small, when compared to total annual job losses 
in the United States.”
	 Other empirical studies offer indirect evidence in support 
of the NAPA findings. For example, Mann (2006) shows that 
the elasticity of demand for U.S. exports of services is lower 
than for U.S. imports of services. If this finding is applicable 
to software, it would imply that globalization could have 
positive implications for the U.S. balance of payments.
	 Landefeld and Mataloni (2004) show that the share of 

� Technically, the correct term is “offshoring.”
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FIGURE 1  BEA and Nasscom figures for software sales from India to the United States ($ billions). Sources: www.bea.gov and Nasscom 
(various years).

imports from subsidiaries of U.S.-based multinationals to 
the parent country (as a percentage of sales) did not increase 
from 1997 to 2001. They also find that job creation by the 
expansion of multinationals overseas is no different from 
overall job creation. Both findings imply that multinationals 
that offshore work to their subsidiaries are not responsible for 
job losses in the United States. Of course, the destination for 
offshored work might be unaffiliated firms, for which these 
data have no implications.
	 According to Hanson et al. (2001), the evidence of off-
shoring of manufacturing has shown a positive, complemen-
tary effect on American jobs from high-value offshoring and 
a negative, substitution effect from low-value offshoring. 
In the software industry, the lower value work consists of 
programming and the higher value work consists of design, 
consulting, system integration and managed services (Table 
3). Hanson’s findings—if applicable intra-sectorally to 
software—imply that the export of low-end work, such as 
programming, could reduce industry jobs. As Table 2 shows, 
this is the field with the highest market share in India, sug-
gesting by extrapolation that job losses in the United States 
may indeed occur as a result.
	 This kind of indirect evidence has obvious limitations. 
Quite simply, we do not know if it is applicable to software. 
From our interviews with firms that have offshored work, 
we learned that fulfillment of various aspects of software 
development can be accomplished in spatially distant loca-
tions. Many of these firms state that they will increasingly 
shift their operations to lower cost countries like India and 
China. This suggests that the logic for software development 
at any particular location may be being eroded. The data we 
provided in the introduction on the programming function 
may be only the first wave of software offshoring.

	 This does not, however, mean either that the most skilled 
work will shift from the United States or that American soft-
ware employment will decline. More than one type of outcome 
is possible. First, the capacity of other countries may be con-
strained by the quality of their educational systems or other 
factors that hinder labor supply; by their infrastructure, such as 
telecommunications; or by institutional barriers, such as weak 
intellectual property laws. Second, the history of technologi-
cal change suggests that new opportunities will emerge. The 
software industry in the United States might discover higher 
value-added opportunities, even as existing operations are 
increasingly offshored. In an era of high rates of technological 
change, both offshore and domestic software work can become 
more highly skilled. Third, assuming that the first and second 
outcomes are both true, developed countries other than the 
United States could capture the new opportunities. This pos-
sibility is not investigated in this paper.
	 The actual outcomes of offshoring will, therefore, depend 
on the evolving capabilities of developed countries vis-à-vis 
the capabilities of developing countries. New opportunities 
will depend on the pace and location of innovation, which 
could be affected by the development of clusters of technical 
excellence offshore, such as those in Bangalore, Beijing, and 
Shanghai. Or, perhaps, as Apte and Mason (1995) and many 
others have argued, the need for proximity to consumers to 
determine their needs will be the determining factor in the 
location of innovation. Perhaps the open economy and ex-
cellent educational system in the United States will enable 
American firms to innovate at a pace that keeps them ahead 
of China and India. If so, the American software industry, 
though possibly not specific groups of workers, may thrive 
by keeping the innovative, highest value-added work onshore 
and offshoring the rest.
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	 Predicting the outcome of offshoring requires an under-
standing of (1) the software industry and its evolving supply 
chain and (2) the ecosystem for innovation in the United 
States vis-à-vis other countries. To simplify our task, we 
have focused on India and the United States. Data on other 
countries are used primarily to illustrate the challenges and 
opportunities in these two countries. We have chosen India 
as the alternative to the United States for the following rea-
sons: first, because of its position as the largest exporter of 
software after the United States; second, it has the size of 
labor force that can pose the most significant threat to U.S. 
employment; third, its current stage of overall economic 
development is likely to keep labor costs low for several 
years, thus adding to its attractiveness as an offshore soft-
ware destination; and, finally, because as our case studies, 
presented below, show, Indians have the capability of doing 
highly skilled work.

HISTORICAL OVERVIEW OF THE 
SOFTWARE INDUSTRY

Product and Custom Software

	 Software is usually classified either by its uses or its de-
gree of customization. We use the North American Industry 
Classification System (NAICS) definitions to differentiate 
product software and custom software. The attributes, the 
size of the market, and the market shares of the two key 
players other than the United States, India, and Israel are 
summarized in Tables 1 through 3.
	 Types of software defined by usage are listed below:

	 •	 system-level software (i.e., programs that manage the 
internal operations of the computer, such as operating-
system software, driver software, virus-scan software, 
and utilities)

	 •	 tools software (i.e., programs that make applications 
work better, such as database-management software)

	 •	 applications (i.e., programs that deliver solutions 
to the end user, such as word-processing software, 
search-engine software and financial-accounting 
software)

	 We define two categories of software by their degree of 
customization: (1) publishers of packaged software (NAICS 
5112) and (2) computer systems design and related services 

TABLE 1  Uses of Product and Custom Software

Product Software Custom Software

Operating system All users None
Tools Most users Some users
Applications Small and large users Large users

TABLE 2  Global Spending on Software Products by 
Categories of Work and Israel’s Market Share, 2004

Revenue Category

Global Spending on 
Software Products 
($ billions)

Israel’s Share of 
the Global Product 
Software Market 
(percentage)

Systems and tools software $93.7 1.1
Application software $120.0 1.3

Total $213.7 1.2

Sources: U.S. and global data: http://www.siia.net/software/resources.
asp#stats. Data for Israel http://www.iash.org.il/content/SoftwareInds/
IsraeliSectors.asp. Israel’s share of global markets are estimated from data 
for Israel for 2000 and comparable data for the United States for 2001.

(NAICS 5415). Software publishers such as Microsoft fit 
under the NAICS 5112 description of publishers of packaged 
software, “establishments primarily engaged in computer 
software publishing or publishing and reproduction. Estab-
lishments in this industry carry out operations necessary 
for producing and distributing computer software, such as 
designing, providing documentation, assisting in installa-
tion, and providing support services to software purchasers. 
These establishments may design, develop, and publish, or 
publish only.”� Similar in some respects to mass manufac-
turers, enterprises in this category create software products 
or packages for the general consumer market and capitalize 
on economies of scale. Software products may be shrink-
wrapped and transported physically or made available for 
downloading over the Internet.
	 The second category, computer systems design and related 
services (NAICS 54151), comprises “establishments primar-
ily engaged in providing expertise in the field of information 
technologies through one or more of the following activities: 
(1) writing, modifying, testing, and supporting software to 
meet the needs of a particular customer; (2) planning and 
designing computer systems that integrate computer hard-
ware, software, and communication technologies; (3) on-site 
management and operation of clients’ computer systems 
and/or data processing facilities; and (4) other professional 
and technical computer-related advice and services.”�

	 In contrast to the one-size-fits-all software products in the 
first category, custom software is used when no packaged 
software products are available, as in highly specialized 
processes, or to integrate disparate software products into a 
cohesive system. The latter process is common when large 
software products, such as Enterprise Resource Planning 
(ERP) or Customer Relationship Management (CRM) suites, 
must be integrated into already existing enterprise systems. 
Custom software may be constructed by using traditional 
programming languages and tools or proprietary scripting or 
configuration languages. Because custom software is made-

�See  http://www.census.gov/epcd/naics02.
� ibid.
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TABLE 3  Spending on Global Software Services by Categories of Work and India’s Market Share, 2003

Global Spending on Software 
Services ($ billions)

India’s Global Market Share 
(percentage)

U.S. Wage Rate 
($/hour)

Consulting 41.5 < 1 80–120
Applications development 18.4 16.4 25
System integration: hardware and software deployment and support 91.7 < 1 18–25
System integration: applications, tools, and operating systems 62.4 < 1 40
IT education and training 18.5 0 40
Managed services 124.9 1.6 60–120
Total 357.4

Definitions:
	 Consulting includes IT strategy, system conceptualization, information systems (IS) consulting, architecture, design, and network consulting and integra-
tion. These services require the highest level of skills, including system design and understanding of clients’ requirements.
	 Applications development includes creating applications programs. These require programming skills.
	 System integration: hardware and software deployment and support includes making software and hardware components compatible and interoperable, 
hardware deployment and support, and software deployment and support. The skills required vary, but are not as high-level as programming or consulting 
skills.
	 System integration: applications, tools, and operating systems includes the integration of software components (both products and custom software) in a 
software project. The required skills include understanding clients’ requirements and programming skills.
	 Managed services include managing applications either on site or remotely over the Web, managing networks, applications management, IS outsourcing, 
network and desktop outsourcing, applications service provision, and systems-infrastructure service provision. The skills required vary greatly.
Sources: Nasscom, 2004 (pp. 19, 36, 106) for columns 1 and 2; Nasscom, 2001 (p. 24) and authors’ interviews for column 3.

to-order, it is more geographically constrained than product 
software. Proximity to the stakeholder is often crucial, es-
pecially if tacit (uncodified) knowledge is involved. Thus, 
software products are more readily exportable than custom 
software.
	 Nearly every computer needs systems software, and the 
mass market provides very favorable conditions for creat-
ing systems software as packaged products. Hence, systems 
software is now marketed almost exclusively as packaged 
products. And, over time, the need for compatibility among 
operating systems has become a critical requirement of both 
enterprise and retail users; this need has increased with the 
advent of the Internet. As a result, a few operating systems 
now dominate the computing landscape and have consider-
able pricing power. Compared to the demand for applications 
software, the demand for systems software has relatively 
little “give” in terms of pricing. Consumers of systems soft-
ware, such as high-availability server-operating systems and 
real-time embedded operating systems, are willing to pay 
high prices for quality and interoperability. Consequently, 
the producers of systems software are less sensitive to pro-
duction costs than product quality and the need for people 
with highly specialized skills.
	 Although product software is designed to meet a wide 
range of customer requirements, it can incorporate only a 
limited number of variations. Beyond this limit, software 
must be written to a customer’s specifications. Industries 
such as banking, in which customer requirements vary sig-
nificantly, need custom software. In general, the more varied 
the needs of different end-users, the more likely software is 
to be customized. And, because needs vary most at the ap-
plications stage, most customized software is applications 

software. Table 1 compares the uses of product and custom 
software.
	 The United States is the market leader in software product 
development, accounting for 41 percent of the total.� The 
U.S. share of exported software products is probably even 
higher because many countries only produce software prod-
ucts for protected local markets. For instance, data on Brazil 
and Japan (Table 6) show that while Brazil’s annual output 
of product software earns revenue of about $3 billion and 
Japan’s annual output earns about $21 billion, these products 
are only available to domestic markets. Western Europe and 
Israel, like the United States, develop product software for 
global markets.
	 Custom software is part of a larger category called soft-
ware services, as defined in NAICS 54151. Software services 
are described by type and size in Table 3.

Independent Software Vendors

	 The independent software-vendor (ISV) industry was 
created by two events, both related to market leader IBM. 
First, in 1956, IBM settled a long-standing antitrust suit 
by the federal government by agreeing, as part of a con-
sent decree, to stop offering computer-consulting advice 
(McKenna, 2006).� With IBM out of the picture, leading 
accounting firms, such as Arthur Andersen, then began of-
fering computer consulting services. Second, in 1969, IBM 

� See www.siia.net.
� When the consent decree was lifted in 1991, IBM immediately created 

an IT consulting group, which, within five years, had annual revenues of 
$11 billion (McKenna, 2006).
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decided to unbundle its mainframe operating system, appli-
cations software, and hardware by creating open standards. 
Subsequently, some end-user firms set up in-house software 
development and maintenance operations and some began 
outsourcing work. As a result, ISV businesses were created 
(Table 4).
	 The columns in Table 4 do not describe mutually exclu-
sive choices. For example, a firm might purchase system-
level software products and develop its own applications. 
The columns are arranged by sequentially dominant work 
types over the decade, starting with the shift from external 
data processing and managed services (Column A) to in-
house hardware at the beginning of the decade. Initially, 
firms developed their own software (B), but as hardware and 
software became more complex, in-house software develop-
ment and management became increasingly difficult. This 
led to the outsourcing of system integration (C) and then 
system-level and applications products (D). The outsourc-
ing of customized applications (E) was an indication that 
industry-specific products did not meet the needs of sophis-
ticated users, particularly large banks (Steinmuller, 1996).
	 In the 1980s, the IBM PC was introduced, but within a 
decade, IBM had lost control of the operating system to Mi-
crosoft Windows, which combined with the Intel micropro-
cessor (Wintel) to became a market-created standard by the 
late 1980s. The result was a decline in hardware prices and 
an increase in demand for applications. Unlike mainframes, 
PCs were made for individual users who relied on product 
software. PCs in the 1980s had neither the programming 
capacity nor the performance capabilities necessary for mid-
sized and large enterprises. Hence PCs did not impact the 
custom software business. However, they did create a mass 
market for retail product software.
	 The workstation, which was introduced in the early 1980s, 
provided many end uses for enterprises but could also be 
used for stand-alone programming for mainframes. The 
adoption of Unix as the operating system for all computers, 
combined with the workstation (in short, the U-W standard), 
revolutionized the ISV industry. An ISV could now own a 
workstation made by any manufacturer and write programs 
for a client with a different brand of installed hardware 
(including a mainframe). In other words, software creation 
became modularized, or platform independent.�

	 With the simultaneous widespread adoption of Unix/C 
as the programming language, other functions of software 
creation, such as system architecture, design, and integration, 
could be done separately from programming, thus modular-
izing the programming component. Programming could 
now be done anywhere in the world by programmers whose 

� Modularization is the conversion of a component of the production 
process with one or more proprietary inputs, design, or fulfillment tech-
niques into a component with standardized inputs, design, and fulfillment 
techniques. 

only raw material, apart from a workstation, was a specified 
software system. Programmers did not even have to know 
which firm’s hardware a program would work on or the type 
of application the program would support.
	 The workstation also had sophisticated graphics and 
enough computational capacity to satisfy the needs of 
small enterprises, which now shifted from outsourcing 
data-processing services to running their own workstations. 
In the early 1980s, the first workstation-based local area 
networks were established, increasing the demand for more 
sophisticated software for running these networks and for 
applications compatible with networked users.
	 In the 1990s, the success of database software packages 
further simplified the creation of applications software. Plat-
form independence, combined with the rise in demand for 
custom software by small firms, resulted in the growth of a 
large custom software industry.
	 Also in the 1990s, PCs with more computing power were 
able to process programs written in Unix/C, thus making 
them more acceptable to small enterprises. As costs for PCs 
fell in the mass market, PCs superceded workstations as the 
hardware platform for programming. Later in the decade, 
PC-based networks made applications accessible to many 
more users in an enterprise.
	 The spread of the Internet beginning in the mid-1990s was 
accelerated by declining costs for bandwidth and storage. 
The Internet provided a platform for networked development 
of software and software installation, hosting, and mainte-
nance. At this point, data no longer had to be on servers lo-
cated on the premises of an enterprise but could be housed in 
remote data centers. The Internet also significantly reduced 
the cost of collaboration among remote teams. These factors 
further reduced the need for the proximity of user groups or 
of developers and users.
	 With the establishment of the Internet, several new 
models of preparing and delivering software appeared. 
These include service-oriented architecture that provides a 
standards-based environment for sharing services indepen-
dent of development technologies and platforms; network-
based access to and maintenance of software (software-as-
a-service); and open-source software (i.e., software based on 
nonproprietary code) developed by voluntary contributions 
of networked developers. With the exception of the Linux 
open-source operating-system software, which is believed to 
have about a one-third share of the server market (although 
less than 2 percent of all operating systems), the new models 
described above have not impacted the spatial distribution of 
software development.�

	 The first three columns in Table 5 show the major changes 
and driving forces in the software-services industry in the 
United States described above. The two right-hand columns 
show (for later reference) developments in the Indian and 

� See www.idc.com/getdoc.jsp?containerID=202388.
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TABLE 4  Independent Software-Vendor Industry, 1970–1979

External Data Processing Clients That Own Hardware

Clients’ Options Managed services Develop and 
maintain software

Buy bundled software and outsource 
maintenance services

Buy software 
products from ISVs

Buy custom 
software services

ISV Services Managed services
Electronic data processing

None Integration of hardware and software
Software maintenance

Systems-level and 
applications products

Custom applications 
software

A B C D E

Source: Adapted from Steinmuller, 1996.

TABLE 5  New Work Types and Driving Forces in the U.S. Software-Services Industry and Their Impact on the Software 
Industry in India and Israel

New Work Types in the U.S. 
ISV Industry Market Change Technology Change

New Work Types in the 
Indian ISV Industry

New Work Types in the 
Israeli ISV Industry

1960–1970 Software maintenance
Electronic data processing

Mini-computers Electronic data 
processing

Software maintenance 
exports
Electronic data processing

1971–1980 Custom applications IBM unbundles software 
and hardware

Programmers exported No change

1981–1990 Software system integration Increased complexity of 
applications

Unix-Workstation (U-W) 
standard adopted

Custom applications 
exports

Custom applications for 
domestic market

1991–2004 Managed services Internet, database 
management systems, 
PC-based networks

Managed services, 
contract R&D exports

Contract R&D exports, 
products for global 
markets

Source: Adapted from Steinmuller, 1996; Mowery, 1996; and http://www.siia.net/software/resources.asp#stats for columns 1–4. Columns 5 and 6 are the 
authors’ analyses.

Israeli software industries. Note that this table does not in-
clude information on the product-software industry.

Offshoring of Software Development

	 American IT firms began to offshore software develop-
ment to India, Ireland, and Israel (the 3 I’s) in the 1970s, 
about a decade after the offshoring of IT hardware manufac-
turing. Siwek and Furchgott-Roth (1993) argue that the lag 
between hardware and software offshoring was because soft-
ware development, unlike hardware manufacturing, required 
close coordination with clients throughout the process.
	 A widespread knowledge of English and relatively low 
labor costs were common attractions of the 3 I’s. Small do-
mestic markets and the lack of domain knowledge (less so for 
Israel) were common disadvantages. Beginning in the 1990s, 
many other countries, including China, several countries in 
Eastern Europe, Brazil, Mexico, Russia, the Philippines, and 
Vietnam, began exporting software to developed countries 
(Table 6).
	 As Table 6 shows, China and Brazil sell software services 
mostly to their domestic markets. Ireland develops software 
products and services for Europe, mostly by customizing 
U.S. software products. This should properly be included in 

the category of software services. Russia, the Philippines, 
and Vietnam, like India, primarily export software services. 
Countries in Eastern Europe and Russia export mostly to 
Europe. Other countries export mostly to the United States. 
Israel is the only significant non-American producer of soft-
ware products for the U.S. and other global markets.
	 As Table 6 shows, the most significant producers of 
offshored software for global markets are India and Israel. 
Israel focuses on software products for the global market 
and India on custom software for the global market. Ireland 
is the largest provider of localized products and services for 
Europe.

Ireland

	 Hardware offshoring began in Ireland after policy makers 
offered export incentives following Ireland’s entry into the 
EU in 1973 (Enterprise Ireland, http://www.enterprise-
ireland.com, downloaded 1/20/2007; Torrisi, 2002). Software 
offshoring, which began in the 1980s, followed hardware off-
shoring (Torrisi, 2002). The main clients initially were, and 
continue to be, American transnational corporations (TNCs). 
These use Ireland to localize their software products for 
European markets (Torrisi, 2002). American TNCs account 
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TABLE 6  Software Exports from Developing Countries, 2001

Country
Sales 
($ billions)

Exports  
($ billions)

Labor Force 
(2000)

Sales per  
Employee ($) Primary Work Type

Brazil 7.7 0.1 220 35 P/S = 40/60b

China 7.4
(15.0) a

0.4
(2.0)

186
(750)

40
(20)

Domestic 

EE5
(Bulgaria, Czech Republic, 
Hungary, Poland, Romania)

0.6 0.5 75 8 Services to Western Europe

India 8.2
(22.3) a

6.2
(17.1)

350
(878)

23
(25)

Services to U.S.
P/S = 25/75

Ireland 7.7 6.5 24 160 Localization of U.S. product software for Western Europe
Israel (2000) 3.7 2.6 35 106 P/S = 70/30
Japan 85.0 0.07 535 159 P/S = 25/75
Philippines 0.2 0.15 0.05 12 Services to U.S.
Russia 0.2 0.1 0.1 13 P/S = 30/70
United States (2002) 200.0   n/a 2,600 77 P/S = 40/60

Notes:
	 aFigures in italics are for 2005.
	 bP/S = the ratio between revenue from software products and revenue from software services.
Sources: Arora and Gambardella, 2005 (pp. 45, 77, 101); Sahay et al., 2003 (p. 17); Nasscom, 2006 (pp. 46, 47).

TABLE 7  Software Exports from India, Ireland, and 
Israel (in $ millions, except where otherwise noted)

India Ireland Israel

1990 105 2,132 90
2000 6,200 8,865 2,600
2002 7,500 12,192 3,000
2003 8,600 11,819 3,000
2005 17,100 18,631 3,000
Number employed (2003) 260,000 23,930 15,000
Revenue/employee (2003) 33,076 493,988a 273,000
Number employed (2005) 513,000 24,000 n/a
Revenue/employee (2005) 33,333 776,000a n/a

	 aNote: Sands (2005, p.45) argues that the revenue/employee for Ireland 
is overstated because of in-country transfers and should be about $160,000. 
If so, total exports in Table 7 are overstated by a factor of three.
Source: Data for India are from Heeks (1996) and Nasscom (2003–2006). 
Data for Ireland are from http://www.nsd.ie/htm/ssii/stat.htm, downloaded 
September 26, 2006. Data for Israel are from http://www.iash.org.il/Content/
SoftwareInds/SoftwareInds.asp, downloaded August 31, 2003, and http://
www.israel21c.org/bin/en.jsp?enDispWho=InThePress&enPage=BlankPa
ge&enDisplay=view&enDispWhat=Zone&enZone=InThePress&Date=0
8/11/05, downloaded September 26, 2006. Data for Ireland prior to 2003 
are in euros (converted at 1 euro = $1.043, rate on January 5, 2003). From 
2003 on, data are converted at 1 euro to $1.26, the rate in January 2004. 
Most recent figures for Israel are for 2001.

for about 90 percent of Ireland’s software exports (Arora 
and Gambardella, 2005).10 Since the 1990s, an indigenous 
software sector has developed in Ireland, initially provid-
ing support services for TNCs but subsequently developing 

10 By contrast, in India, only 15 to 20 percent of the work since 1990 is 
estimated to be done by TNCs. According to Enterprise Ireland, the official 
state website, http://www.nsd.ie/htm/ssii/stat.htm, Irish-owned companies 
generated about 11 percent of software exports in 2002, with the rest com-
ing from TNCs.

products for the European telecom and financial sectors. In 
2003, the indigenous sector in Ireland employed 40 percent 
of the total software workforce (Sands, 2005).

Israel

	 As in Ireland, though a decade earlier, hardware firms 
were established in Israel during the 1960s first in response 
to export incentives.11 Software TNCs followed in the early 
1970s (Torrisi, 2002). These initially undertook software 
product maintenance and, later, R&D.
	 In the 1980s, domestic firms were established, funded 
by government research contracts. They initially provided 
software services to the defense industry. Key labor was 
drawn from the Israeli defense industry. In the 1990s, with 
support from global venture capitalists, security product 
firms were established. These offered products for global 
markets (Teubal, 2002, see also Table 5). TNCs currently 
account for about 25 percent of total employment in the 
Israeli IT industry and focus on R&D, but growth is being 
driven by local firms producing software products for export 
markets (Torrisi, 2002). The three largest software firms in 
Israel are product firms that jointly account for 60 percent 
of the industry’s revenue (Bresnitz, 2005).

India

	 From Tables 6 and 7 above, we note that the most sig-
nificant increase in offshoring to global markets is in India. 
Unlike in Ireland and Israel, where fiscal incentives were 

11 For example, Motorola’s first offshore manufacturing subsidiary was 
set up in Israel in 1964 (Ariav and Goodman, 1994; Sahay et al., 2003).
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critical for private-sector entry, the software industry in India 
began when government policy was hostile to all private in-
dustry. State policy at that time was appropriately described 
as “statist, protectionist and regulatory” (Rubin, 1985). An 
industrial licensing regime and state-owned banks strictly 
regulated private-sector activity. In IT, the state was the main 
producer of products and services. The strategy was to create 
“national champion” state-owned enterprises, which were 
granted monopolies (Sridharan, 2004).
	 A key protectionist policy was the Foreign Exchange 
Regulation Act of 1973 (FERA-1973), under which a foreign 
firm could only have a minority interest (up to 40 percent) in 
a company operating in India. Many foreign firms, including 
IBM, closed their Indian operations, citing concerns about 
the protection of intellectual property (IP). FERA-1973 ef-
fectively closed the door to software development by TNCs 
in India.
	 Domestic firms found an innovative way to benefit from 
global opportunities for ISVs. Because software develop-
ment could not come to India, Indian programmers were sent 
to developed countries. This began in 1974 when Burroughs, 
an American mainframe manufacturer, asked its Indian sales 
agent, Tata Consultancy Services, to supply programmers 
for installing system software for a U.S. client (Ramadorai, 
2002). Other firms followed suit, including foreign firms in 
joint ventures with Indian firms.12

	 Initially, the exported Indian programmers worked for 
global IT firms. Later in the decade, as IBM gained a larger 
share of the total global market, end-users such as banks 
hired Indian firms to convert existing applications software 
to IBM-compatible versions.
	 The state remained hostile or, at best, indifferent to the 
software industry throughout the 1970s. Import tariffs were 
high (135 percent on hardware and 100 percent on software). 
Software was not considered an “industry,” which meant that 
exporters were not eligible for bank financing. Even over-
seas sales offices were disallowed until 1979 (Ramadorai, 
2002).
	 Such protectionism interfered with learning and pre-
vented Indian-based programmers from moving up the value 
chain. Programmers returning from overseas assignments 
were the main source of learning about new opportunities, 
but because of their short assignments overseas—typically 
less than a year—their learning was also limited (Ramadorai, 
2002). In addition, many chose to remain overseas after com-
pleting their assignments. As a result, the software industry 
during its first decade was mostly limited to the recruitment 
of engineers.
	 It being easier for established private conglomerates than 
for small firms to navigate anti-private-sector policies, large 
firms became the dominant players in the industry. Mumbai, 

12 These included Datamatics (a joint venture between Wang, the U.S. 
minicomputer maker, and ex-employees of TCS), Digital, and Data 
General.

the country’s commercial and industrial capital, became the 
center of the business. In 1980, five of the top eight export-
ers (including the top four) had large-firm pedigrees. Seven 
of the eight, all headquartered in Mumbai, had a 90 percent 
market share (Table 8).
	 The industry changed when the global industry adopted 
the U-W standard in the 1980s and, as we discussed earlier, 
software creation and, within it, programming were modular-
ized. Beginning at that time, coincidentally, the state gradu-
ally abandoned its protectionist, anti-TNC stance. The New 
Computer Policy of 1984 (NCP-1984) reduced import tariffs 
on hardware and software to 60 percent; reclassified software 
exports as a “delicensed industry” eligible for bank financ-
ing and not subject to the intrusive licensing regime (Heeks, 
1996); gave foreign firms permission to set up wholly owned, 
export-dedicated units; and initiated a project to set up a 
chain of software parks that would offer infrastructure at 
below-market costs. In 1985, all export revenue (including 
software exports) was exempted from income tax.
	 The new policies encouraged TNCs to introduce new 
businesses and new business models. Some TNCs (e.g., 
Texas Instruments and Hewlett Packard) did R&D and 
wrote product software using cross-country teams; others 
(e.g., ANZ Bank and Citigroup) wrote custom software for 
in-house use, again using cross-country teams. Thus TNCs 
used approaches that had been successful in other environ-
ments, such as Ireland and Israel.
	 Although the initial entrants, such as Texas Instruments, 
persuaded the government to improve the infrastructure,13 
TNCs still faced daunting communications costs and intru-
sive regulation (Parthasarathy, 2000). Thus product-focused 
TNCs remained small. Domestic firms (e.g., Wipro) that 
tried to imitate the TNC product-software model also failed 
because (1) the domestic markets could not supply adequate 
domain expertise (Athreye, 2005), and (2) there was no 
venture capital industry to speak of.14 By 1990, product 
development accounted for less than 5 percent of exports 
(Heeks, 1996), and, by 1999, it had only increased to 8 per-
cent (Nasscom, 2002).
	 However, the combination of the U-W standard and 
lower costs engendered a successful new business model, 
pioneered by TCS. Domestic firms began to supply software 
programs coded entirely in India, while relying on foreign 
co-vendors for program design and specification. This ap-
proach succeeded because it matched the expertise of Indian 
firms (programming) with the expertise of overseas vendors 
(client understanding, design, and integration) and because 
it reduced costs by keeping programmers at home—although 

13 According to Naidu (2002), Texas Instruments’ decision to enter India 
was conditional on the state providing adequate power and telecommunica-
tions bandwidth.

14 Through the 1980s, domestic venture capital was concentrated in state-
run firms. Two of today’s leading IT firms, Wipro and Infosys, were both 
turned down by state-run venture capital firms in the 1980s.
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the number of personnel dispatched overseas declined slowly 
at first.15

	 Thus Indian firms gradually shifted from exporting pro-
grammers to programming outsourced custom software in 
India. The shift, though gradual, induced many domestic 
firms to enter the market. The number of software firms 
increased from 35 in 1984 to 700 in 1990, and the share of 
smaller firms also rose (Table 9).
	 This shift raised the standards required for physical infra-
structure in India. It also marked a turning point in the role 
of Bangalore, where real estate was cheaper than in Mumbai, 

15 By 1988, 10 percent of the Indian software industry’s labor force was 
located in India; this had risen to 41 percent by 2000 and 71 percent by 2004 
(Nasscom, 1999, 2002 [p.28], 2005 [p.58]).

as a center for software development. Several new firms, 
including Infosys and Wipro decided to locate their facilities 
in Bangalore (Premji, 2003). The first software technology 
park under NCP-1984, with a reliable supply of electricity 
and telecommunications bandwidth, was also located in 
Bangalore. Another advantage of Bangalore over competing 
locations was low labor costs. Unlike Mumbai and Delhi, 
which had histories of large firms and militant labor unions, 
small companies in Bangalore had relatively few problems 
with unions (Heitzman, 1999).
	 In addition, Bangalore, the capital of Karnataka, is located 
at the center of the four southern states, Karnataka, Tamil 
Nadu, Andhra Pradesh, and Kerala, which together produce 
52 percent of India’s engineering graduates. Bangalore’s 
best known academic institution, the elite Indian Institute of 

TABLE 8  Top Eight Indian Software Exporters

Rank
Firm, HQ
1980

Firm, HQ
1990

Firm, HQ
2004 Founder, Education, Experience

1 TCS, Mumbai TCS, Mumbai TCS, Mumbai Kanodia (MIT)
2 Tata Infotech, Mumbai Tata Infotech, Mumbai Infosys, Bangalore Murthy (U. Mysore, IIT Kanpur)
3 Computronics, Mumbai Citibank, Mumbai Wipro, Bangalore Premji (Stanford) and Soota (IISc)
4 Shaw Wallace, Kolkata Datamatics, Mumbai Satyam, Hyderabad Raju (Loyola College, Chennai; Ohio U)
5 Hinditron, Mumbai Texas Instruments, Bangalore HCL, Delhi Nadar (PSG College, Coimbatore)
6 Indicos Systems, Mumbai Dell, Mumbai PCS, Mumbai Patni (MIT)
7 ORG, Mumbai PCS, Mumbai i-Flex, Mumbai Hukku (BITS, Pilani) (TCS, Citicorp)
8 Systime, Mumbai Mahindra-BT, Mumbai Mahindra-BT, Mumbai Mahindra (Harvard)

Total Market Share 90% 65% 38%

Notes:
1.	� IBM was probably in the top eight firms in 2004 (it was ranked 6th in 2002), but the company has not given permission for its name to be displayed in 

subsequent Nasscom rankings: http://www.nasscom.org/artdisplay.asp?art_id=4413#top20 (downloaded August 26, 2005).
2.	� Column 5 data is for firms listed in Column 4.
Sources: Heeks, 1996 (p. 89), for columns 2 and 3; Nasscom, 2005 (p. 76), for column 4; company websites and authors’ interviews for column 5.

TABLE 9  Exports of Indian Software

Year
Total Exports 
($ millions) Number of Firms Average Revenue per Firm ($) Average Revenue per Employee ($)

Exports/Total Revenue 
(percentage)

1980 4.0 21 190,476 16,000 50.0
1984 25.3 35 722,857 18,741 50.0
1990 105.4 700 150,571 16,215 n/a
2000 5,287.0 816 7,598,039 32,635 71.8
2004 12,200.0 3170 7,003,154 35,362 73.9

Notes:
1.	Data for 1980, 1984, and 1990 are from Heeks, 1996 (pp. 72, 73, 87, and 88).
2.	Data for 2000 (financial year ended March 2001) are from Nasscom, 2002, and Nasscom, 2004 (pp. 23, 26, and 64).
3.	� Data for 2004 (fiscal year ended March 2005) are from Nasscom, 2005 (pp. 75–76). 2004 data for number of firms and average revenues are based on 

figures for software, software services, and IT-enabled services combined because disaggregated data are not available.
4.	� Number of employees for 1980, 1984, 1990, 2000, and 2004 was 250, 1,350, 6,500, 162,000, 260,000, and 345,000, respectively. Data for 1980–1990 are 

from Heeks, 1996. Data for 2000 and 2004 are from Nassscom, 2004 and 2005.
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Science (IIS), was established in 1909. Most IIS graduates 
and most research were directed toward the public sector, 
but some indirectly supported Bangalore’s development in 
software. This was because the government had decided to 
locate several high-technology state-owned enterprises there, 
thus creating a trained labor force (Balasubramanyam and 
Balasubramanyam, 2000). However, according to some in-
dustry observers, the quality of that labor force was dubious 
and could meet only a small part of the software industry’s 
needs (Ramadorai, 2002). The biggest success related to IIS, 
Wipro Technologies (India’s third largest software exporter), 
was founded at IIS by a group of engineers working under 
Ashok Soota (Parthasarathy, 2003).
	 Policy reforms in the 1990s and 2000s reduced import 
tariffs to near zero16 and regularized foreign ownership, in-
tellectual property protection, venture capital, stock market 
listing, and telecommunications policies to global best prac-
tices. In addition, technological changes during this period, 
particularly the Internet, led to a sharp decline in data storage 
and transmission costs. These changes attracted a new round 
of TNCs, particularly foreign outsourcers and U.S.-based 
start-ups, and provided new opportunities for existing firms 
in remote software services, such as e-mail management and 
remote software maintenance (Table 4).
	 Interestingly, TNCs initially focused on programming 
only, which was the approach adopted by domestic firms. 
The TCS remote-programming method was used for in-
house product development by Texas Instruments, Agilent, 
Hewlett Packard, Oracle, and General Electric, as well as 
for services by ANZ Bank, ABN Amro Bank, Accenture, 
IBM, and Dell. During this phase, TNCs and foreign start-
ups overwhelmingly chose Bangalore for their IT operations 
(Naidu, 2002).
	 Over time, the level of sophistication of work done in 
India rose. As Table 10 shows, routine programming work 
and maintenance accounted for 68.9 percent of total export 
revenue in 2001, but fell to 58.5 percent by 2005. During this 
period, foreign firms earned 14.5 percent of total revenues 
in 2001 and 31 percent in 2005. We believe that there was 
a causal relationship between the declining share of routine 
work and the entry of foreign firms doing more sophisticated 
work.17 Data provided by Sridharan (2004) supports this 
inference; he notes the presence of 230 TNCs in Bangalore 

16 The reduction of import tariffs was a key feature of the 1990s reforms. 
These tariffs had risen to 110 percent by 1991 but were reduced to 85 per-
cent in 1993, 20 percent in 1994 for applications software and 65 percent 
for systems software, and to 10 percent for all software in 1995 (Heeks, 
1996). Duties on hardware ranged from 40 percent to 55 percent in 1995, 
but by 2000 they had come down to 15 percent for finished goods, such 
as computers, and had been eliminated for components (microprocessors, 
storage devices, ICs, and subassemblies, display screens, and tubes, etc) 
(Indian Ministry of Finance, 2000).

17 Unfortunately, data on employment in foreign firms is not available, 
so causality cannot be proved. In 2001, the only year for which data are 
available, foreign firms employed 13 percent of the workforce (Nasscom, 
2002).

employing about 25,000 engineers in R&D work by 2001 
and an estimated 30 to 40 chip-design start-up firms all over 
India between 1999 and 2002.
	 Of course, several domestic firms also do high-end work. 
Wipro, the third largest domestic firm, with 14,000 employ-
ees, provides contract R&D services and filed 68 U.S. patents 
on behalf of overseas clients in 2005 (Premji, 2006).
	 As the share of routine programming work declined, the 
share of engineering services, R&D, and product develop-
ment rose from 8 percent in 1999 to 23 percent in 2005 
(Nasscom, 2002, 2006).

Case Studies of Software Products Offshoring

	 Although a comprehensive study of value-added work 
in offshored software development is not presented here, 
evidence from case studies is provided to support the sec-
toral shift discussed above. In this section we present some 
examples based on our interviews. From these descriptions, 
the key constraints in performing higher value-added work 
appear to be the recruitment and retention of qualified per-
sons and the small size of domestic markets.
	 Problems with recruitment and retention derive from 
earlier problems with educational policy and minimal in-
teractions between universities and industry (Parthasarathi 
and Joseph, 2002). Until recently, faculty at even the best 
engineering institutions, almost all of which are public uni-
versities, were not required to conduct research. Those who 
chose to do so faced, according to the government’s own 
reckoning, severe problems: “obsolescence of facilities and 
infrastructure are experienced in many institutions . . . the 
IT infrastructure and the use of IT in technical institutions 
is woefully inadequate . . . the barest minimum laboratory 
facilities are available in many of the institutions and very 
little research activity is undertaken . . . engineering institutes 
have not succeeded in developing strong linkages with indus-

TABLE 10  Share of Foreign-Firms’ Revenue and Share 
of Custom Programming and Applications Management 
Work in Indian Software Exports

Financial Year 2001 2002 2003 2004 2005 2006 (E)

CAD and AM 
($ billions)

3.65 4.40 4.87 5.98 7.67 10.16 

Total software 
exports 
($ billions)

5.3 6.16 7.1 9.8 13.1 17.1

Share of CAD/AM 
(percentage)

68.9 71.4 68.6 61.0 58.5 59.6

Share of foreign 
firms’ revenue 
(percentage)

14.5 22.0 26.0 31.0 31.0 n/a

Notes: CAD = custom application development. AM = applications 
management.
Sources: Nasscom, 2006 (pp. 47, 59, 60, 70); 2005 (pp. 50, 51); 2004 
(pp. 36, 40); 2003 (p. 39); 2002 (pp. 29, 30).
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try . . . the curriculum offered is outdated and does not meet 
the needs of the labor market” (Indian Ministry of Human 
Resource Development, 2001). Until very recently, nearly all 
of the best students migrated (Siwek and Furchtgott-Roth, 
1993), although this may already be changing as opportuni-
ties at home increase.
	 Small domestic markets have also limited the ability of 
Indian engineers to move up the value chain. As Rosenberg 
and Mowery (1979) have argued (in a more general con-
text), vendors become technologically sophisticated through 
understanding customer preferences. D’Costa (2002) has 
criticized the dependence of the Indian software industry on 
exports. He argues that international outsourcing of software, 
although lucrative, discouraged domestic firms from doing 
more complex projects at home because “excessive depen-
dence on outsourcing limits the synergy between vibrant 
domestic and foreign markets.”
	 For purposes of this discussion, we consider software 
product development by two types of firms, start-ups and es-
tablished firms. The former are dependent on venture capital 
and tend to be staffed very tightly. For start-ups, coordination 
costs are a large share of total costs. Established firms have 
sources of revenue, a more reliable labor pool, and, perhaps, 
an interest in establishing a base in China or India for access-
ing domestic markets. In consequence, established firms may 
use offshoring as a non-integral part of product development, 
for purposes such as product upgrades and second-generation 
product maintenance.
	 Both types of firms also are known to use outsourcing as 
a strategy rather than doing work in house, despite concerns 
about the protection of intellectual property, labor force 
control, and management efficiency (Mukerji, 2006). Off-
shoring of product development (including engineering and 
R&D services), whether outsourced or done in house was 
estimated to be an $8 billion industry in 2005 (Nasscom, 
2006), about 4 percent of the software product industry. 
In 2005, India was the largest participant, generating rev-
enue of $3.9 billion in this segment. Israel came next, with 
$750 million.18

Case Study: Agilent Technologies19

	 Agilent Technologies, which produces test and measure-
ment equipment, chose India as a base for software develop-
ment in 2001. India offered a potential talent pool, a mature 
judicial system, favorable protections for intellectual prop-
erty compared with other developing countries in Asia, and 
mature management talent. Nevertheless, because of some 
concerns about intellectual property protection and manage-
rial control, the company decided to do most of the work in 

18 Sources: Nasscom, 2006 (p. 47), and Torrisi, 2002 (pp. 9 and 18). 
Torrisi’s data are extrapolated for Israeli exports in 2005 and may not be 
entirely accurate.

19 Based on Dossani and Manwani, 2005.

house rather than outsourcing it (although some software 
maintenance and programming work was outsourced). To 
address these concerns and concerns about reversibility in 
the event of failure, there was a six-month overlap in staffing 
between the United States and India.
	 The work began with simple activities and moved to more 
complex activities over time (see Figure 2). The engineering-
services group was the first user of the Indian operations. The 
initial work was providing parts lists to customers worldwide 
and data entry for the CAD group in the United States. Over 
time, most support services were moved to India.
	 In  ea r ly  2002 ,  the  second  Agi len t  use r,  the 
communications-solutions group, established a 10-person 
team to automate test suites for Netexpert, one of Agilent’s 
projects. However, a lack of coordination between the In-
dian and U.S. teams led to the initial failure of this experi-
ment. The situation improved after the time allocated for 
coordination was increased and a quality-enhancement pro-
gram was introduced in the Indian operations. By 2005, the 
development and maintenance of Agilent’s EDA software 
products were being done jointly by multicountry teams 
located in both countries.

Case Study: Broadcom

	 Broadcom, a Silicon Valley-based fabless chip firm, 
acquired an India operation through the acquisition of Ar-
media Labs, another Silicon Valley-based company founded 
in 1997 to develop a single-chip (popularly, system-on-
a-chip [SOC]) for high-definition TV. From its inception, 
Broadcom’s work in Silicon Valley was tightly integrated 
with work at its Bangalore subsidiary, except for market 
development, for which the Silicon Valley team took respon-
sibility (Khare, 2006). All other work, such as the design 
and development of embedded software and libraries was 
shared.
	 When Broadcom acquired Armedia in 1999, its 25-person 
Indian subsidiary became Broadcom India. Broadcom sub-
sequently expanded the team and brought in complementary 
technology for SOC work, such as in graphics and digital 
conversion and processing. By 2006, the team in Bangalore 
had grown to 190. Employees were, as in the firm’s San 
Jose offices, divided into functional teams, each of which 
was part of a global team consisting of engineers in San Jose 
and Irvine, California; Israel; Andover, Massachusetts; and 
Singapore.
	 As of 2006, product development was driven by the 
engineering director of the project, based in San Jose, and 
the marketing team, based in Irvine. The team might consist 
at any one time of more than 100 people located in various 
places who travel, as needed, from one location to another. 
The final chip-integration design (tapeout), which may take 
as long as two months, is always done at one location because 
of the need for close coordination. Tapeout was initially done 
either in San Jose or in Irvine, but is increasingly being done 
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FIGURE 2  Activity transfer to Agilent’s Indian operation, by date. Source: Dossani and Manwani, 2005.

in Bangalore. Early in the chip-development process, one of 
these three locations takes the lead.
	 The logic for Bangalore sharing the lead position in prod-
uct development, a status not granted to other locations (such 
as Andover, Israel, and Singapore), is a logic of scale and 
capability. From 2003 to 2005, the Indian team had filed for 
140 U.S. patents and been granted 10. From 2006 onward, 
the firm expected that the Indian team would be granted 25 
to 30 patents annually. According to the CEO of Broadcom 
India, these numbers are comparable to U.S. patent rates 
(Khare, 2006).
	 Despite the progress of the Bangalore team, proxim-
ity still matters in some cases. Once a chip has been fully 
designed (after tapeout), software libraries and firmware 
are necessary to accommodate the specific requirements of 
customers, which may change considerably after the product 
is released. Understanding customer needs turned out to be 
difficult from Bangalore. Hence, in the event that the project 
is led by Bangalore, one member of the Bangalore team is 
sent to the United States for an eight-week rotation after the 
first release and until maturity (Khare, 2006).
	 The CEO also noted that the main challenges to having 
operations in different locations is the time it takes to estab-
lish respect among teams and to build a large enough team 
with the high level of skills necessary for chip development. 
By comparison with Silicon Valley, where putting together 
a 100-person skilled team of ASIC designers might take up 
to 18 months, putting together a similar team in India might 
take a good deal longer. To improve skill levels, Broadcom 
India recruits engineers from the United States, mostly of 
Indian origin, as a result of which about 5 percent of its 
Indian workforce is Indian expatriates. Initially, the Indian 
recruits were experienced engineers who were hired away 

from competitors. Because of low attrition rates, however, 
the average work experience of engineers at Broadcom India 
is now more than nine years. Thus the company can now 
recruit from universities and offer internships to university 
students.
	 This hybrid approach has two major payoffs. First, de-
spite the recruitment of expatriates, costs in India average 
one-third of costs in the United States. Second, the center of 
expertise is growing not only in Broadcom India, but also in 
Bangalore generally, in embedded software and very large 
chip development.

Case Study: Hellosoft

	 Hellosoft is a Silicon Valley start-up established in 
2000 and funded by U.S., Taiwanese, and Indian venture 
capitalists. The company provides high-performance com-
munications intellectual property for VoIP and wireless 
devices. From the beginning, the firm intended to use Indian 
engineers to create its intellectual property. All R&D is 
conducted by a subsidiary located in Hyderabad, India, that 
employs more than 100 digital signal-processing engineers 
(Yarlagadda, 2005). The Hyderabad center develops soft-
ware for advanced cell phones and networking technologies. 
Marketing and sales are located in the company’s headquar-
ters in San Jose.

Case Study: Ketera Technologies20

	 Ketera Technologies, headquartered in Santa Clara, Cali-
fornia, provides inventory-management software on demand 

20 Information based on a case study compiled by Shah (2005).



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

62	 THE OFFSHORING OF ENGINEERING

(i.e., software-as-a-service). As of 2005, the company had 
150 employees worldwide. Its objectives for having subsid-
iaries in India was to cut costs and speed up time-to-market. 
In 2002, the company established a relationship with an In-
dian vendor, which had a peak of 105 workers in June 2004. 
The engineers in the India operations worked on software 
development and mundane tasks, such as configuring soft-
ware for customers and other support services.
	 The relationship with the vendor turned out to be un-
satisfactory because the engineers there were relatively 
unproductive and attrition rates were high. In addition, the 
U.S. operation was understaffed as a result of the 2001–2003 
downturn. For example, there was only one architect for 
about 80 engineers, less than half the norm.
	 In late 2004, the firm created its Indian subsidiary and 
transferred the work in phases, beginning with software 
programming. The company also decided to shift its product 
management to India. To ease coordination problems, staff 
was added in the United States.
	 It took about nine months for Ketera to hire 75 engi-
neers in Bangalore. Close coordination was essential to the 
company’s success; product management was divided be-
tween the U.S. and Indian teams, with the U.S. team taking 
responsibility for market requirements and the Indian teams 
converting those into product specifications.
	 A key challenge in new-product development is measur-
ing team productivity. Unlike well specified software, for 
which productivity can be measured by error rates or lines 
of code, a “new level of complexity” (Shah, 2005) is always 
associated with the release of a new product, which makes 
measuring productivity difficult.

Case Study: Netscaler 21

	 Netscaler was founded in 1998 to redesign a specific 
component of infrastructure used in regulating traffic flow 
on the Internet. After Netscaler had developed the product, 
the company realized some functionality had to be added 
to attract customers who were wary of moving from legacy 
products to the Netscaler product. Because Netscaler was 
constrained financially and needed to cut costs, in 2001 it 
hired an Indian outsourcing firm, NodeInfoTech, to help 
develop the new features.
	 The success of this contracting arrangement convinced 
the company to establish Netscaler India, which was staffed 
by many of the developers from NodeInfoTech (Tillman 
and Blasgen 2005). In 2004, Netscaler India employed 
approximately 60 engineers to develop other features and 
planned to grow to 200 employees by 2005 (Hindu Business 
Line, http://www.thehindubusinessline.com/, downloaded 
1/13/2006). At that point, however, it was purchased by 
Citrix Systems for $300 million.

21 This discussion of Netscaler is based on Tillman and Blasgen (2005) 
and Jagadeesh (2006).

	 The reason Netscaler formed a subsidiary rather than 
continuing to outsource was to increase the number and so-
phistication of projects done in India and encourage tighter 
engineering integration (Tillman and Blasgen, 2005). After 
its initial foray into India, Netscaler offshored high-value 
work to its subsidiary and outsourced some lower level 
engineering support to local Indian vendors. Having Indian 
and U.S. internal engineering teams made it possible for 
Netscaler to provide all levels of support 24 hours a day. As 
the Indian team grew, it became feasible to add a technical 
writer in India to provide software documentation.

Case Study: Tensilica 22

	 Tensilica is a Silicon Valley start-up established in 1997. 
The company, which has 120 employees worldwide, de-
velops and licenses its embedded processor technology to 
SOC suppliers. The downturn of 2001 affected demand for 
Tensilica’s products and led the firm to consider shifting 
second-generation work, such as adding features and im-
proving product reliability, to India, thus freeing up expen-
sive U.S.-based engineers for new-product development. To 
save on initial setup costs, and because the firm did not have 
a brand name in India to help recruit the best talent, Tensilica 
decided to begin working with a vendor, eInfochips, and then 
transfer to a subsidiary over time.
	 The initial work involved adding features to an existing 
product, such as improving the graphical user interface. An 
experiment with quality assurance was unsuccessful because 
it required too much U.S. management time. In general, coor-
dination costs were much higher than expected. e-Infochips 
agreed to let Tensilica handle recruitment, but this turned out 
to be much more difficult than expected because the level 
of skills available was too low. In addition, some qualified 
engineers were unwilling to work for an outsourcer.
	 In January 2006, Tensilica transferred engineers from 
e-Infochips to its own subsidiary, which, as of September 
2006, employed 15 persons, or 12 percent of Tensilica’s 
workforce. Without the veil of an outsourcer, recruitment 
became much easier, and attrition rates have fallen. After 
working with the India team for a year, the company has also 
greatly reduced coordination costs. The company now does 
work that involves much more complexity in India.

Case Study: SAP

	 SAP, a large German applications software firm, began its 
offshoring operations to Bangalore in 2000. Initially, a CRM 
project was supported from India. About 40 percent of the 
programming work for the project was done in Bangalore. 
The work was done on an ad hoc basis. Project managers 
based in SAP’s German offices would request programming 

22 Based on Dixit (2005, 2006).
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support from the Bangalore operations when needed, on a 
short-term basis.
	 Despite the success of this approach, SAP found that attri-
tion rates in its Bangalore operations rose to over 30 percent. 
A workforce analysis revealed that its Bangalore team would 
have to be given more responsible and long-term work in or-
der to induce them to stay on with SAP. The firm responded 
in 2003 by shifting all the programming work for selected 
projects to Bangalore, while retaining the management of the 
project in Germany. This approach enabled Bangalore-based 
engineers to offer all the programming support for a project 
through the life of the project.
	 While this approach led to a reduction in attrition, the 
coordination required to manage complete projects globally 
was proving to be very high. In 2004, SAP shifted the work 
of some project and sub-project (component) managers to 
Bangalore in order to ensure that engineers only reported 
locally. This approach proved to be so successful that, by 
2006, SAP had grown to 3,200 persons in Bangalore. The 
Bangalore operations were given the status of a “Global 
Development Center” (i.e., it had achieved across-the-board 
capabilities to support any of SAP’s projects globally). This 
is a status hitherto granted by SAP only to its operations in 
Germany, Palo Alto in the United States, and Tel Aviv, Is-
rael. SAP Bangalore was also designated as SAP’s center of 
excellence for several verticals, including oil and gas, steel 
and telecommunications. Attrition rates by the end of 2006 
were at industry-standard rates of 12 percent.

Lessons from the Case Studies

	 Extrapolating from this admittedly small base of infor-
mation, we found two basic models: (1) offshoring as a 
supplement to onshore operations (i.e., the purpose of the 
offshore facility is to lower costs and/or accelerate product 
or product-line extensions); and (2) offshore operations as 
an integral part of the business model. The ultimate goal in 

TABLE 11  Stages of Software Offshoring to India by U.S. Firms

Firm Type of Work
Initial Stage 
Onshore

Offshoring 
Stage 1

Reason for Stage 1 
Offshoringa

Offshoring 
Stage 2

Reason for Stage 2 
Offshoring

Agilent Embedded software In house In house,  
not integral

Control In house, 
integral

Coordination stabilized in 
Stage 1

Broadcom Chip design In house In house,  
integral

Scale

Hellosoft IP development Offshoring operations 
from the start

Integral

Ketera Software-as-a-service In house Outsource,  
not integral

In house, 
integral

To improve coordination and 
resolve labor-quality issues

Netscaler Router software In house Outsource,  
not integral

In house, 
integral

To undertake more complex 
product development

Tensilica Embedded processor In house Outsource,  
not integral

Rapid ramp-up In house,  
not integral

To improve coordination and 
resolve labor-quality issues

SAP Applications development In house In house,  
not integral

Cost and scale In house, 
integral

To improve coordination and 
resolve labor-quality issues

	 ain addition to labor cost arbitrage

both models is for the India business to become an integral 
part of the company.
	 Interestingly, both start-ups and established firms often 
begin by using an outsourced provider rather than establish-
ing their own facilities. One advantage of outsourcing is 
that operations can be ramped up quickly. In addition, the 
company may learn about the Indian environment through 
the operation of the outsourcer, thereby facilitating the later 
establishment of a subsidiary.
	 There are also risks to this approach. First, as a company 
cedes control over the labor force to an outside vendor, it 
risks losing control of its intellectual property and also its 
ability to respond directly to attrition. Second, because the 
ultimate goal for both new and established firms appears to 
be that the India operations become integral to the business, 
a subsidiary must be established at some point. Integration 
into the company may sound like an irrevocable end point, 
but we have observed cases of firms that later contracted 
out routine in-house work. Established firms have less criti-
cal cost concerns and are, therefore, more likely to create a 
subsidiary and begin in-house work right away. Third, in 
all cases, coordination costs have been surprisingly high, 
not because of inadequate communications facilities, but 
because of the complex nature of the work. Fourth, finding 
and retaining qualified persons for higher value-added work 
is difficult, most likely because of the small size of India’s 
domestic markets and its inadequate educational system.
	 Table 11 provides a summary of the stages of offshor-
ing described in the case studies. Undoubtedly, evolution 
will continue. For example, Agilent India plans to increase 
outsourcing once the offshoring process is stabilized.

THEORETICAL FRAMEWORK

	 A framework for offshoring of software services in in-
ternational trade requires some definitions, some as basic 
as a definition of “service.” Most people agree that “manu-
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facturing” is a process that involves the transformation of a 
tangible good. Most people also agree that, in many cases, 
manufacturing does not require face-to-face contact between 
the buyer and seller. Usually, manufacturing creates a good 
that can be stored, thereby allowing a physical separation of 
the buyer and the seller.
	 “Services” have been defined as the opposite of manufac-
turing in many respects. Services are transactions that involve 
intangible, non-storable goods, and client and vendor must 
be face-to-face when the service is being delivered. For ex-
ample, Gadfrey and Gallouj (1998) define services as goods 
that are “intangible, cosubstantial (i.e., they cannot be held 
in stock) and coproduced (i.e., their production/consumption 
requires cooperation between users and producers).” This 
is obviously true when the service requires customization, 
such as receiving a haircut, but is also true when the “service 
experience” does not require customization, such as when a 
bank client wants to check the bank’s home loan offering, or 
even proximity, as when a customer wants to check a bank 
balance.
	 Thus certain services are intrinsically more difficult to 
offshore than manufactured goods. When a service activity 
is considered as a totality, it indeed appears to resist reloca-
tion. In fact, very few service operations can be done only on 
the computer (the modern form of “mundane work”). Most 
services require at least some level of face-to-face interac-
tion, either among coworkers or with persons outside the 
organization, such as vendors and clients.
	 Following Bhagwati’s (1985) framework, we divide ser-
vices that require proximity between user and provider into 
three categories:

	 1.	 Mobile user-immobile provider (e.g., a cell-phone user 
who visits a service center for a software upgrade).

	 2.	 Immobile user-mobile provider (e.g., a software 
consultant who visits a client prior to designing an 
IT system to understand the information flows in the 
client’s business).

	 3.	 Mobile user-mobile provider (e.g., two delegates at a 
conference who exchange information through Blue-
tooth-enabled laptops).

	 For software services, the required interaction between 
seller and consumer has been substantially reduced. Ad-
vances in information technology have made possible the 
parsing of the provision of certain services into components 
requiring different levels of skill and interactivity. Besides 
the standardization of hardware and software platforms 
and the reduced cost of computing power, new language-
structuring mechanisms, such as object orientation, have 
been developed. In addition, the Internet allows for the 
standardization of data-transmission platforms. As a result, 
certain portions of serviced activities—that might or might 
not be skill-intensive and that require little face-to-face in-
teraction—can now be relocated offshore. Digital technology 
has made this possible.

	 The first fundamental change with digitization was that 
service flows could be converted into stocks of information, 
making it possible to store a service. For example, a consul-
tant’s assessment that once had to be delivered to a client in 
person could now be prepared as a computer document and 
transmitted via e-mail or, better yet, encoded into software. 
Easy storage and transmission allowed for the physical sepa-
ration of client and vendor, as well as their separation in time. 
In addition, services could be separated into components that 
were standardized and could be prepared in advance (such as 
a template for the assessment) and components that were cus-
tomized for the client (such as the assessment itself), which 
were non-storable. By taking advantage of the subdivision 
of tasks and the economies of the division of labor, costs 
could be reduced by having lower cost laborers prepare the 
standardized components, possibly at another location.
	 The second fundamental change was the conversion of 
non-information service flows into information service flows. 
For example, the assessment of information-technology 
needs for an automobile assembly line, which had required 
a site visit to make the assessment, can now be made through 
virtualization models of the assembly line delivered over the 
Internet. Once converted to an information flow, the service 
may then be converted into a stock of information, which can 
reduce costs through the standardization of components and 
remote production.
	 Third, by enabling the low-cost transmission of digitized 
material, digitization accelerated the offshoring of services. 
Early on, services, such as the writing of software programs, 
which were offshored to India in the early 1970s, were en-
abled by digitized storage, and, in the 1980s, by the standard-
ization of programming languages. Later, in the 1990s, as the 
cost of digital transmission fell, even non-storable services, 
such as customer care, could be offshored.
	 The events that enabled software offshoring did not 
happen all at once and may not even have happened in the 
same way in every country. Israel, for example, was able to 
move quickly to product development for global markets by 
domestic firms. India, by contrast, until a few years ago, had 
offered only routine programming work for more than two 
decades. As of 2006, there was no evidence of successful 
product development that originated in India, although work 
to support product development conceived in developed 
countries was being done.
	 Thus moving to higher stages of work is not automatic, 
sequential, or time bound. Based on the available evidence, 
we cannot specify the conditions for movement to higher 
stages or predict that an exporter will capture a rising share 
of the economic rents (income in excess of cost).
	 At the very least, our case studies suggest that one fac-
tor that can hinder movement to higher stages is the cost 
of global coordination, whether it be between a developing 
country vendor and a developed country consumer or a team 
of vendors located across the world. For this reason, the 
developed-country firm can be compensated for being the 
middleman. Much of the market-related coordination and 
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networking requires developed-country institutions, enabling 
the capture of value by the developed-country firm. However, 
competition is likely to force price compression on devel-
oped-country firms, especially if it comes from developing 
countries. This is happening now with major Indian software 
services firms, which are evolving into systems integrators as 
they develop the requisite skills and customer confidence.
	 The inference is that certain aspects, such as deciding 
on a product and its specification, design, marketing, and 
sales, are usually retained by the importer. But there is 
no guarantee that developed-nation firms will continue to 
maintain this privileged position. For the time being, how-
ever, the exporter’s ability to rise to new stages of growth is 
limited, and developed-country buyers will continue to reap 
the rewards.

CONCLUDING THOUGHTS

	 It is tempting to view software offshoring as the cause of 
unmitigated job losses for U.S. workers. Software offshor-
ing raises fears that, as a result of digitization, skilled jobs 
will rapidly disappear from U.S. shores. This would not 
only leave the United States digitally divided from other 
countries, but would centralize demand for U.S. workers 
in non-offshorable jobs. In software, the argument is often 
made that U.S. workers will ultimately do only those jobs 
that are impossible to offshore, a few of which will undoubt-
edly be highly skilled but most of which will require lesser 
skills, such as information-technology training and hardware 
and software systems integration.
	 Our analysis of the software industry shows that the ef-
fects of offshoring on employment in developed nations vary, 
even though the impact of software offshoring on developing 
countries is to generate increasingly high levels of employ-
ment. The kinds of work initially offshored typically have 
low entry barriers and are subject to automation. Thus ser-
vices exported from developing countries initially lack brand 
value and thus are very different from services exported from 
developed countries. In consequence, there is likely to be 
competition and price compression in these sectors.
	 However, over time, the level of sophistication of work 
being done offshore has risen rapidly. This can be a subtle 
process. As Shah (2005) notes in his discussion of Ketera’s 
offshoring, “The primary challenge [of offshoring most of 
the head count to India] was the lack of informal communi-
cation in our Silicon Valley office. We missed the informal 
hallway and coffee station side chats. We missed going to 
the white-board and brainstorming an idea.” After observing 
the progress of the Indian operation, he concluded, “We then 
realized that the hallway discussions and white-board brain-
storming are still happening [in our firm], but in India.”
	 In summary, there is little doubt that work that is modular-
ized and standardized and does not require regular customer 
contact is more likely to be moved offshore. This was evi-
denced by the rapid offshoring of the programming function. 
As our case studies show, the digital revolution (a catch-all 

term for a series of changes) has increased the scope of work 
in the software supply chain that can be spatially disaggre-
gated and outsourced. Even when a customer interface is 
necessary, it is possible (as the case study of Broadcom India 
showed) to manage customer interfaces remotely through 
“body-shopping” that focuses on understanding customers 
rather than, as in the old days, accessing customers’ software 
and hardware. In the case of Broadcom India, offshore work-
ers are substitutes for U.S. workers.
	 Lowering the costs of some aspects of software develop-
ment lowers total costs and makes a company more com-
petitive globally. It can also make possible the creation of 
new firms that would otherwise not be economically viable, 
as the case study of Netscaler showed. Jobs created by this 
entrepreneurship can be counted against jobs lost to offshor-
ing. As Rakesh Singh, Netscaler’s general manager of Asia 
operations, said, “The cost savings through outsourcing have 
helped us become more competitive and experience rapid 
growth as a company. As a result, we have a lot more em-
ployees in the United States today than we did when we set 
up the India operations” (Tillman and Blasgen, 2005). In this 
case, offshore workers are complements to U.S. workers.
	 Ongoing technological development typical of the soft-
ware industry can both speed up and slow down job losses. 
For example, prior to the establishment of the Internet as a 
reliable medium of digital communication, installing soft-
ware or fixing a software problem required an on-site techni-
cian. In most cases, these tasks can now be done remotely, 
thus reducing the need for on-site work and increasing the 
demand for offshore maintenance. Similarly, the invention 
of the router led to the creation of remote data centers, thus 
reducing the need for on-site storage hardware and support 
services.
	 At the same time, the Internet enables access to many 
more software applications that are developed elsewhere, 
including open-source applications. Raza (2005) notes that 
chip designers who used to offshore components of chip 
development to vendors in India can now usually find some 
components already available in open source, thus reduc-
ing the need for offshoring (although this does not increase 
demand for U.S. software developers).
	 An alternate view of the impact of technological change is 
that, because the developers of new technology are mostly in 
developed nations, a faster rate of technological progress is 
advantageous to employment in developed nations because 
it makes it harder for developing countries to catch up. From 
this point of view, anything that helps developed-country en-
gineers innovate more quickly and efficiently is a plus for the 
developed country. Hence, offshoring software development 
that is a step behind the work being done in the developed 
country enables engineers in developed nations to innovate 
even more and is good for both developing and developed 
nations.
	 As we noted in our introduction, scholars concede that the 
effects of offshoring on the quality of work done in devel-
oped nations are uncertain, because we do not know whether 
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the productivity gains will be captured by the developing 
country or the developed country. This depends on their 
relative productivity gains. Hence many would concede that 
the jobs left for workers in developed nations will certainly 
include low-wage work that cannot be done remotely (such 
as the physical installation of a hard-wired network). Many 
would also agree that short-term unemployment is possible. 
However, they also argue that most of the new work will 
require higher skill levels than are available in developing 
countries, will pay more, and will even leverage work being 
done in developing countries.
	 Based on the experience of offshoring in the manufactur-
ing sector, a second issue is the speed with which services 
offshoring takes place. The decline in manufacturing in the 
United States happened gradually and was accompanied 
by rising revenue per employee, reflecting in part that, as 
the more commoditized parts of manufacturing were being 
outsourced offshore, the more customized or specialized 
parts and some service components, such as design and 
integration, were still being done onshore (Figure 3 and 
Table 12). The slow pace of manufacturing offshoring also 
gave displaced workers time to acquire skills to shift to other 
occupations.
	 As the rate of offshoring in the Indian software industry 
shows, some aspects of software offshoring may be rapid, 
leaving little time for labor-force adjustment. The reason 
for the rapid rate can be attributed to digitization, which has 
been firmly established since the mid-1990s (the Telecom 
Regulation Act of 1996 is often considered a turning point). 
Digital technology has been crucial to the rapidity of services 
offshoring. Unburdened by the need for large factories, off-

FIGURE 3  Share of employment for various economic sectors in the United States, 1970–2004. Source: BEA Statistics (http://www.bea.
gov/bea/dn/nipaweb/) Table 6.5, accessed 10/6/05.
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TABLE 12  Share of Employment in Manufacturing 
Employment in the United States

1970 1980 1990 2004

Employment in manufacturing 18.9% 19.8% 18.7% 14.1%

Source: BLS statistics (http://www.bls.gov) accessed 10/6/05.

shored services can be set up almost as rapidly as workers 
with the requisite skills can be hired. Certainly the growth 
rate of the Indian information-technology industry has been 
much, much faster that in manufacturing offshoring.
	 This raises the question of whether the digital revolu-
tion has done more than provide a one-time boost for Asian 
competitors. Apart from the labor-cost advantage, develop-
ing countries will continue to have a comparative advantage 
for two reasons: (1) economies of scale and scope, and 
(2) specialization.
	 Countries such as India have large labor pools that could 
offer significant economies over smaller labor pools or 
country-specific labor pools. In addition, by locating soft-
ware developers in India, the vendor can supply services 
for clients in different time zones, thus making efficient use 
of capital and real estate. Or, vendors can manage episodic 
peak requirements, such as when a new upgrade of software 
is released, more efficiently.
	 Many efficient practices for offshore software develop-
ment that resulted from the remote software-programming 
businesses were developed in India. Thus remote manage-
ment is emerging as a specialized skill that is applicable in 
a variety of other offshoring situations, such as providing 
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R&D and product-development services. Of course, Indian 
firms with these specialized skills must compete with the 
remote project-management skills developed by global firms 
in other environments (e.g., Accenture’s skills in system 
integration).
	 At the beginning of this paper, we suggested two trajec-
tories in offshoring that might protect employment in de-
veloped countries. The first was that constraints on capacity 
(both educational and infrastructural) in low-cost countries 
might limit the scale of offshoring. Based on the evidence we 
have presented, this is unlikely to happen. The second trajec-
tory was that developed nations would reinvent themselves 
to a higher value-added path. It appears that the only viable 
strategy for developed nations is to develop the capacity to 
generate continuous high-value new opportunities that can-
not be immediately offshored, which will require ongoing 
innovation. Although there is no guarantee that a developed 
country will have the capacity for continuous innovation, 
a country with an open economy that invests in education 
has a better chance than others. We can be hopeful that the 
United States will continue to demonstrate the truth of this 
proposition.
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	 Engineering has always been essential to the global auto-
motive industry, which spends more on research and develop-
ment (R&D) than any other industry except the pharmaceuti-
cal industry (Figure 1).� Ranked by R&D spending, four of 
the top 10 global firms are automotive companies (Figure 2). 
The vast majority of the $55 billion spent on R&D in the 
automotive industry is on development, rather than basic or 
applied research,� and most steps in the vehicle-development 
process require engineers and technicians. A typical new-
vehicle development program costs between $500 million 
and $1 billion and takes two to three years from concept to 
customer. A new-engine development program costs roughly 
$100 million to $500 million, and a new-transmission devel-
opment program costs roughly $50 million to $250 million. 
Thus corporate engineering capability is a key competitive 
differentiator for vehicle manufacturers.

PRODUCT ENGINEERS

	 There are two basic types of automotive engineers—prod-
uct engineers and manufacturing engineers. In general, prod-
uct engineers design cars and trucks and their components. 
Individual product engineers focus on specific systems (e.g., 
braking, steering, or interiors) or specific components within 
those systems (e.g., antilock braking controllers, steering 
columns, or instrument clusters). Product engineers can also 
be development engineers who evaluate prototype vehicles 

� If information and telecommunications technology industries are 
lumped together, the automotive industry ranks third in R&D spending.

� Not all of the companies could estimate the precise split, but the three 
that provided data spent less than 10 percent for research and more than 
90 percent for development.

and tune vehicles in the preproduction phase (e.g., calibrating 
the power train to meet the customer profile for a vehicle). 
Product engineers can also be test engineers responsible for 
performing durability, stress, thermal, or noise and vibration 
testing.
	 Although product engineers have traditionally been 
grounded in mechanical and industrial engineering, as the 
software content of vehicles has increased, the industry 
has increasingly hired electrical, electronics, and software 
product engineers. Many vehicle manufacturers also operate 
advanced engineering departments to search for new ideas 
and develop new technologies for future vehicles.

MANUFACTURING ENGINEERS

	 Manufacturing engineers, who tend to be trained as 
industrial and mechanical engineers, are responsible for de-
termining the most efficient way to produce vehicles. Some 
manufacturing engineers are part of a central engineering 
staff dedicated to production. However, most are located 
in offices at production facilities, such as vehicle-assembly 
plants and component-manufacturing plants.
	 Most firms encourage close coordination between product 
and manufacturing engineers. Design for assembly, design 
for manufacturing, and value engineering require that prod-
uct and manufacturing engineers work together to engineer 
excess cost and waste out of a vehicle.

SUPPLIERS

	 The importance of the supply base cannot be overstated. 
A typical automobile is made of 20,000 to 30,000 indi-
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vidual parts engineered into hundreds of components and 
subsystems. Vehicle manufacturers purchase one-half to 
three-quarters of these parts from their suppliers. All of the 
major vehicle manufacturers spend at least 50 percent of their 
revenue on components from suppliers.� Vehicle manufac-
turers increasingly specify overall system requirements and 
give suppliers free rein to engineer and design a component 
or vehicle subsystem to meet those requirements. This con-
trasts with the traditional business model (which still exists 
for some components),� in which vehicle manufacturers give 
suppliers detailed technical specifications for components. 
Supplier engineers, who frequently work closely with en-
gineers at the vehicle manufacturers, play a critical role in 
introducing technology into vehicles.
	 Many of the hundreds of firms that primarily supply the 
automotive industry have consolidated into global enter-
prises that employ thousands of people in facilities spread 
across the planet. In theory, the industry supply base is 

� Some vehicle manufacturers and suppliers have significant equity 
relationships. In the Japanese keiretsu system, for example, Denso and 
Aisin Seiki, two large Japanese suppliers, are partially owned by Toyota. In 
France, PSA Peugeot Citroën and Faurecia have an equity relationship; and 
Hyundai-Kia and Mobis in South Korea have a similar relationship.

� For more on the rise of the “black-box parts ratio” in automotive product 
development, see Clark and Fujimoto, 1991.

divided into tiers. A tier-one supplier sells directly to the 
vehicle manufacturer (e.g., BorgWarner may sell a trans-
mission to General Motors [GM]). Tier-two suppliers sell 
to tier-one suppliers (e.g., Timken may sell roller bearings 
to BorgWarner). In practice, however, the distinctions are 
often blurred, and some very small firms may sell directly 
to vehicle manufacturers (although these should not be con-
sidered tier-one suppliers for the purposes of analysis). Some 
firms, such as Freescale (formed when Motorola spun off its 
automotive semiconductor business), Siemens, Sumitomo 
Electric, DuPont, and even Microsoft), are not thought of as 
automotive supply firms, although they have large automo-
tive businesses. In addition, many firms supply production 
equipment to the automotive industry (e.g., stamping presses 
or robotics systems) or test equipment (e.g., dynamometers 
and road simulators). All of these firms employ product and 
manufacturing engineers.

PRODUCT ARCHITECTURE

	 Product architecture, the relationship between the func-
tions and structures of the vehicle, greatly influences how a 
vehicle is engineered. The terminology developed by Clark 
and Fujimoto (1991) provides helpful distinctions:
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	 •	 Modular architecture is based on a one-to-one cor-
respondence between functional and structural 
elements.

	 •	 Integral architecture is based on a many-to-many 
correspondence between functional and structural 
elements.

	 •	 Open architecture is based on a mix and match of 
component designs across firms.

	 •	 Closed architecture is based on a mix and match of 
component designs within one firm.

	 Figure 3 illustrates where some typical products fall 
in a product-architecture matrix based on this terminol-
ogy. Lego, the children’s toy, is an example of a perfectly 
modular, closed architecture. The bicycle and PC system are 
examples of products with modular, open architectures. PC 
components, such as printers, displays, and other devices, 
are interchangeable among many manufacturers and are 
mapped closely to specific features (e.g., printers are used 
for printing).
	 Automobiles have traditionally had integral, closed archi-
tectures (although in the past few years, vehicle manufactur-
ers have attempted to reduce costs through modularization). 
The many internal parts of a vehicle are not interchangeable 
among manufacturers, even though the same suppliers may 
make very similar parts for different vehicle manufacturers. 
The integral architecture of the vehicle often forces close, 
coordinated interaction among teams of engineers from 
vehicle manufacturers and suppliers.
	 The product architecture for heavy trucks is significantly 
more modular and open than for cars (e.g., trucks can be 
ordered with engines from different engine manufacturers).

ENGINEERING EFFICIENCY AS A DRIVER OF CHANGE

	 From a financial perspective, most vehicle manufactur-
ers and many tier-one suppliers destroy value, meaning that 
their real market value is lower than the real value of capital 
put into the firm by investors. Most American and European 
automotive firms have lost value in recent years, while most 
Japanese automotive firms have returned value to their inves-
tors (Marcionne, 2006).
	 Although some original equipment manufacturers 
(OEMs) (e.g., Toyota, Honda, Nissan, BMW, and more re-
cently Hyundai) are profitable and create value, the rest have 
not created value for several years. In addition, the fortunes 
of the winning firms and losing firms are diverging. For ex-
ample, in 2006 the value of Toyota, the most valuable auto-
motive firm in terms of market capitalization, was more than 
10 times that of GM. Almost every manager and executive in 
the industry—even at profitable firms—reports tremendous 
pressure to reduce costs and improve performance, reflect-
ing the fiercely competitive nature of the current automotive 
market.
	 In light of the extraordinary R&D costs for a typical ve-
hicle manufacturer (Figure 2), firms that can engineer a ve-
hicle at lower cost and bring the vehicle to market faster have 
an extraordinary advantage over their competitors. Fujimoto 
and Nobeoka (2004), who have studied automotive product 
development for many years, found significant differences 
in efficiency among vehicle manufacturers. Their data show 
that differences in engineering efficiency—as measured 
by engineering hours adjusted for comparison—are actu-
ally increasing between American, European, and Japanese 
automakers. Figure 4 shows the product-engineering hours 
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required for a typical vehicle program averaged for vehicle 
manufacturers from three regions and for four time periods. 
(The data are presented as regional averages to mask the 
identity of individual firms; so, for example, an individual 
Japanese OEM may be less efficient than an individual 
American OEM.).
	 Note that product-engineering loads in the United States 
and Europe increased in the last five-year period (1995–
1999) as a result of significantly more stringent regulatory 
requirements. Fujimoto and Nobeoka (2004) argue that in 
Japan, regulatory requirements cancelled out improvements 
in engineering efficiency; as a result, the number of engi-
neering hours remained about the same. Indeed, returning to 
Figure 2, it is entirely unclear whether vehicle manufacturers 
that spend more on R&D than their competitors have an ad-
vantage or disadvantage. To evaluate R&D output, one must 
also consider the efficiency of the engineering operation.
	 One vice president of engineering reported that his single 
greatest challenge is the pressure “to do more with less.” 
This manager had been asked to meet a corporate target 
of increasing engineering efficiency by 30 percent in three 
years—a remarkably ambitious objective. This particular 
manufacturer measures engineering efficiency by dividing 
engineering output by total engineering costs; engineering 
output is measured by a point system that assigns various 
weightings to the company’s new vehicle programs, sig-
nificant vehicle redesigns (known in the industry as product 
freshenings), and new power trains.
	 The drive to improve efficiency (i.e., to increase engi-
neering output while lowering engineering costs) has led to 
several interrelated developments:

	 •	 pressure to manage a firm’s global footprint more ef-
fectively across the enterprise

	 •	 changes in the working relationship between vehicle 
manufacturers and their suppliers

	 •	 a shift toward a more open model to accelerate 
innovation

The first item, managing the global engineering footprint, is 
the subject of this paper. Items two and three are discussed 
below.

Relationship between Vehicle 
Manufacturers and Suppliers

	 One of the most significant trends in the automotive 
industry in the past two decades has been the emergence of 
mega-suppliers capable of designing and developing large 
portions of the vehicle and, in some cases, manufacturing 
entire vehicles. The focus of the largest tier-one suppliers has 
been shifting from components to full-vehicle systems, or 
“modules.” Their customers, the vehicle manufacturers, have 
granted them greater engineering responsibility and have an-
nounced plans to work more closely with fewer suppliers.

Contract Manufacturing

	 The increasing importance of suppliers in the global 
automotive industry is reflected in the emergence of con-
tract manufacturers. For example, Magna Steyr, a wholly 
owned subsidiary of Magna International, builds complete 
vehicles for several OEMs. In 2005, Magna International 
declared more than $20 billion in automotive sales, making 
it the third largest automotive supplier in the world.� Magna 
Steyr’s production volumes have increased steadily; in 2005, 
the company sold 230,505 units representing $4.1 billion in 
sales to OEMs. The company’s manufacturing complex in 

� 2005 revenue of the top three automotive suppliers: Robert Bosch 
GmbH, $28.4 billion; Denso Corporation, $22.9 billion; Magna Interna-
tional, $22.8 billion (Automotive News, 2005).
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Graz, Austria, includes two assembly plants that build about 
1,000 vehicles a day, including the BMW X3, Mercedes 
E-class and G-class cars, Saab 9-3 convertible, Jeep Grand 
Cherokee, Chrysler 300, and Chrysler Voyager.
	 Magna has also moved into the upstream business of 
contract engineering for automakers, and the company now 
employs 2,300 engineers in 10 locations around the world. 
The largest engineering center, in the Graz complex, employs 
1,000 people. Magna Steyr says it not only completely engi-
neered the 9-3 Cabriolet, G-class; BMW X3; and Audi TT 
coupe and roadster, but also performed engineering projects 
for Alfa Romeo, Audi, Iveco, Lancia, Lincoln, Pontiac, 
Smart, and VW. These projects range from adding a body 
derivative to creating a four-wheel-drive version.
	 The blurring of the lines between OEMs and suppliers 
is reflected in DaimlerChrysler’s Toledo Supplier Park in 
Toledo, Ohio. The 2007 Jeep Wrangler is manufactured at 
this facility with the significant involvement of a variety of 
suppliers. Kuka Flexible Systems, a German company, runs 
the body shop; Magna-Steyr runs the paint shop; and Mobis, 
a Korean company, supplies chassis modules. This arrange-
ment is in sharp contrast to traditional assembly plants, 
where vehicle manufacturers are responsible for all of these 
functions.

A More Open Innovation Process

	 Another result of the tremendous pressure to engineer 
vehicles more efficiently is a migration toward openness in 
the innovation process. Vehicle manufacturers have histori-
cally looked inward for new ideas and better ways to engineer 
vehicles. In the previous section, we described how vehicle 
manufacturers are working more closely with suppliers. They 
are also turning to their competitors, universities, and even 
customers to improve their products through joint programs, 
technology alliances, online technology brokers, and univer-
sity research programs.
	 Vehicle manufacturers have always shared programs 
among their internal brands; for example, a Buick and 
Oldsmobile product from GM might have been given differ-
ent names although they were nearly identical. In addition, 
manufacturers with an equity relationship, such as Ford and 
Mazda, have shared vehicle platforms. However, in the past 
10 years collaborations on vehicle programs have increased 
among manufacturers that do not have an equity relationship 
and that are otherwise fierce competitors in the marketplace; 
examples include the Toyota Aygo and the Peugeot 107, or 
the Pontiac Vibe and the Toyota Matrix.
	 Vehicle manufacturers that do not have equity relation-
ships are also increasingly entering into technology alliances. 
The alliance of most interest in the industry currently is 
an agreement announced in September 2005 among GM, 
DaimlerChrysler, and BMW to develop a new hybrid electric 
power train to surpass the one developed by Toyota for its 
Prius vehicle. GM and BMW have been collaborating on the 

development of hydrogen refueling systems since May 2003, 
and Ford and PSA Peugeot Citroën have been working on 
small diesel engines since March 2000.
	 Vehicle manufacturers and suppliers have increasingly 
leveraged the Internet to solicit new ideas and technical 
solutions to specific problems. Online technology brokers, 
such as NINΣ, Yet2com, and InnoCentive, are like eBay for 
technology. Automakers and suppliers describe a problem 
in detail and request proposals (sometimes anonymously). 
Researchers from all over the world can offer solutions at 
various stages of development, from vague ideas to well 
tested technology. BMW has taken the search for outside 
solutions directly to its own website, where anyone can point 
out a problem or need and offer a solution.
	 Automakers have reached out to universities for decades, 
but the volume of research funding and depth of collabora-
tion seem to be increasing. GM’s collaborative research 
laboratories (CRLs) program, which was established in 
2002, includes 10 long-term strategic relationships with 
professors or teams of professors at specific universities to 
focus research on specific technical areas. An electronics and 
controls CRL, with Carnegie Mellon University, is one of 
the largest; others include an engine technology CRL at the 
University of Aachen and a lightweight-materials CRL at the 
Indian Institute of Science. Ford and MIT have also estab-
lished a multiyear, multimillion dollar research relationship. 
Toyota has pledged as much as $50 million to the Stanford 
University Global Climate and Energy Program.

THE ENGINEER’S PERSPECTIVE

	 At the working level, most automotive engineers inter-
viewed reported that the single greatest change since 1990 
has been the introduction of remarkable new tools that have 
changed their daily work routines. Most of these tools were 
enabled by tremendous advances in information and com-
munications technologies. At first, in 1990, computer-aided 
design (CAD), which enables engineers to fit components 
together in a virtual three-dimensional space, and computer-
aided engineering were specialty areas, and just a few en-
gineers were taught to understand the software. Since then, 
design engineers have had far more exposure to these power-
ful systems. Today, every Ford product engineer either has 
a dedicated UNIX workstation at his or her desk or shares a 
UNIX machine with a neighboring engineer.
	 Access to information has also greatly improved. From 
the company intranet, engineers can access assembly plant 
quality data in real time and call up engineering prints, engi-
neering specifications, and engineering test procedures. They 
can also assess critical data from suppliers.
	 The changing knowledge boundary between OEMs and 
suppliers has had a significant impact on both OEM engi-
neers and supplier engineers. The role of engineers at vehicle 
manufacturers and suppliers has changed as the structure of 
the industry has changed. When Ford spun off many of its 



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

74	 THE OFFSHORING OF ENGINEERING

automotive-parts businesses to form Visteon, engineering 
work that had been done in house (e.g., axle engineering) 
was moved to the new company. The same thing happened 
when GM spun off Delphi. Several OEM engineers de-
scribed the change as shifting from a designer of components 
and subsystems to a systems integrator. Several supplier 
engineers noted that their customers now grant them greater 
autonomy to design components (or even full-vehicle sys-
tems)—although the degree of autonomy varies by vehicle 
manufacturer.
	 Finally, some engineers stated that they are much more 
aware of potential legal liabilities related to their daily work 
than they were 10 years ago, which has changed the way they 
document information. Many engineers also mentioned that 
they feel pressured to work more efficiently today than they 
did 15 years ago, because fewer engineers seem to be doing 
more of the work.

Requirements for Entry-Level Engineers

	 The general requirement for entry-level engineers in the 
United States is a bachelor’s degree in engineering or phys-
ics. However, some interviewees noted that the number of 
entry-level hires with master’s degrees has increased.

The Supply of Qualified Engineers

	 Several press reports have suggested that the United 
States is losing its technological lead by graduating fewer 
engineers than India and China. Typical reports state that 
the United States graduated roughly 70,000 undergraduate 
engineers in 2004, while China graduated 600,000 and India 
graduated 350,000 (Figure 5). However, these numbers may 
be misleading. Duke University researchers determined that 
the data were not comparable. The numbers for China and 
India include graduates of three-year training programs and 
diploma holders, whereas the numbers for the United States 
include only graduates from four-year accredited engineer-
ing programs.

GLOBALIZATION

Historical Context

	 The automotive industry has been international since its 
earliest days. Daimler vehicles were produced under license 
in France in 1891, England in 1896, and America (New York 
City) in 1907.� Proximity to customers—wealthy individuals 
in the early days of craft production and mass markets in the 
days of mass production—has always been a key determinant 
for the location of vehicle-production facilities. The devel-
opment of Henry Ford’s system of mass production around 

� For an excellent historical account of globalization in the automotive 
industry, see Sturgeon and Florida, 2000.

1910 was a key enabler of offshoring of vehicle-production 
facilities. Mass production, with its interchangeable parts, 
greatly reduced the amount of labor required to assemble a 
motor vehicle (and reliance on craft assembly skills). This 
led to a proliferation of automotive assembly plants around 
the world to gain access to new markets.
	 American automotive firms were pioneers in the early age 
of globalization. Both Ford and GM established their first 
production facilities outside the United States only one year 
after each company was founded. The early development of 
the “build where you sell” philosophy was driven by the high 
costs of shipping finished vehicles and later by increases in 
trade tariffs in the 1930s. To reduce transport costs, most 
early offshore assembly plants were based on the assembly of 
completely knocked down (CKD) kits. Ford could ship eight 
unassembled Model T CKD kits in the same amount of space 
that it could ship one completed vehicle. Table 1 shows the 
tremendous investment in offshore assembly plants made by 
Ford, GM, and Chrysler prior to 1929.
	 The appeal of CKD kits gained traction during the 1930s 
when higher tariffs and other trade restrictions were imple-
mented by governments around the world. CKD kits were 
assessed at a lower tariff rate in exchange for the investment 
and employment provided by local CKD facilities. Eventu-
ally, offshore CKD plants began to procure components 
locally, especially in Europe where tariffs were high and 
markets were large.
	 Ford and GM followed different paths in Europe. Ford 
established wholly owned subsidiaries that were initially 
tightly controlled by Detroit. GM increased its European op-
erations through acquisitions. In 1926, GM bought Vauxhall 
in England, and in 1929 the company bought Adam Opel AG 
in Germany; Opel was seized by the German government in 
1940 and reclaimed by GM in 1948.
	 By the 1950s, both Ford and GM’s European operations 
were largely autonomous; each had its own engineers who 
designed vehicles specifically for the European markets 
(and, in the case of GM, its own European brands). Each 
had developed extensive local supply chains and no longer 
relied on CKD units shipped from America. In fact, Ford 
and GM’s operations in the United Kingdom and Germany 
were largely autonomous and organizationally distinct. The 
creation of Ford of Europe in 1967 by Henry Ford II, which 
forced the integration of Ford’s German and British units, is 
considered one of the most significant reorganizations in the 
company’s history.
	 The automotive industry in the mid-1960s was domi-
nated by two large markets—America and Europe—and one 
emerging market—Japan. At the time, interregional trade 
in vehicles was insignificant. For the most part, Americans 
purchased vehicles manufactured by GM, Ford, Chrysler, 
and American Motors. In Europe, where national markets 
were far more distinct than they are today, the French bought 
French vehicles, the British bought British vehicles, and so 
on. A firm like Adam Opel, although it was owned by GM, 
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TABLE 1  Ford, GM, and Chrysler Offshore CKD 
Assembly Plants as of 1928

Company
Number 
of Plants Location of Plants (Year Opened)

Ford 
Motor 
Company

24 Canada (1904); England (1911); France (1913); 
Argentina (1915); Argentina (1919); Spain 
(1919); Denmark (1919); Brazil (1919); Belgium 
(1919); Sweden (1922); Italy (1922); South Africa 
(1923); Chile (1924); Japan (1924); Spain (1925); 
Germany (1925); France (1925); Australia (1925); 
Brazil (3 locations, 1926): Mexico (1926); India 
(1926); Malaysia (1926)

General 
Motors

19 Canada (1907); England (1908; not a CKD plant); 
Australia (1923); Denmark (1923); Belgium 
(1924); England (1924); Argentina (1925); 
England (1925); Spain (1925); Brazil (1925); 
Germany (1926); New Zealand (1926); South 
Africa (1926); Uruguay (1926); Indonesia (1926); 
Japan (1927); India (1928); Poland (1928); 
Sweden (1928)

Chrysler 3 Germany (1927); Belgium (1928); England (1928)

Sources: Rhys, 1972; Maxcy, 1981.

was largely managed and operated like a German company. 
The next big automotive production powerhouse—South 
Korea—had not yet appeared on the scene; Hyundai Motor 
Corporation was founded in 1967.
	 The automotive industry underwent a second wave of 
globalization starting around 1970, when international trade 
in motor vehicles—especially fuel-efficient Japanese ve-
hicles—increased in response to the oil shocks of the 1970s. 
In the 1980s, foreign direct investment in manufacturing 
facilities increased. Honda opened the first transplant� in 
Ohio in 1982, beginning a wave of investment that continues 

� A transplant is a foreign-owned manufacturing facility, such as a Toyota 
or BMW assembly plant, located in the United States.

today. Japanese manufacturers followed a similar pattern 
of investment in transplant production facilities in Europe 
a few years later. Beginning in the late 1980s, but greatly 
accelerating throughout the 1990s and the first few years of 
the 2000s, the world’s automotive firms—both OEMs and 
suppliers—underwent a wave of mergers, acquisitions, and 
various kinds of strategic alliances.
	 Today, the level of business integration among vehicle 
manufacturers varies greatly. The list below is organized 
from the most integrated to the least integrated:

	 •	 Merger/Acquisition:  Daimler Benz and Chrysler 
Corp. (until August 2007); Ford and Jaguar; Ford and 
Volvo; Volkswagen and Seat; Volkswagen and Skoda

	 •	 Controlling Equity Stake:  Ford and Mazda; 
DaimlerChrysler and Mitsubishi Motors (until 
July 2005)

	 •	 Non-controlling Equity Stake:  GM and Fiat Auto 
(until February 2005); GM and Fuji Heavy (until 
October 2005); DaimlerChrysler and Hyundai (until 
July 2005)

	 •	 Product-Development Agreements/Shared Plat
forms:  GM Pontiac Vibe and Toyota Corolla (shared 
platform); Peugeot 107 and Toyota Aygo (small-car 
program)

	 •	 Technology Alliances:  Ford and PSA on diesel 
engines; GM, BMW, and DaimlerChrysler on dual-
stage hybrid vehicles; PSA and BMW on small 
gasoline engines

	 This evolution has blurred the distinction between do-
mestic and foreign automakers in all countries, including the 
United States. Ford owns Jaguar, Volvo, and Land Rover and 
a controlling stake in Mazda. GM owns Saab and Daewoo 
and has only recently divested itself of equity stakes in sev-
eral Japanese manufacturers. At the time this was written in 
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2006, Chrysler was owned by DaimlerChrysler AG, a com-
pany based in Germany; 74 percent of DaimlerChrlysler’s 
capital stock was owned by European investors, and the 
single largest shareholder was the Kuwait Investment Au-
thority (DaimlerChrysler, 2005). Some of these international 
relationships are considered great successes (e.g., Renault-
Nissan), but many are considered failures that have destroyed 
shareholder value (e.g., GM-Fiat, Ford-Jaguar).

Current Level

	 Although traditional global business relationships in the 
industry are breaking down (e.g., the GM-Fiat relationship 
has been terminated), the automotive industry today is more 
globally integrated than ever. Figure 6 shows the percent-
ages of employment, sales, and production outside the home 
country for the top 10 vehicle manufacturers (in terms of 
2005 global sales). Because these 10 vehicle manufacturers 
account for about 83 percent of global sales, we can draw 
some conclusions from these data:

	 •	 All 10 automakers sold more vehicles outside their 
home markets than in their home markets. In 2005, for 
the first time, GM sold more than half of its vehicles 
outside the United States; the average for both U.S.-
based automakers, Ford and GM, is slightly more than 
half. For the other eight manufacturers, the percentages 
range from about 70 to 80 percent.

	 •	 Among these 10, the lowest percentage of sales, pro-
duction, or employment outside the home country was 
about 38 percent, but the percentages for all of them 
are increasing. While GM and Ford sales are declining 
in their home market (USA), their competitors’ share 
in the U.S. market is growing.

	 We can also look at globalization from the market per-
spective—how open major national and regional automo-
tive markets are to foreign-brand or foreign-made products. 
Figure 7 shows 2005 sales in the U.S. market divided into 
four-categories: foreign-owned foreign-brands (e.g., Honda); 
foreign-owned domestic brands (e.g., Chrysler); domestic-
owned foreign brands (e.g., Volvo); and domestic-owned 
domestic brands (e.g., Chevrolet). In 2005, 54 percent of 
the vehicles sold in the United States were sold by foreign-
owned firms.
	 Table 2, which compares U.S. data with data from West-
ern Europe, Japan, and Korea, shows that the U.S. market 
is the most open, but penetration of foreign brands and 
foreign-owned domestic brands in other developed markets 
is increasing. Japanese automakers are following a similar 
pattern of building transplants in Europe.� The 26.6 percent 

� Japanese automakers operated 16 transplants (assembly plants) in 
European Union member countries in 2006, producing over 1.5 million 
vehicles (more than double the production for 1995). Japanese automakers 
operated 13 R&D centers in European Union member countries in 2006 
(JAMA, 2007).

penetration of foreign brands in Western Europe includes 
Chrysler vehicles, but not Opel vehicles (owned by GM). The 
38.2 percent penetration of foreign-owned vehicles includes 
Opel vehicles, but not Chrysler vehicles. The 9.0 percent 
figure for Japan includes Mazda vehicles (controlled by 
Ford), and the 26.2 percent for South Korea includes Daewoo 
vehicles (controlled by GM).

The U.S. Market

	 Competition from foreign automakers in the United States 
has steadily increased providing more choices for U.S. 
consumers:

	 •	 Since 1980, several foreign brands have entered the 
U.S. market or dramatically increased their share. For-
eign automakers have attacked their U.S. competitors 
on all fronts. In 1986, Honda made a strong move to 
attract upscale consumers when it introduced the Acura 
brand in the United States. Toyota followed suit with 
the introduction of the Lexus brand in 1989, the same 
year Nissan launched the Infiniti brand.

	 •	 New market segments are being created. Toyota moved 
toward the downscale/hip-youth segment with the in-
troduction of the Scion brand in 2004. DaimlerChrys-
ler introduced the Maybach, a new super luxury car 
that costs more than $300,000.

	 •	 Manufacturers are offering more models to cover all 
market segments. Low-end producer VW tested the 
U.S. market with the high-end Phaeton, while high-end 
producers Audi and BMW have introduced lower cost 
models, such as the Audi A3 and the BMW 1-series.

	 •	 The threat of reentries also looms large. Speculation 
is rampant that both French automakers—Renault 
and PSA Peugeot Citroën—will soon reenter the U.S. 
market.

	 •	 The Koreans have also entered the fray. In 1986, 
Hyundai entered the U.S. market but retreated in the 
early 1990s because of problems with quality. Over 
the past five years, however, U.S. sales of Hyundai 
vehicles have come roaring back as quality has greatly 
improved. Hyundai also acquired majority ownership 
in Kia Motors in 1998, and by 2005, Hyundai/Kia U.S. 
market share had increased to 4.3 percent.

	 Figure 8 shows the increases in sales of foreign-brand ve-
hicles, at the expense of domestic brands, in the United States 
in the past 25 years. The combined U.S. market share of the 
traditional Big 3 automakers since the mid-1980s steadily 
declined to 58.5 percent in 2005. In 1985, GM’s market share 
was slightly more than 40 percent; that figure had dropped 
to 25.8 percent in 2005. In 1985, Ford was number two with 
about 22 percent of the market. Ford’s share crept up to about 
26 percent in the mid-1990s but had dropped back to 18.2 
percent by 2005. DaimlerChrysler’s 2005 U.S. market share 
of 14.5 percent is nearly identical to the 1985 market share 
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FIGURE 9  U.S. sales of foreign-brand vehicles transplant-produced and imports, 1982–2005. Source: Adapted from Center for Automo-
tive Research study prepared for Association of International Automobile Manufacturers Inc.; Automotive News data; U.S. Department of 
Commerce; IMVP.

FIGURE 10  Transplants in the United States. Source: IMVP, 2004; JAMA, 2004.

TABLE 2  Foreign Penetration in Four Developed 
Markets, 2004

Country or Region

Penetration by  
Foreign Brand  
(%)

Penetration by 
Foreign Ownership 
(%)

United States 41.3 51.2
Western Europe 26.6 38.2
Japan 4.2 9.0
South Korea 2.3 26.2

Data sources: ACEA, 2004; JAMA, 2004; KAMA, 2004.

for Chrysler Corporation. The combined share for Japanese 
brands steadily increased from about 20 percent in 1985 to 
almost 34 percent in 2005.
	 As shown in Figure 9, U.S. sales of foreign-brand ve-
hicles were driven by imports through the mid-1980s, when 
they were supplemented by transplant-produced vehicles. 
Figure 10 shows the 17 transplants now sold in the United 
States—14 from Japanese OEMs, one Korean OEM (Hyun-
dai), and two German OEMs (Mercedes Benz and BMW).
	 As of early 2005, transplants employed about 65,000 
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people and accounted for a cumulative investment of more 
than $27 billion, and these figures have rapidly increased 
since then. In April 2006, Toyota announced a major expan-
sion of its Indiana plant. In June 2006, Honda announced 
it would build a new assembly plant in Indiana to begin 
production in 2008. Kia (a brand of Hyundai) broke ground 
for a second assembly plant in Georgia in October 2006.
	 During that same period, Ford closed its St. Louis and 
Atlanta assembly plants, and GM closed its Oklahoma City 
plant. The assembly plant footprint in North America as of 
October 2006 is shown in Table 3.
	 Figure 11 shows light-vehicle production for domestic 
plants and transplants in the United States since 1982. Over-
all U.S. production has hovered around 12 million vehicles 
since 1994, so in a sense, the industry remains relatively 
healthy. However, Figure 11 shows a gradual, but relentless 
shift from domestic plants to transplants, which produced a 
record 3.58 million vehicles in the United States in 2005. By 
2006, when the new Hyundai plant in Alabama and the new 

TABLE 3  North American Assembly Plant Footprint as 
of October 2006

Manufacturer United States Canada Mexico
North America 
Total

GM 17 1 3 21
Ford 10 2 2 14
DaimlerChrysler 8 2 2 12
Other OEMs 14 3 7 24
Totals 49 8 14 71

Notes: Locations that include two assembly plants, such as Honda in 
Lincoln, Alabama, and Toyota in Princeton, Indiana, counted only once 
above. Mercedes plant in Alabama included with DCX USA. This accounts 
for the difference between 14 U.S. transplants shown above and 17 cited 
previously. Other OEMs USA includes NUMMI Toyota-GM facility and 
AutoAlliance Ford-Mazda facility. Other OEMs Canada includes CAMI 
GM-Suzuki facility.
Sources: Automotive News, 2005, and company reports.

Toyota plant in San Antonio had ramped up production, the 
figure had risen to almost 4 million units. Thus roughly one 
of every three vehicles built in the United States is from a 
foreign company.
	 Following the “power train is core business” mantra, all 
major vehicle manufacturers engineer and manufacture en-
gines and transmissions. However, OEMs are increasingly 
sharing engine and transmission programs or obtaining them 
from other manufacturers. A report by the Center for Auto-
motive Research estimated that the engine-production ca-
pacity of foreign-brand automakers in 2003 was 3.5 million 
units, 30.5 percent of the overall capacity in the United States 
(Center for Automotive Research, 2005). Honda has major 
engine-manufacturing facilities in Anna, Ohio, and Lincoln, 
Alabama; Nissan has an engine plant in Decherd, Tennes-
see; and Toyota has engine plants in Georgetown, Kentucky; 
Huntsville, Alabama; and Buffalo, West Virginia. In 1996, 
a similar report had estimated the total engine-production 
capacity of foreign-brand automakers at 1.5 million units. 
Hence, over an eight-year period, foreign engine-production 
capacity increased by 133 percent.
	 Although globalization in the United States has been dis-
ruptive for automakers and parts suppliers, it has generated 
tremendous benefits for U.S. consumers: (1) Americans have 
more vehicle-model choices than ever before; (2) manufac-
turing productivity and quality levels have improved and 
converged among all automakers; (3) vehicle prices have 
fallen in real terms; and (4) significant product enhance-
ments in safety, environmental impact, and performance have 
been made.

The Automotive-Supplier Industry

	 Since the 1990s, suppliers of components—a critical 
link in the automotive value chain—have also undergone 
relentless globalization. Nowadays, vehicle manufacturers 
“shop at the global mall”—that is, they purchase components 
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FIGURE 11  U.S. light-vehicle production (domestic and transplant), 1982–2005. Source: Automotive News data.
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from locations around the globe, regardless of where sup-
pliers’ headquarters are located. Globalization has advanced 
on two levels: (1) suppliers have followed their traditional 
home-market customers to other parts of the world (e.g., 
Denso, a large Japanese supplier, followed Toyota to the 
United States); and (2) suppliers have focused on winning 
business from OEMs based in other parts of the world. Merg-
ers, acquisitions, and spin-offs have led to the creation of 
“mega-suppliers.”
	 Table 4 shows that the top 10 suppliers have significant 
sales volumes outside their home regions. An analysis of 
the top 100 global suppliers (based on 2004 data) reveals 
that 38.3 percent of total sales were to customers outside 
their home markets, with North American suppliers topping 
the list:

	 •	 41.2 percent of sales by North American suppliers in 
the top 100 were to customers outside North America

	 •	 38.2 percent of sales by Japanese suppliers in the top 
100 were to customers outside Japan

	 •	 35.2 percent of sales by European suppliers in the top 
100 were to customers outside Europe

	 A study by the Federal Reserve Bank of Chicago analyzed 
the ELM Guide database, which tracks suppliers to the U.S. 
auto industry (Klier, 1999). As shown in Table 5, in 1997, at 
least 60 percent of suppliers to transplants were domestic. 
The study also sheds light on the importance of geographic 
proximity to customers.
	 Table 6 is based on a study in 2004 by McKinsey and 
the Original Equipment Suppliers Association of 57 large 
suppliers operating in North America. The study showed 
that both European and North American suppliers wanted 
to reduce their reliance on North American OEMs, from a 
high of about 80 percent in 2003 to about 60 percent in 2008. 
Japanese suppliers indicated that they were content with 
their customer mix, which includes about 40 percent North 
American OEMs. In general, diversification of a supplier’s 
customer base away from its traditional home region seems 
to make good financial sense. Some reports indicate that 
OEM financial performance improves as reliance on business 
with the Detroit 3 decreases (e.g., Casesa et al., 2005).
	 The complexity of the global supply base makes measur-
ing the local content of most modern automobiles nearly 
impossible. U.S. vehicles contain thousands of components 
from European and Japanese suppliers, each of which is 

TABLE 4  Top 20 Global Automotive Suppliers by Sales to Automotive OEMs, 2005

Company Home Region 2005 Sales to Auto OEMs (US$ billion) North America (%) Europe (%) Asia (%) Totals (%)

Robert Bosch GmBH EU 28.4 17 69 14
Denso Corp. JP 22.9 21 14 64 1
Magna International Inc. NA 22.8 56 43 1
Delphi Corp. NA 22.6 71 21 7 1
Johnson Controls Inc. NA 19.4 46 47 7
Aisin Seiki Co. Ltd. JP 17.9 18 8 73 1
Lear Corp. NA 17.1 54 38 8
Visteon Corp. NA 15.9 61 24 12 3
Faurecia EU 14.0 11 81 4 4
TRW Automotive Inc. NA 11.7 38 54 8

Source: Automotive News, 2005.

TABLE 5  1997 Proximity of Suppliers to Transplants: Number of Suppliers, Median Distance to Assembly Plant, and 
Percentage Domestic

Company Location Start-Up Year Number of Suppliers Median Distance (miles) Domestic (%)

Honda Marysville and 
East Liberty, OH

1982 507 251 65

Toyota Georgetown, KY 1988 452 285 69
Subaru-Isuzu Lafayette, IN 1987 292 245 60
Diamond-Star (Mitsubishi-Chrysler JV) Normal, IL 1988 286 309 63
AutoAlliance (Ford-Mazda JV) Flat Rock, MI 1987 360 242 71
Nissan Smyrna, TN 1983 460 423 70
BMW Spartanburg, SC 1994 119 477 75
Mercedes Benz Vance, AL 1997 77 610 68
NUMMI (Toyota-GM Joint Venture) Freemont, CA 1984 178 1,966 60
Saturn (GM) Spring Hill, TN 1990 300 462 81
Ford (1970–1980) Dearborn, MI n/a 222 405 89
Ford (1983–1993) Dearborn, MI n/a 301 200 77

Source: Klier, 1999.
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TABLE 6  Customer Mix for 2003 and 2008 (projected)

Customers

European Suppliers Japanese Suppliers North American Suppliers

2003
2008
(Projection) 2003

2008
(Projection) 2003

2008
(Projection)

Korean OEMs 0 4 0 2 1 5
Japanese OEMs 6 17 60 55 8 14
European OEMs 14 18 2 5 11 24
North American OEMs 79 61 38 38 80 57

Source: McKinsey and OESA, 2004.
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FIGURE 12  Some non-U.S. suppliers to the 2005 Dodge Dakota. Source: Automotive News, 2005.

0

10

20

30

40

50

1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005

$ 
b

ill
io

ns

2.5

19.9

35.8

 

fig 13

48.4

FIGURE 13  Purchases of U.S. parts by Japanese automakers, 1986–2005. Source: JAMA, 2006.

built from smaller components and materials from around 
the world. Consider, for example, the 2005 Dodge Dakota 
shown in Figure 12.
	 Foreign-brand automakers are major customers of U.S. 
suppliers. The report by the Center for Automotive Research 
estimated that, in 2003, foreign-brand automakers purchased 
$66.7 billion worth of goods and services from suppliers 
in the United States. Of this total, $49.1 billion was for 
manufacturing/production purposes, and $17.6 billion was 
for non-production purposes (e.g., engineering and design, 
sales, distribution, finance, and port services). As Figure 13 
shows, purchases by foreign automakers from U.S. suppliers 
increased rapidly from 1986 to 2005.

U.S. ENGINEERING WORKFORCE

Overall Employment in the U.S. Auto Industry

	 The automotive industry is one of the biggest employers 
in the United States. According to data from the Bureau of 
Labor Statistics (BLS), the automotive manufacturers and 
suppliers directly employ roughly 1.1 million people (not 
including sales, service, etc.). Figure 14 shows total em-
ployment for vehicle manufacturers and vehicle and parts 
manufacturers. Overall employment in the parts sector has 
declined slightly more (17.4 percent) than in the vehicle 
manufacturing sector (15.5 percent).
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	 However, according to GM and Ford annual reports (GM, 
2005; Ford Motor Company, 2005a), the U.S. automotive 
workforce has undergone dramatic changes:

	 •	 In January 2006, Ford announced its Way Forward 
plan, which included idling 14 manufacturing facilities 
and reducing employment by 25,000 to 30,000. The 
plan calls for reducing North American production 
capacity by 1.2 million units, or 26 percent, by 2008. 
The company also announced a 10 percent reduction 
in salaried costs in North America and a related reduc-
tion in head count of 4,000. Ford recently announced 
plans to accelerate the Way Forward restructuring plan 
by slashing its North American workforce by 44,000 
and reducing fourth-quarter 2006 production by 21 
percent.

	 •	 In 2005, GM announced plans to close 12 U.S. as-
sembly plants by 2008 and reduce its manufacturing 
workforce by 30,000. This will reduce GM’s U.S. 
manufacturing capacity by about one million units. 
GM had already reduced its U.S. manufacturing capac-
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FIGURE 14  Employment in the U.S. automotive industry, 1990–2006. Note: 2006 data are for first half 2006 for NAICS code 3361 for 
motor vehicles and 3361, 3362, and 3363 for motor vehicles and parts. Source: BLS, 2006. 

ity by about one million units between 2002 and 2005. 
GM’s U.S. salaried workforce (including contract 
staff) had been reduced by 33 percent since 2000.

	 •	 At the same time, Hyundai, Toyota, and Honda were 
building new plants and increasing their total employ-
ment and R&D workforce in the United States.

	 U.S. automotive suppliers are under tremendous financial 
pressure as a result of these production cuts by domestic 
manufacturers and downward price pressure by their OEM 
customers coupled with rising costs for steel, aluminum, 
resins, and other materials used to make automotive compo-
nents. Several U.S. automotive suppliers have filed for bank-
ruptcy in the past few years (Table 7), many accompanied by 
substantial reductions in employment.

Engineering Employment

	 It is extremely difficult to estimate the number of automo-
tive engineers in the United States using BLS data. There 
are three NAICS codes for the automotive industry: 3361 

TABLE 7  Recent Bankruptcies of U.S. Automotive Suppliers

Company Date of Filing Total Assets Number of Employees

Delphi Corporation, Troy, Michigan October 8, 2005 $17.1 billion 185,000
Federal-Mogul, Southfield, Michigan October 1, 2001 $10.1 billion 50,000
Dana Corporation, Toledo, Ohio March 3, 2006 $7.9 billion 46,000
Collins & Aikman Corporation, Troy, Michigan May 17, 2005 $3.2 billion 23,900
Hayes Lemmerz, Northville, Michigan December 5, 2001 $2.8 billion 15,000
Tower Automotive, Novi, Michigan February 2, 2005 $2.6 billion 12,891
Dura Automotive Systems, Rochester Hills, Michigan October 30, 2006 $2.0 billion 15,200
Venture Holdings, Fraser, Michigan March 28, 2003 $1.4 billion 12,980
Oxford Automotive,a Troy, Michigan December 7, 2004 $1.0 billion 3,800

	 aOxford Automotive also filed for bankruptcy on January 18, 2002.
Sources: Automotive News, 2005; BankruptcyData.com; company reports.
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TABLE 8  U.S. Employment of Automotive Engineers (excluding R&D engineers)

Occupational Code
NAICS 3361: Motor 
Vehicle Manufacturing

NAICS: Motor Vehicle Body 
and Trailer Manufacturing

NAICS 3363: Motor 
Vehicle Parts Manufacturing

Total of All Three 
NAICS Codes

Engineering Managers 610 570 3,960 5,140
Industrial Engineers 3,390 1,240 14,460 19,090
Mechanical Engineers 1,920 1,360 9,300 12,580
Electrical Engineers 150 110 910 1,170
All Other Engineers 	 n/a 180 7,200 7,380
Total 6,070 3,460 35,830 45,360

All Occupations 256,700 168,840 693,120 1,118,600

Source: BLS, 2005.

TABLE 9  U.S. Engineering/Technical Employment for 
Major Vehicle Manufacturers, 2006

Company

Current Number 
of Engineers and 
Technicians Projection

General Motors 11,500 Decreasing
Ford Motor Company 12,000 Decreasing to 10,000
DaimlerChrysler 6,500 Steady
Japanese companies 3,593 Increasing rapidly
Korean (Hyundai-Kia) 200 Increasing rapidly
German (BMW) 150 Increasing
Total About 34,000

Notes: Technicians may be included. Japanese data includes designers.
Sources: Company reports and interviews; JAMA, 2004.

(motor-vehicle manufacturing), 3362 (motor-vehicle body 
and trailer manufacturing), and 3363 (motor-vehicle parts 
manufacturing). Table 8 shows the U.S. employment levels 
for various types of engineers for all three codes. However, 
engineers whose primary function is R&D (i.e., all product 
engineers) are not included. R&D engineers in the automo-
tive industry fall under NAICS 5417 (scientific research and 
development services). Therefore, numbers in Table 8 are 
mostly for manufacturing engineers.
	 A BLS career brief, Motor Vehicle and Parts Manu-
facturing, compiled using May 2004 data, estimates other 
engineering employment in the same three NAICS codes at 
18,000, which is significantly higher than the roughly 8,600 
shown in Table 8. Using this figure, we can estimate the 
total number of manufacturing engineers in the automotive 
industry in 2005 at 55,000.
	 To estimate the number of product engineers, we can use a 
bottom-up approach. Table 9 shows that an estimated 34,000 
engineers and technicians work for vehicle manufacturers 
(not parts makers) in the United States. Assuming the same 
ratio of supplier engineers to vehicle manufacturer engineers 
as the ratio of supplier employees to vehicle manufacturer 
employees (roughly three to one), we can estimate that at 
least 100,000 engineers and technicians support the automo-
tive supply base in the United States. In addition, many firms 

TABLE 10  Estimate of Overall U.S. Engineering 
Employment

Industry 
Sector

Product 
Engineers

Manufacturing 
Engineers Total

OEMs   34,000 10,000   44,000
Suppliers 100,000 45,000 145,000
Total 134,000 55,000 189,000

(e.g., Motorola, Siemens, IBM, et al.) that supply the auto 
industry do not fall under an auto industry SIC or NAICS 
code. Therefore, the estimate of 100,000 is likely to the lower 
boundary.
	 If we combine the figures in Tables 7 and 8, we can esti-
mate that 189,000 product and manufacturing engineers are 
employed by the automotive industry in the United States 
(Table 10). This estimate is also probably on the low side 
because many engineers work for the automotive businesses 
of large firms that also serve other industries (e.g., DuPont 
and Siemens).

Engineering Wages

	 Based on the BLS database, the annual mean salaries 
for the weighted average of NAICS codes 3361, 3362, and 
3363 for May 2005 are $95,872 for engineering managers; 
$66,284 for industrial engineers, and $65,861 for mechanical 
engineers. In a National Science Foundation report, Scien-
tists, Engineers and Technicians in the United States: 2001, 
estimates of mean annual wages were $90,086 for manag-
ers of science, engineering, and technical (SET) personnel, 
$61,637 for scientists, $63,107 for engineers, and $46,947 
for technicians.
	 Mean annual wages for engineering managers, industrial 
engineers, and mechanical engineers based on BLS occu-
pational wage and employment estimates for the past eight 
years (Figure 15), shows that wages for U.S. engineers have 
been gradually increasing. However, this figure should be 
viewed with some caution because the survey was designed 
for cross-sectional analysis rather than time-series analysis.
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FIGURE 16  Matrix for defining offshoring and outsourcing.

THE GLOBAL FOOTPRINT OF 
AUTOMOTIVE ENGINEERING

Definition of Offshoring

	 The word offshoring is ambiguous and is frequently used 
interchangeably with outsourcing. Figure 16 is a matrix that 
can help distinguish between offshoring and outsourcing. For 
this example, we can adopt the perspective of GM. GM’s 
Technical Center in Warren, Michigan, can outsource certain 
technical functions to one of many Detroit-area contract-
engineering firms, such as MSX International or Kelly Ser-
vices. These contract engineers frequently work side by side 
with GM engineers in the Warren tech center; this is called 
local outsourcing. GM can also share engineering functions 
with one of the 12 GM engineering centers outside the United 

States and can move work among those centers as it wishes. 
GM can also “source” engineering work to an overseas 
outside firm, such as Wipro Technologies in India. Finally, 
GM can share engineering functions with a joint-venture 
partner, such as the Pan-Asian Technical Automotive Cen-
ter (PATAC) in Shanghai, a joint venture between GM and 
Shanghai Automotive Industry Corporation (SAIC).
	 The point is that all vehicle manufacturers employ engi-
neers in all four quadrants of the matrix. To optimize overall 
engineering efficiency (i.e., to make the most efficient and ef-
fective use of engineering resources, both inside and outside 
the firm, local and distant), management shifts functions to 
any of the four quadrants in the matrix. Thus the arrows point 
in both directions. GM can choose to bring an engineering 
function back to Warren just as easily as it can send it out 
of Warren.
	 The term offshoring is frequently used to imply the re-
placement of U.S. workers with foreign workers. As Figure 
16 shows, replacement is possible, but it is only one part of 
a much bigger story.

Management of the Footprint

	 Many factors are involved in deciding where to locate 
product engineers and manufacturing engineers for a given 
firm. Industry managers identified four critical factors con-
sidered by both vehicle manufacturers and suppliers in deter-
mining their footprint strategies: customer, cost, capability, 
and government policy. This is called the 3C+G Footprint 
Model (Figure 17).
	 Because manufacturing engineers are typically located 
near the production site, the production footprint can be 
used as a proxy for the manufacturing-engineering foot-
print. In other words, the factors that determine the location 
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FIGURE 17  3C+G global footprint model for the automotive industry.
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FIGURE 18  Impact of 3C+G factors.

of production facilities will also determine the location of 
manufacturing engineers.
	 For determining the location of product engineers, the 
same factors are involved, but they are weighted differently 
(Figure 18). For example, government policy has a stronger 
influence on an automotive firm’s production footprint than 
on its R&D footprint. Trade policy in particular is a major 
factor in the “build where you sell” strategy described in the 
section on globalization.

THE VALUE OF PROXIMITY

	 Before assessing each of the 3C+G factors, it is important 
to understand the value of proximity in the automotive-
engineering world. Why is it valuable for vehicle manu-

facturers to “build where they sell”? Is it also valuable to 
“engineer where they sell”?

Vehicle Manufacturing

Transport Costs

	 As described in the section on globalization, minimizing 
transport costs is a key motivator for localizing vehicle-
production facilities. Although transport costs have declined 
relative to the average cost of vehicles, transporting automo-
biles is still expensive.

Trade Policy

	 Trade policy is always a key factor in the localization 
of production. U.S. trade policy has contributed to the rise 
of transplants in the United States. In the early 1980s, the 
Big 3 automakers and the United Auto Workers (UAW) 
Union pressured the U.S. government to limit the import of 
Japanese vehicles. In response to this pressure, the Japanese 
Ministry of International Trade and Industry announced a 
Voluntary Restraint Agreement (VRA) that limited Japanese 
exports of vehicles to the United States.
	 VRA backfired, however, for several reasons. First, the 
U.S. limits applied only to imported vehicles and not to ve-
hicles built in the United States. Thus they provided strong 
incentives for the development of transplants. Second, VRA 
was based on the volume of vehicles rather their value, thus 
providing an incentive for Japanese manufacturers to de-
velop upscale and luxury vehicles for export to the United 
States (e.g., Acura, Lexus, and Infiniti). Third, Japanese 
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manufacturers realized enormous profits (estimated from $4 
billion to $7 billion per year for 1981 to 1985) on their high-
demand, VRA-limited vehicles (Ries, 1993; Smitka, 1999). 
Thus the net effect of VRA was completely contrary to the 
protections sought by domestic manufacturers.

Currency Risk

	 Localizing production is a hedge against currency risk. 
Recent declines in the U.S. dollar versus the Euro have 
hurt European manufacturers that export large numbers of 
vehicles to the United States, such as BMW and Mercedes. 
Currency risk was a factor in the decisions of both BMW 
and Mercedes to build U.S. transplants in the mid-1990s.
	 Foreign-exchange rates were also a major factor in the 
increase in production by Japanese transplants in the United 
States in the late 1980s. In February 1985, the yen traded at 
an average daily rate of 260.5 to the dollar. By May 1987, the 
yen was trading at an average daily rate of 140.5 to the dollar, 
which greatly reduced the purchasing power of American 
consumers for imported Japanese products. This dramatic 
shift in the exchange rate provided an additional incentive 
for Japanese companies to invest in U.S. transplants.

Company Reputation and Political Influence

	 Localized production also improves a company’s reputa-
tion in the local community and increases its local political 
influence. Honda has been manufacturing cars in Ohio for 
more than two decades, and many locals say that it now “feels 
like” an American company. Some buyers are more likely to 
buy a foreign-brand vehicle if it is built in America.
	 Bringing an automotive assembly plant to a community 
is a politician’s dream. Many automotive assembly plants, 
even modern ones, employ an average of 3,800 people 
directly, and even more indirectly. In addition, assembly 
plants tend to be located at the confluence of major highways 
where they are visible to voters in the local community. 
Most recent transplants in the United States have also been 
offered tax breaks or other fiscal incentives to attract invest-
ment from state and local governments. In some cases, local 
governments compete against each other, offering increas-
ingly lucrative fiscal incentives to bring a plant to their 
community. These factors combined heighten the impact of 
customer location on production location—and, therefore, 
on manufacturing-engineering location (Table 11).

Supplier Location

	 Suppliers have many incentives to locate their production 
facilities close to their OEM customers. The Lean Location 
Logic Project (of the International Motor Vehicle Program 
[IMVP]) was developed to interview managers to assess 
how suppliers make location decisions. The primary focus 

of the study was on production-location decisions, but the 
interviews also revealed a good deal about location decisions 
for engineering and design processes. During the interviews, 
it became clear that suppliers tend to follow their OEM 
customers to achieve “lean flow,” an underlying principle 
of lean production. Proximity of suppliers to vehicle manu-
facturers may also support an OEM’s decision to build lower 
volume, more flexible assembly plants (e.g., Womack and 
Jones, 2003).
	 Proximity to a vehicle-assembly plant is especially impor-
tant for certain types of components, such as bulky items that 
are expensive to transport, fuel tanks, and built-up exhaust 
systems. In addition, components that must be delivered to 
the assembly plant in a precise sequence, such as seat sets 
(i.e., the combination of driver, passenger, and rear seats for 
a particular vehicle), are almost always produced close to 
the final assembly plant. Seat suppliers are given the build 
sequence—the particular vehicles that will be built in a given 
time period—usually with only a few hours notice. The seat 
sets are loaded into trucks and delivered to the assembly 
plant just-in-time for installation in the vehicle. Production 
facilities for bumpers, side mirrors, door cladding, and other 
components that require precise color matching are also 
located close to assembly plants (Table 11).
	 With the insourcing of foreign manufacturers to the 
United States, foreign OEMs have “pulled” their suppli-
ers to the locations of new assembly plants. In 2005, when 
Hyundai invested more than $1 billion to build a new plant 
in Montgomery, Alabama, the company brought along sev-
eral of its suppliers. Some, such as the large Mobis plant 
just down the road from the Hyundai assembly plant, had 
been part of Hyundai’s traditional supply base. The Mobis 
plant produces front-end modules, chassis modules, cockpit 
modules, and so on—large, built-up chunks of vehicles. 
Hyundai also attracted U.S. suppliers to its new assembly 

TABLE 11  Value of Proximity

Production (Manufacturing 
Engineering)

R&D (Product 
Engineering)

OEMs close 
to customer/
market (value 
of proximity)

Lower transport costs
Lower trade barriers (trade policy)
Improved political position/reputation
Lower currency risk

Localization
Engineering of 
regional-specific 
vehicles

Suppliers 
close to 
OEMs 
(components 
with high 
proximity 
value)

Components that are bulky and 
relatively expensive to ship  
(e.g., fuel tanks)

Components that require sequenced 
just-in-time delivery to assembly 
plant (e.g., seat sets)

Components that require careful 
production coordination with 
assembly plant (e.g., bumpers 
require careful color matching with 
assembly plant paint shop)

Components 
that are highly 
integral to 
the vehicle 
architecture
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plant in Alabama. For example, Lear, a tier-one American 
supplier, built a “state-of-the-art” seating factory to supply 
seat sets exclusively for the Hyundai assembly plant located 
just minutes away by truck.

Engineering and Proximity

Market Factors

	 Although proximity to customers is significantly less 
important for product engineering than for manufacturing 
engineering, customer proximity can be important under cer-
tain circumstances. First, “engineer where you build” makes 
sense if the engineered product is primarily consumed in the 
local market. “Localization engineering,” for example, is the 
adaptation of a vehicle engineered in country A to meet the 
unique regulatory and customer requirements of country B. 
For example, a Buick engineered predominantly at GM’s 
Warren, Michigan, engineering center but manufactured 
and sold by Shanghai GM (GM’s joint-venture operation in 
China), may undergo local engineering changes that require 
different components (e.g., Chinese customers may prefer 
more chrome in the vehicle interior). These changes can most 
efficiently be made by GM’s Chinese engineers in China.
	 Second, it makes sense to “engineer where you sell” if a 
vehicle will be sold predominantly in the local market. For 
example, the United States is the largest market for pickup 
trucks in the world, so it is very unlikely that GM or Ford 
will ever shift their engineering centers for pickup trucks 
outside the United States (Table 11).
	 Honda, however, whose sales of pickup trucks (e.g., the 
Ridgeline vehicle) and other light trucks (e.g., Acura MDX 
sport utility vehicle) for the U.S. market are increasing, is 
shifting the engineering for those vehicles to the United 
States. Honda now has 10,000 engineers in Japan and about 
1,300 engineers in Ohio. The engineers in Japan work on 
most Honda vehicle programs, almost all power-train pro-
grams, and almost all of Honda’s advanced R&D, such as 
hybrid power-train systems and fuel-cell vehicles. However, 
the 1,300 engineers in Ohio have been taking on responsibil-
ity for entire vehicle programs, especially for vehicles sold 
predominantly in the U.S. market.

The Engineering of Components

	 It makes sense to engineer some components, especially 
if they are highly integral to the vehicle architecture, close 
to the vehicle engineering center, where supplier engineers 
can benefit from being close to their OEM engineer coun-
terparts, especially the OEM vehicle engineering team for a 
vehicle under development. When key supplier engineers are 
co-located at the vehicle manufacturer, as part of a vehicle-
development program, proximity facilitates interaction, 
iteration, and, therefore, faster resolution of problems and 
concerns as they arise.

Conclusion

	 Proximity does have value in the automotive industry. In 
other words, the automotive world is not entirely flat. Cus-
tomers pull vehicle production, and to a lesser degree vehicle 
engineering, closer to the end market, and suppliers follow 
their OEM customers for the production and engineering of 
certain components. Finally, the global footprint of custom-
ers is changing, as described in the next section.

THE 3C+G MODEL

The Customer Factor

	 The first and perhaps most important factor that influences 
the location of product and manufacturing automotive engi-
neers is the location of the customer. The U.S. automotive 
market, like the Western European and Japanese markets, is 
a mature, replacement market—vehicle sales have been flat 
for nearly seven years and are projected to remain relatively 
flat. Figure 19 shows that U.S. sales of light vehicles (pas-
senger cars and light trucks) have been high (about 17 million 
units), but roughly steady since 1999. Although historically 
the industry has demonstrated cyclical behavior, most ana-
lysts expect the U.S. market to remain relatively flat for the 
next five years, hovering between 16.5 and 17.5 million units 
through 2010.
	 Despite stagnant sales in the developed markets, global 
sales have consistently risen, increasing approximately 13 
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FIGURE 19  Sales of U.S. light vehicles, 1982–2005. Source: Automotive News, 2005; Wards Autoworld, 2005.
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TABLE 12  Vehicle Sales in Developed and Developing Markets and Growth Rates, 1999–2004

Country or Region 1999 2000 2001 2002 2003 2004 Growth in Vehicle Sales (%) Growth in Average GDP (%)

United States 16,959 17,402 17,178 16,848 16,676 16,913 –0.3 2.78
Western Europe 17,296 17,053 16,944 16,608 16,352 16,856 –2.4 1.97
Japan 5,861 5,964 5,907 5,813 5,849 5,853 –0.1 1.66
China 1,832 2,089 2,353 2,917 4,461 5,230 185.5 8.52
India 857 859 818 867 1,098 1,298 51.5 5.74
Russia 1,102 1,154 1,256 1,295 1,334 1,654 50.1 6.87

Sources: Automotive News data; IMVP, 2004; World Bank Development Indicators, 2005.
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FIGURE 20  Sales rates in key markets, 1999–2005. Source: Automotive News, 2005.

percent from 2001 to 2005. Industry sales totaled 64.7 mil-
lion vehicles in 2005, representing a 3.7 percent increase 
over sales in 2004. Almost all of the growth was attributable 
to emerging markets, particularly China, India, Brazil, and 
Russia. Figure 20 shows vehicle sales normalized to 1999 
volumes in the three developed markets, the United States, 
Western Europe, and Japan, and three developing markets, 
China, India, and Russia.
	 Increases in vehicle sales are primarily driven by two fac-
tors: vehicle saturation rates and income growth. Increases 
in vehicle sales shown in Table 12 are expected to continue 
in developing countries, particularly China and India. Fig-
ure 21 shows that developed markets are saturated in terms 
of vehicle ownership, but there is ample opportunity for 
motorization in the developing world.
	 Market growth has attracted investments in new produc-
tion facilities (and the manufacturing engineers that go 
with them). Chinese vehicle sales exploded in 2002 and 
2003, making China the third largest vehicle market (behind 

the United States and Japan). The promise of continued 
growth in China has attracted the attention of automakers 
around the world. According to Automotive News, roughly 
$6 billion in automotive foreign direct investment flowed 
into China between 1994 and December 2002. The same 
amount, $6 billion, was invested in the following 18 months. 
Since the mid-1990s, GM has invested heavily in China. 
In 2005, GM surpassed Volkswagen as the Chinese market 
leader with sales of 665,000 vehicles (a 35 percent increase 
over 2004).
	 In general, production increases follow market growth. 
Figure 22 shows actual vehicle production data for the 
same regions shown in Figure 20. The number of vehicles 
produced in China and India has increased as the number 
of vehicles sold in those markets increased. At a time when 
Ford and GM are making significant reductions in produc-
tion capacity in their home market, both companies—like 
automakers everywhere—are vigorously pursuing growth 
opportunities in the developing world. Besides their pro-
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FIGURE 21  Vehicles per 1,000 people for selected countries and regions. Source: United Nations Statistical Yearbook, 2000.
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FIGURE 22  Vehicle production by country/region, normalized to 2005. Source: Automotive News, 2005; forecast data from 
JD Power, 2006.

duction facilities in Western Europe, Ford and GM actively 
invested in Latin America and Mexico during the 1980s and 
1990s and in Eastern Europe and Asia since then. In the Asia-
Pacific region, GM now employs more than 20,000 people 
at assembly and manufacturing facilities in China, India, 
Indonesia, South Korea, Thailand, and Australia. Ford has 
opened plants in the last 10 years in St. Petersburg, Russia; 
Chennai, India; and Chongqing, China.

The Cost Factor

	 Reducing costs is a critical factor in location decisions for 
both manufacturing engineers (production-facility locations) 
and product engineers (R&D locations). All automotive 
companies, both OEMs and suppliers, whether profitable or 
unprofitable, are under tremendous pressure to reduce costs. 
Shifting production to low-cost countries is an acceptable 

strategy, although there are some important caveats. One 
of the key findings in the interviews for the IMVP Lean 
Location Logic Project was that suppliers frequently un-
derestimate the cost of ramping up production in low-cost 
countries.
	 One such cost is training workers (i.e., developing key 
capabilities) so they can match the quality and productivity 
levels of their sister plants in developed markets. In practice, 
this often requires that teams of production engineers and 
equipment technicians make extended trips to the new plant 
to train workers. Several managers noted that production 
ramp ups took longer than expected, resulting in delayed 
orders for customers (at the supplier’s cost), and required 
more resources to train the new workforce than expected.
	 For most components, the automotive supply chain is a 
highly integrated system in which each component is part of 
an elaborate, coordinated process. Production does not take 
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place in a vacuum. To supply something as simple as a hy-
draulic pump, tier-two suppliers must supply raw materials, 
fasteners, cast or forged components (such as pump vanes), 
roller bearings, and so on. The quality of the pump depends 
on the quality and responsiveness of the local supply base 
for all of those subcomponents. Even the best plant in the 
world will produce inadequate products if it does not have 
an adequate supply base.
	 Until very recently, China was not a low-cost producer 
of automobiles because of its highly inefficient and costly 
tier-two and tier-three supplier base. Local suppliers must 
not only produce components of requisite quality, they must 
also deliver those components on time—usually to meet just-
in-time requirements. Therefore, the capability of the local 
supply base is also a function of the local transportation in-
frastructure and the capability of local logistics providers.
	 The integration of the automotive supply chain is im-
portant, but managers often analyze costs based on easily 
quantifiable metrics, such as wage rates, and fail to take into 
account broader system-level costs. The differences in manu-
facturing wages in different countries are striking and well 
documented (ILO, 2005). Automotive manufacturing wages 
in Germany are about $26 per hour (unloaded), compared to 
about $2 per hour in China.
	 Thus managers are strongly tempted to shift manufac-
turing of simple components, like the hydraulic pump, to 
a low-cost country where the local manufacturing wage is 
one-tenth the wage in the home country. However, experi-
ence has shown that the significant reduction in wages can 
be outweighed by lower productivity rates, higher than an-
ticipated production training and ramp-up costs, and higher 
costs for quality materials and parts to build the hydraulic 
pump. As the CEO of a North American tier-one supplier 
said, “We’ve learned that chasing [ever lower] labor rates 
is not a sustainable business strategy. We invested heavily 
to build up production volumes in Mexico, only to discover 
that it was difficult to retain workers after investing in their 
training. We also discovered unanticipated costs much 
higher than we expected—such as the cost of customs and 
border-clearance processes for our supply flows along the 
U.S.-Mexico border.”
	 For reasons described above, the general mantra in the 
automotive industry is “build where you sell.” The three 
traditional automotive-production regions (i.e., the United 
States, Western Europe, and Japan), have invested in low-
cost countries in the backyards of their production centers, 
as shown in Table 13. For Western Europe and the United 
States, production has increased in these low-cost countries, 
and a significant share of that production has been exported 
back to the traditional high-cost country, except in Japan, 
where increased production in regional low-cost countries 
has not led to increased exports back to Japan. Even today, 
almost all vehicles sold in Japan are produced in Japan.
	 When the North American Free Trade Agreement 
(NAFTA), which lowered or eliminated trade barriers among 

the United States, Canada, and Mexico, went into effect in 
January 1994, Mexico emerged as a low-cost country for 
automotive production in the backyard of the U.S. market. 
Canada and the United States already had a strong trade in 
vehicles and vehicle components, and Canada had tradition-
ally been a lower cost base for manufacturing.� Both Canada 
and Mexico currently export more than half their vehicle 
production volumes to the United States, which imports more 
passenger vehicles from Canada than from Japan. Each of 
the Detroit 3 manufacturers has four production facilities in 
Canada and Mexico combined.
	 Of the $124.1 billion in imported passenger vehicles to the 
United States in 2005, the countries of origin were: Canada 
($36.6 billion), Japan ($35.2 billion), Germany ($20.4 bil-
lion), Mexico ($10.8 billion), and South Korea ($8.8 billion) 
(DOC, 2006). The volume of U.S.-imported vehicles from 
Mexico, which provides the clearest cost advantage, declined 
steadily, from $15.8 billion in 2000 to $10.8 billion in 2005. 
This is partly because the plants in Mexico produce more 
trucks than cars, and truck sales have suffered in the past few 
years because of rising gasoline prices. Production losses in 
Mexico have been offset by production gains in Canada.
	 The production footprint of U.S. companies expanded 
in Central and Eastern Europe, where production volumes 
increased 31.4 percent from 2001 to 2005. Since May 2004, 
when Poland, Hungary, Slovenia, Slovakia, and the Czech 
Republic joined the European Union (EU), trade barriers 
among the EU-15 and the new entrants have been reduced 
or eliminated, and Poland, Hungary, Slovakia, and the Czech 
Republic have all offered substantial fiscal incentives to at-
tract automotive investment. In addition to the much lower 
labor costs, these countries are accessible to the automotive 
supply chains of Germany and Austria and can provide a 
local low-cost production center for Western Europe. The 
increases in automotive production and exports to Western 
Europe from these countries are shown in Table 13. As the 
CEO of a European manufacturer noted, “Within the radius 
of a one hour flight in Europe, manufacturing wages range 
from €5 to €50. We [car companies] cannot ignore that; we 
are not in a position to negotiate with our customers.”
	 Japanese manufacturers have increased production in 
Asian low-cost countries, such as Thailand, Indonesia, 
Malaysia, and Viet Nam. Nevertheless, Japanese OEMs 
have not exported vehicles produced in these countries to 
the Japanese market. Imports to Japan of Japanese-brand 
vehicles actually declined, from 90,682 in 1995 to 19,119 
in 2005 (both numbers represent a negligible portion of the 
overall Japanese market of roughly 5.9 million units in 2005) 
(JAMA, 2006). Instead, the Japanese have used Thailand 

� The Canadian cost advantage has declined, but automotive production in 
Canada is still estimated at a 5.1 percent cost advantage for the production of 
auto parts compared to the United States (KPMG, 2006). The U.S. corporate 
average fuel economy (CAFE) requirements also provided incentives for 
U.S. automakers to locate certain vehicle production in Canada.
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TABLE 13  Production in Local Low-Cost Countries for Key Automotive Regions

Region Low-Cost Countries Units Produced in 2001 Units Produced in 2005 Percentage Change

United States Canada, Mexico 4,396.5 4,390.3 –0.1
Western Europe (Germany,  

France, United Kingdom,  
Italy, Belgium, Spain)

Czech Republic, Poland, Slovakia, 
Slovenia, Hungary, Romania

1,341.1 1,762.6 +31.4

Japan Thailand, Malaysia, Indonesia, Philippines 1,248.9 2,270.2 +81.8

Note: Production declined 9.1 percent in Mexico and increased 6.4 percent in Canada.
Source: Automotive News, 2005.

and other Asian low-cost countries to increase their vehicle 
production to the home markets in those countries and the 
Asia-Pacific region in general.
	 Other start-up costs for an offshore plant are associated 
with teaching local manufacturing engineers the company’s 
basic production principles and procedures. Toyota’s well 
known Toyota Production System involves creating value 
and eliminating waste from production processes through 
just-in-time production (smooth flow, minimal inventory), 
jidoka (building in quality, error-proof processes), heijunka 
(stabilizing variability in production schedules), and kaizen 
(continuous improvement). When Toyota opens a new as-
sembly plant, be it in Kentucky, Thailand, Turkey, or France, 
a key challenge is ensuring that the Toyota Production Sys-
tem is understood and embraced at the new facility. How-
ever, Toyota has kept production of its high-end vehicles 
(e.g., Lexus) in Japan. Many other OEMs follow a similar 
strategy.
	 The “build where you sell” mantra, or “build close to 
where you sell” mantra, applies to fully assembled auto-
mobiles. For automotive components, the situation is more 
complex. It makes sense for suppliers of certain components, 
such as bulky or sequenced components, to be close to OEM 
assembly plants. Other components can more easily be sup-
plied from a low-cost country. For example, components that 
are highly labor intensive but easily transportable might be 
shifted to a low-cost country. Wire harnesses, for example, 
are essential for connecting all electrical functions of a ve-

hicle. Wire harnesses are built up from thousands of strands 
of individual wire braided into a complex product with many 
branches and end connectors. The work is highly labor inten-
sive and cannot be easily automated. Wire harnesses are an 
early candidate for a component to be shifted to a low-cost 
country.
	 By contrast, highly capital-intensive products, such as a 
nozzle for a diesel fuel injector, may not be suitable for pro-
duction in a low-cost country. Diesel fuel injectors are highly 
sophisticated products that require a clean-room production 
environment and sophisticated production equipment. Lower 
labor cost is not much of an advantage because the product is 
not labor intensive. In addition, some sophisticated compo-
nents require manufacturing knowledge that cannot be easily 
transferred to a new production location.
	 All of the cost factors discussed above are pertinent to 
offshoring of the production of full vehicles and vehicle 
components, which can be used as a long-term proxy for 
the manufacturing-engineering footprint. The offshoring 
of product design is also driven in part by cost consid-
erations. All of the industry managers interviewed were 
asked to estimate the cost to the company of employing 
a product engineer with 5 to 10 years of experience in six 
different countries/regions. The answers varied widely, 
both within and among regions, as shown in Figure 23. A 
“fully loaded” experienced engineer in the United States 
may cost $100,000, while an equivalent engineer in China 
may cost $15,000.
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FIGURE 23  Approximate labor rates for fully loaded vehicles by country/region for an automotive engineer with 5 to 10 years experi-
ence. Note: Fully loaded was defined as total cost to the firm of employment of one full-time equivalent. Source: Interviews with industry 
managers. 
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	 Just as manufacturing labor costs are not the primary 
determinant for locating production facilities, engineering 
labor costs are not the primary determinant for locating the 
product-design function. The following factors must also be 
considered:

	 •	 Low labor rates may not provide a sustainable ad-
vantage, because engineering labor rates can increase 
over time.

	 •	 Engineering labor accounts for roughly one-third to 
one-half of the engineering cost of vehicle develop-
ment.10 Other major costs are for vehicle prototypes, 
testing equipment and laboratories, buildings/office 
space, software licenses, and so on. Engineering 
software licenses for products like CATIA are very 
expensive regardless of where they are used. As of June 
2005, a CATIA license cost roughly $5,000 per user, 
regardless of the location of the user.

	 •	 Low productivity can effectively increase the cost of 
engineers in “low-cost countries.” The same executive 
who estimated the annual loaded cost of an engineer in 
Shanghai at $10,000 per year noted that, after training 
and adjusting for output, the cost was easily $20,000 
per year. Many interviewees cited the lack of domain 
knowledge as the key reason for lower productivity of 
engineers in countries like India and China.

	 In conclusion, cost is a critical factor in location decisions, 
and labor costs (both manufacturing labor and engineering 
labor) are important components of overall costs. It makes 
sense to manufacture certain vehicles or certain vehicle com-
ponents in a low-cost country—but not all of them. It makes 
sense to engineer certain vehicles and vehicle components in 
a low-cost country—but not all of them. The dilemma facing 
manufacturers was summed up by one CEO of a European 
manufacturer, “No one has the solution to this problem. If 
you don’t move some jobs away from your home base, you 
could be overwhelmed by competitors who are willing to do 
this. On the one hand, your family loses jobs. On the other 
hand, if you don’t shift jobs to places like India and China, 
we’re all dead.”

The Capability Factor

	 Capability has little impact on the production footprint 
strategy for vehicles or components because, for production, 
the capability of the local manufacturing workforce and lo-
cal manufacturing engineers is less important than customer 
location, government policy, and cost. However, capability 
has a high impact on the footprint strategy for product en-
gineering. For a firm to shift a product engineering function 

10 To determine engineering labor costs, the overall engineering head 
count is multiplied by $100,000 per engineer and divided by overall R&D 
budget.

offshore, there must be, at a minimum, qualified engineers 
available to perform the required tasks. This implies an 
engineering-education infrastructure that produces an ad-
equate supply of qualified engineers.
	 Vehicle manufacturers can offshore product engineer-
ing in two ways: (1) offshore the full vehicle-engineering 
program for a specific vehicle or a family of related vehicles 
(e.g., large, rear-wheel-drive cars); or (2) offshore part of 
the vehicle-engineering process, such as a particular task 
or area of expertise. (Offshoring of full-vehicle programs is 
discussed in the next section.)
	 With respect to offshoring certain engineering functions, 
several interviewees noted that low-cost countries are best 
suited for certain types of engineering work:

	 •	 repetitive or routine tasks that require technical skills 
but not innovation or creativity, such as documenting 
an engineering bill of materials, performing a failure 
modes effects analysis (FMEA), certain types of rou-
tine stress analyses or heat-transfer calculations, and 
generation of a tool design from a part specification

	 •	 specialized functions that leverage local expertise or 
capabilities, in effect creating an offshore R&D center 
of excellence in a particular technology or capability, 
such as computational fluid dynamics

	 •	 localization tasks, that is, taking a vehicle (or compo-
nent) designed in one part of the world and modifying 
it to comply with local regulations or customer prefer-
ences in a different part of the world

	 A study by Booz Allen Hamilton also concluded that 
higher value-added engineering tasks are more difficult to 
offshore. More demanding tasks, such as the full engineer-
ing responsibility for a vehicle program, are more difficult 
to outsource or offshore. Almost all interviewees for this re-
port agreed that more complex engineering tasks were more 
difficult to offshore, although there was some disagreement 
about the level of complexity for some tasks. Routine tasks 
that require relatively low skills, such as creating a mesh for a 
finite-element model, are the easiest to outsource or offshore 
(Figure 24).
	 Two overarching messages emerged from interviews 
of automotive executives in the United States. First, many 
managers expressed concerns about the lack of automotive 
domain knowledge among engineers in low-cost countries. 
As the Asia-Pacific managing director of a North American 
tier-one supplier said, “I don’t use my engineers in China 
for innovation. The culture is imitative, not innovative. They 
are great for reverse engineering, and so we use Chinese 
engineers for many of our aftermarket applications.” Others 
noted that some automotive engineers in China had never 
even driven a car, much less owned one; thus they do not 
have a basic familiarity with the product.
	 A second concern expressed by some automotive man-
agers was the shortage of engineers in the United States, 
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FIGURE 24  Complexity and difficulty of engineering tasks suitable for outsourcing/offshoring. Notes: CAD = computer-aided design; 
FEA = finite element analysis; FMEA = failure mode effects analysis; VA/VE = value analysis/value engineering; CAE = computer aided 
engineering. Source: Jackson et al., 2005.

particularly of engineers with certain skills. A CEO of a U.S. 
tier-one supplier cited this problem, “In Mexico, an engineer 
costs 10 times a manufacturing employee. In the United 
States, an engineer costs about the same as a manufacturing 
employee. Think about that. The issue is not cost; the issue 
is supply [of capable engineers]. We have a big problem 
with engineering in this country: it’s called ‘where’s the tal-
ent?’ My view [for my firm’s engineering footprint] is that 
growth will occur overseas, and engineering in the U.S. will 
remain flat.”
	 The value of electronics content in automobiles has 
increased steadily for the last two decades. Thus electri-
cal and software engineers have become as important as 
the traditional mechanical engineers who have historically 
been associated with the automotive industry. Several inter-
viewees indicated that electronics and software engineering 
functions are easier to outsource or offshore than mechanical 
engineering functions. Software engineers across an ocean 
can more easily discuss a few lines of code than mechani-

cal engineers can discuss the modification of the design of 
a component. Software and electronic systems also tend to 
have a more modular product architecture than mechanical 
systems, making it easier to offshore both low- and high-
value added functions. Figure 25 shows a conceptual model 
of transportability (i.e., ability to offshore) for the capability 
of performing mechanical engineering tasks compared to 
electrical and software engineering tasks.

GLOBALIZATION OF RESEARCH AND DEVELOPMENT

Coordinating Global R&D

	 Engineering managers at Ford, GM, and DaimlerChrysler 
report that their top priority is improving coordination among 
their engineering functions around the world, rather than 
further offshoring of engineering. Despite many attempts 
to improve coordination, at the beginning of this decade 
Ford, GM, and DaimlerChrysler each had several regional 
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FIGURE 25  Conceptual model of trade-offs between capability and transportability versus engineering disciplines.
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The Quest for the World Car

	 The quest for a world car has proved to be very difficult. The industry has several times tried and failed to produce a vehicle 
that could be sold in markets around the world with minor modifications. Ford tried to engineer the Escort of the early 1980s as a 
world car, but at launch time the American and European versions had little in common. The Ford CDW27 vehicle program of the 
early 1990s (which produced the Ford Mondeo, Contour, and Mystique) cost more than $5 billion (including new engines and trans-
missions) and took an agonizing seven years to bring to market. The tremendous expense of the CDW27 program (“W” indicated a 
“world” program) was a driving force behind the creation of a highly ambitious reorganization, the Ford 2000 program, announced 
in 1994, to merge Ford’s European and North American vehicle development programs.
	 One great challenge of the world car program is that markets around the world are different. Americans have a preference 
for light trucks, large vehicles, and comfort-enhancing features ranging from cup holders to video displays for children. Europeans 
prefer smaller vehicles with better vehicle dynamics (ride and handling characteristics). Europeans have also embraced the diesel 
engine; nearly half the vehicles sold in Europe have diesel engines.
	 Many Japanese consumers prefer on-board information features, such as navigation systems, and minicars—a market 
segment all but unknown in the United States and still rare in Europe. Minicars are remarkably small vehicles (5 feet wide and less 
than 11 feet long, by Japanese law) powered by engines typically in the range of 60hp. Led by Suzuki, minicars accounted for 35 
percent of new car sales in Japan from January to October 2006, compared with 24 percent a decade ago.

engineering centers that primarily supported their respective 
regional markets and did not work together. Product plan-
ning—making critical decisions about which vehicles are 
brought to market and at what level of funding—was also 
relatively decentralized, with regional executives exercis-
ing relative autonomy. As GM Vice Chairman Robert Lutz 
joked in 2004, “up until a few months ago, GM’s global 
product plan used to be four regional plans stapled together” 
(Hawkins, 2004).
	 Ford and GM (and Volkswagen) had adopted a multinational 
business model with distributed, and (mostly) independent, re-
gional R&D centers supporting mostly autonomous regional 
operations.11 GM and Ford’s highly decentralized global 
network of R&D centers reflected the history of their develop-
ment. Both companies had developed significant European op-
erations during the twentieth century selling distinct European 
vehicles engineered by European engineers built in Europe by 
European workers with parts supplied by European suppliers. 
Ford’s engineering centers near Cologne, Germany, and in 
England supported Ford of Europe. GM’s European engineer-
ing centers were aligned by brand; for example, Rüsselsheim, 
Germany, supported Opel, and Millbrook, UK, supported 
Vauxhall.
	 Ford and GM’s acquisition of European brands during the 
1980s and 1990s further complicated the picture. For exam-
ple, Ford acquired Volvo’s engineering center in Gothenberg, 
Sweden, when the company purchased Volvo in 1999, and 
GM acquired the engineering center in Trollhättan, Sweden, 
when it purchased Saab.

11 Although Ford and GM conducted vehicle development in Europe for 
their European vehicle lines, both firms conducted the majority of their basic 
and applied research in the United States through the 1990s.

	 Ford and GM are now trying to integrate their regional 
engineering centers so that engineers across the globe can 
coordinate on global programs. The objective is not to engi-
neer the same vehicle for different markets (the “world car” 
vision) but to engineer a family of vehicles with the same 
underlying structure that can be very easily modified to meet 
local customer and (environmental and safety) regulatory 
requirements. Achieving this objective will require more 
centralized product planning and more coordination among 
global product development centers. Thus both GM and Ford 
are changing from their multinational business model to a 
transnational business model.
	 GM has transitioned from brand-specific engineering to 
regional engineering and is now transitioning from regional 
engineering to global engineering. For example, GM head-
quarters declined requests from its Daewoo subsidiary to 
build an SUV for the Korean market rather than leverage an 
existing GM vehicle program already under development. 
GM uses the term architecture to describe a family of ve-
hicles that may appear very different to customers but have 
basic engineering commonality.
	 For example, the Chevrolet Malibu, the Saab 9-3, and 
the Opel Vectra are all products of GM’s midsize-vehicle 
architecture, developed at the Rüsselsheim engineering cen-
ter, although these vehicles appear very different outwardly. 
GM is trying to reduce the number of vehicle architectures 
while making sure that the right engineers among GM’s 13 
global engineering centers are working to support the appro-
priate vehicle architecture. Table 14 shows which engineer-
ing centers have the lead responsibility for current vehicle 
architectures.
	 Toyota and Honda are also adopting a transnational busi-
ness model, but from a much different starting point than 
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TABLE 14  GM Engineering Centers Responsible for Various Vehicle Architectures

Architecture (vehicle family) Home Engineering Center Architecture (vehicle family) Home Engineering Center

Luxury RWD Car Warren, Michigan International Mid-Size Truck São Paolo, Brazil
Compact Crossover Warren, Michigan Compact Car Rüsselsheim, Germany
Performance Car Warren, Michigan Mid-size Car Rüsselsheim, Germany
Full-Size Truck Warren, Michigan Small Car Seoul, South Korea
Mid-Size Truck (regional) Warren, Michigan Mini Car Seoul, South Korea
FWD Truck Warren, Michigan RWD Car Melbourne, Australia
Vans / Commercial Truck Warren, Michigan

Source: General Motors, 2006.

Ford and GM. Toyota, established in 1937, sold almost all 
of its vehicles in the Japanese home market for the first two 
decades. Toyota Motor Sales USA was established in 1957, 
the Toyota Technical Center in Ann Arbor was opened in 
1977, production in the United States (at the NUMMI joint 
venture with GM) began in 1984, and production in Europe 
(in the UK) began in 1987. Although Toyota has operated the 
Ann Arbor Technical Center for nearly 30 years, engineers 
in that facility have only recently been given program-level 
responsibilities.
	 Toyota has about 20,000 engineers in Japan; however, 
nearly 40 percent are contract employees or “guest engi-
neers” from suppliers. Like many Japanese firms, Toyota 
is about to face a shortage of engineers in Japan as the 
first baby-boom generation there reaches the mandatory 
retirement age of 60. The Japanese call this the year 2007 
problem.12 Thus Toyota is being forced to look beyond its 
borders for engineering talent, one reason the company plans 
to dramatically expand employment at the Ann Arbor center 
in the next few years.
	 Honda’s evolution has been similar to Toyota’s, although 
Honda shifted more engineering responsibility to America 
earlier than Toyota did. Honda, founded in 1948, opened 
American Honda Motor as a sales operation in 1959. The 
company began producing the Honda Accord in Ohio in 
1982, and Honda R&D Americas center in Ohio was estab-
lished in 1984. The Ohio facility concentrates on product 
engineering, development, and testing. A newer facility 
in California concentrates on market research and vehicle 
styling. Honda R&D Americas has full-vehicle engineering 
responsibility for the Acura TL and MDX and the Honda 
Element, Pilot, and Civic Coupe.
	 Both Toyota and Honda started out by following an inter-
national business model with strongly centralized R&D (very 
little of it outside the home country) and regional operations 
with strong reporting lines to the home-country headquarters. 
As Honda migrates toward a transnational business model, 
the company must first shift more of its R&D to new or exist-

12 Toyota recently changed its re-employment system so its retirees can 
work up to the age of 65. The limit had been 63.

ing R&D centers outside Japan. Second, it must ensure that 
R&D is coordinated throughout its international network. 
Figure 26 illustrates how two groups of companies (Ford 
and GM; and Toyota and Honda) are migrating toward the 
same model.
	 The automotive industry was globalized first by brand 
(through imports and exports), then by production (through 
foreign direct investment in assembly and manufacturing 
plants), and now by changes in management of R&D opera-
tions. U.S. companies have expanded their R&D footprint 
outside the United States and decreased their R&D footprint 
in the United States. At the same time, foreign companies 
have increased their R&D footprint in the United States.

Offshoring of R&D by U.S. Companies

	 GM operates 13 engineering and design (styling) centers 
in 13 countries (Figure 27). While GM has maintained a 
strong market, production, and R&D presence in Europe 
and Latin America for decades, it has only recently entered 
into China (1997), South Korea (2002), and India (2003). 
Ford reports that it spent $8 billion on engineering R&D in 
2005, distributed among seven engineering, research, and 
design centers located in Dearborn, Michigan; Dunton, U.K.; 
Gaydon, U.K.; Whitley, U.K.; Gothenburg, Sweden; Aachen, 
Germany; and Merkenich, Germany (Ford Motor Company, 
2005b).
	 GM considers its technical center in Bangalore, India, a 
center of excellence for the development of math-based tools 
and electronic-control systems. Work in Banaglore includes 
the development of modules and systems; human model-
ing for predicting crashworthiness; development of vehicle 
structures; and development of control software, embedded 
systems, software validation and calibration tools, voice 
recognition and communications systems, electrical-system 
simulation, and electromechanical simulation. In short, the 
rationale for opening the Bangalore center was to develop 
a specialized engineering capability that might be in short 
supply in the United States. According to a top GM execu-
tive, “Electronics and software content will account for 40 
percent of the value added in the vehicle over the next 10 
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FIGURE 26  Evolution from the international and multinational models to the transnational model.

 
Source: GM Europe 

fig 27

FIGURE 27  Locations of General Motors global engineering and design facilities. Source: GM Europe, 2006.

years. There’s a shortage of software, electronics, and control 
engineers in the U.S.—that’s part of why I opened our [over-
seas] R&D center. I think we will see a shortage of engineers 
in the United States.”

Onshoring of R&D by Foreign Companies

	 Foreign-brand automakers have built  product-
development and design facilities in the United States, in 
addition to manufacturing plants. Total employment for 
technical and design functions by foreign-brand automakers 
in the United States is currently estimated at approximately 
4,000 people (Table 15). This figure does not include sales 
and marketing staff located in the United States, which 
accounts for thousands more employees. Table 15 shows 
that foreign R&D facilities are spread across the United 
States; however, the majority of engineers are in Michigan 
and Ohio.

	 The number of engineers and designers employed by 
foreign-brand vehicle manufacturers in the United States 
has increased rapidly. In 1987, the Japan Automobile 
Manufacturers Association (JAMA) estimated that Japanese 
automakers employed about 200 engineers, scientists, tech-
nicians, and designers in the United States. By 2004, JAMA 
reported that 3,065 engineers and designers were employed 
at a growing number of technical R&D and design facilities. 
In the latest report, issued in September 2006, the number 
had risen to 3,593 (Figure 28).
	 The number of U.S. engineers employed by foreign auto-
makers is expected to increase substantially in the next few 
years. Toyota plans to invest $150 million to expand its Ann 
Arbor, Michigan, facility and add at least 400 engineers to 
the current staff of roughly 950. One Toyota executive stated 
that Toyota plans to expand the Ann Arbor facility to 2,000 
engineers in the next five years. Also in Ann Arbor, Hyundai 
is investing $117 million to expand its technical center from 
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TABLE 15  Foreign-Brand R&D and Design Facilities in the United States, 2006

Company Location(s) Established Employees

BMW Spartanburg, N.C.; Woodcliff Lake, N.J.; Oxnard, Calif.; Palo Alto, Calif. 1982 150
Honda Torrance, Calif.; Raymond, Ohio 1975 1,300
Hyundaia Ann Arbor, Mich. 1986 150
Isuzu Cerritos, Calif.; Plymouth, Mich. 1985 100
Mazda Irvine, Calif.; Ann Arbor, Mich.; Flat Rock, Mich. 1972 100
Mercedes-Benz Palo Alto, Calif.; Sacramento, Calif.; Portland, Ore. 1995 50
Mitsubishi Ann Arbor, Mich. 1983 130
Nissan Farmington Hills, Mich. 1983 1,000
Subaru Ann Arbor, Mich.; Lafayette, Ind.; Cypress, Calif. 1986 30
Toyotaa Gardena, Calif.; Berkeley, Calif.; Ann Arbor, Mich.; Plymouth, Mich.; Lexington, Ky.; Cambridge, Mass.; 

Wittmann, Ariz.
1977 1,000

	 aToyota and Hyundai are currently undergoing significant expansions. BMW included approximately 50 engineers assigned to BMW-DCX-GM hybrid 
project in Troy, Michigan.
Sources: Automotive News, 2005; company reports and interviews; JAMA, 2004.
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FIGURE 28  U.S. technical employment by Japanese automakers, 1982–2005. Source: JAMA, 2006.

150 to 550 employees. The Detroit metropolitan area has an 
abundance of automotive engineering talent, and in the past 
few years, scores of engineers have left domestic OEMs 
to take jobs with foreign OEMs. This trend is expected to 
continue (Shirouzu, 2005; Vlasic, 2004).

Discussion

	 Many industry executives say that asking if offshoring is 
occurring is framing the issue the wrong way. They are quick 
to point out that the automotive industry has been a global 
industry since its inception and that the real question is how 
to optimize and reallocate existing resources, that is, how to 
develop an effective footprint strategy.
	 GM acknowledges that it has increased its engineering 
head count overseas and reduced its engineering head count 
in the United States. However, the company contends that 
offshoring, defined as the replacement of U.S. engineering 
jobs with equivalent jobs overseas, has not occurred. Ac-
cording to GM’s executive director of global engineering 

processes, the main driver for increasing the engineering 
head count overseas is to support the growth in overseas 
markets in China, India, Korea, and other countries. He says 
the main reason for the decrease in engineering employment 
in the United States is a 10 percent increase in engineering 
productivity per year in the past five years attributable to 
better tools and information technology, more sharing of 
components among vehicles, and better coordination of 
R&D (Cohoon, 2006).
	 Many interviewees also felt that there was a great deal of 
hype and misunderstanding about offshoring. As one senior 
vice president of a North American tier-one supplier said, 
“I laugh about the notion of a 24/7 product-development 
process—the idea that engineers in Europe will hand off 
a project to engineers in North America, who, in turn, will 
pass it on to engineers in Asia. That’s a myth. Handoffs don’t 
happen for sophisticated [development] programs.”
	 Nevertheless, some data indicate that some U.S. engi-
neering jobs are being replaced with engineering jobs over-
seas. In 2003, Helper and Stanley surveyed 615 small and 
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medium-sized enterprises that produce components in the 
U.S. Midwest. The sample firms were second-tier suppliers 
that sell largely, though not exclusively, to the automotive 
industry. Eighty-seven percent of respondents answered 
“yes” to the question: “In the past three years, have any of 
your significant customers awarded your traditional jobs to 
competing suppliers in Mexico, Central or South America, 
Eastern Europe, or Asia?”

AUTOMOTIVE ENGINEERING IN CHINA

	 Automotive engineering activity is clearly increasing in 
India, China, and Eastern Europe for different reasons. India 
is seen as an emerging knowledge hub in automotive elec-
tronics, and Eastern Europe as having a low-cost, technically 
advanced workforce. In October 2006, Renault announced 
that it would invest €500 million to build a new engineering 
center in southern Romania. The company plans to hire 1,600 
engineers and technicians by 2009.

The Rise of the Automotive Industry

	 As recently as 1985, the automotive industry in China 
was insignificant from a global perspective (total produc-
tion of passenger cars was 5,200). In the early 1980s, three 
foreign automakers were allowed to enter the Chinese market 
through joint-venture agreements with Chinese partners: 
American Motors Corporation (subsequently bought by 
Chrysler), Volkswagen, and Peugeot. While Volkswagen’s 
China partnership, based in Shanghai, proved to be very 
successful, the French and American partnerships were less 
successful. In these early joint ventures, the Chinese govern-
ment limited foreign automakers to a maximum of 50 percent 
ownership in the joint ventures, and Chinese import duties 
on passenger cars in 1985 were 260 percent.
	 Since China’s accession to the World Trade Organization 
(WTO) in December 2001, the industry and market have 
underdone a radical transformation. The WTO agreement, 
combined with the lure of China’s huge potential market, has 
spurred automakers to flood China with investment. Every 
vehicle manufacturer has tried to find a Chinese partner to 
form an international joint venture. Chinese import duties on 
passenger cars fell from about 90 percent in 1996 to about 
75 percent in 2001, and as of July 1, 2006, they had fallen 
to 25 percent.
	 Today China has a huge and growing automotive market. 
Last year, almost 6 million vehicles were sold in China, 
second in the world to the United States (about 17 million 
units).13 The Chinese market exploded in 2002 and 2003 with 
growth rates surpassing 60 percent both years. (Remember 

13 The 2005 data were subsequently recalculated by the Chinese As-
sociation of Automotive Manufacturers (CAAM) to reveal that China had 
not surpassed Japan; however, China will surpass Japan in 2006 sales (Lee, 
2006).

that the sales rate in all three mature automotive markets—the 
United States, Western Europe, and Japan—has been essen-
tially flat for the past five years.) After a slight slowdown in 
2004, the growth rate in the Chinese market resumed. Sales 
of passenger cars for the first half of 2006 were 47 percent 
higher than in the first half of 2005.
	 The Chinese automotive industry is uniquely fragmented 
and complex. The number of vehicle manufacturers in China 
has remained steady—about 120—for the past 15 years, and 
many of these firms have insignificant sales volumes. In 
2004, only 12 Chinese automakers had a production capacity 
of more than 100,000 units.
	 Leading Chinese automakers, such as Shanghai Automo-
tive Industry Corporation (SAIC), First Automotive Works 
(FAW), Dongfeng, and Beijing Automobile Industrial Cor-
poration (BAIC) have entered into a complex web of part-
nership arrangements with foreign manufacturers. SAIC, for 
example, has a joint venture with both Volkswagen and GM. 
In addition, a few Chinese companies, so-called indepen-
dents such as Chery, Geely, and Great Wall, are developing 
cars without the help of joint venture partners.
	 Vehicles sold by joint-venture partnerships, which ac-
count for about 80 percent of the Chinese market, are sold 
mostly as foreign brands, such as Ford and Buick. Joint-
venture facilities are clustered in six regions, Shanghai, 
Beijing, Changchun, Chongqing, Wuhan, and Guangzhou. 
There is no Chinese “Detroit,” although Shanghai is the larg-
est and fastest growing automotive center in the country.

Impact on U.S. Manufacturers and Suppliers

	 U.S. vehicle manufacturers have benefited from the 
exploding Chinese market. In 1983, Chrysler, through 
its acquisition of American Motors, was the first foreign 
player in China. Although Beijing Jeep was not a success, 
DaimlerChrysler has been developing an aggressive China 
strategy over the past few years through its joint venture with 
BAIC. Ford was a late entrant to the Chinese market, partner-
ing with ChangAn, a former supplier of military equipment 
based in Chongqing. At the Ford-ChangAn assembly plant 
in Chongqing, an impressive mix of vehicles rolls down the 
line: Ford Focus, Ford Mondeo, Volvo S40, and Mazda 3. 
Ford’s sales in China for the first half of 2006 were up 102 
percent (U.S. sales for the same six months were down 4 
percent). GM has emerged as the sales leader in China. GM 
sales for the first half of 2006 were up 47 percent (compared 
to a 12 percent decline in U.S. sales). GM made $327 million 
in profits from its operations in China in 2005 (Automotive 
News, 2006).
	 All of the global tier-one suppliers who followed their 
customers into China have also profited from the explosive 
growth. However, many smaller tier-two and tier-three U.S. 
auto suppliers have lost business to Chinese competitors. 
Several executives told IMVP researchers that they felt in-
ternal pressure from senior management to view investment 
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in China favorably, in order to achieve the benchmark of a 
“China price.” This refers to the big differences in direct 
labor costs between the United States and China, but does 
not account for system-wide costs.
	 In general, Chinese domestic suppliers are better posi-
tioned to supply low-end parts, and foreign suppliers are 
better positioned to supply complex modules and sophis-
ticated components, to Chinese joint-venture partners and 
vehicle manufacturers. Fourin, a Japanese-based research 
firm measured the percentage of foreign (i.e., non-Chinese) 
penetration into the production of automotive parts in China 
and found revealing data for chassis-related parts (Fourin 
China Auto Weekly, 2005). In 2003, several low-end me-
chanical components (e.g., wheel bolts, wheel rims, steel 
wheels, rear-axle housings, axle shafts) were manufactured 
entirely by Chinese firms. More sophisticated components 
(e.g., suspension systems, brake calipers, and ABS systems) 
had the highest degree of non-Chinese production. The 
data for engine-related components reveal the same trend. 
In 2003, 100 percent of the engine-management systems 
manufactured in China were produced by non-Chinese firms. 
These data are for components produced in China and do not 
include imported components.
	 The U.S.-China trade deficit in auto parts increased to 
$4.8 billion in 2005. U.S. exports of auto parts to China in-
creased from $225 million in 2000 to $623 million in 2005. 
The top categories of parts flowing from the United States to 
China include seats, air bags, and gearboxes, which are all 
sophisticated components. However, U.S. exports to China 
are dwarfed by imports from China, which increased from 
$1.6 billion in 2000 to $5.4 billion in 2005. The top catego-
ries of auto parts flowing from China to the United States 
include radios, brake components, and aluminum wheels, 
which are less sophisticated or more modular components. 
A closer look at the data reveals that a large proportion of 
auto parts exported by China are produced by the Chinese 
operations of joint ventures with U.S. suppliers. Shanghai 
Delphi, for example, exports automatic door systems.

R&D Capability

	 Universities in China play a unique role in the automo-
tive R&D process. Three government-funded university labs 
conduct applied automotive research—essentially product 
engineering—for Chinese vehicle manufacturers. The cen-
ters are based at Tsinghua University in Beijing (State Key 
Laboratory for Automotive Safety and Energy); Tianjin 
University in Tianjin (State Key Laboratory for Internal 
Combustion Engines); and Jilin University in Changchun 
(State Key Laboratory for Automotive Dynamic Modeling 
and Simulation).
	 At Tongji University in Shanghai, which established the 
nation’s first College of Automotive Engineering in 2002, 
nearly 50 faculty members teach 730 full-time undergradu-
ate students, 124 master’s students, and 27 Ph.D. students. 

Congqing Lifan, China’s top producer of motorcycles, 
recently launched its first passenger car, the Lifan 520. 
The vehicle was entirely engineered at Chinese university 
research labs using domestic R&D resources.
	 Until 2004, only one R&D center in China, the Pan Asia 
Technical Automotive Center (PATAC), was related to a for-
eign vehicle manufacturer. PATAC was established in 1997 
as a 50-50 joint venture between GM and SAIC. PATAC 
currently employs more than 1,100 people, about 35 percent 
of whom have master’s or doctorate degrees.14 Employment 
is expected to increase to 1,400 in the next year to support 
the launch of many new products from Shanghai GM, which 
is now approaching a production volume of one million ve-
hicles per year.15 Engineers at PATAC earn approximately 
$12,000 per year.
	 PATAC is managed by an executive committee, two 
managers from GM and two from SAIC, but is fully in-
tegrated into GM’s global engineering network. Work at 
PATAC includes product development, vehicle engineering, 
styling, and service engineering to support GM, SAIC, and 
Shanghai GM. PATAC also houses a GM design studio with 
80 designers (out of GM’s total global force of 1,200). The 
PATAC design studio designed all new sheet metal for the 
Chinese edition of the Buick Lacrosse.
	 Jane Zhao, an IMVP researcher at the University of Kan-
sas, conducted extensive interviews with Chinese automak-
ers and suppliers and complied survey data focused on R&D 
capability. Her studies revealed three key findings. First, 
domestic Chinese R&D capability is far behind the capability 
of non-Chinese competitors. Chinese vehicle manufacturers 
generally have a strong development capability for mechani-
cal products, but have little capability for high-end electron-
ics and software. This is consistent with the data on foreign 
trade cited above.
	 Second, R&D management is less advanced in China than 
in other automotive producing countries. This is consistent 
with media reports of shortages of management talent in cer-
tain regions and industries in China. During her interviews, 
the R&D manager of a well known Chinese automotive 
company confessed, “we don’t know how to spend our R&D 
budget.”
	 Recently, some Chinese companies have hired high-profile 
executives as R&D managers. The most notable of these was 
Phil Murtaugh, a talented, well respected manager who used 
to run GM China, who was hired by SAIC on June 18, 2006. 
Chery hired executives from Ford and DaimlerChrysler. Bril-
liance hired a former DaimlerChrysler executive to manage 
its R&D center, and Geely hired a former Hyundai executive 
to run its R&D operations. Given the remote locations of 
some Chinese automakers and, more importantly, the unique 
cultural requirements for success in China, it remains to be 

14 See http://www.gmchina.com/english/operations/patac.htm.
15 Interview with Raymond Bierzynski, PATAC executive director, 

May 9, 2006.
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seen whether Chinese companies will be able to attract and 
retain talented, world-class R&D managers.
	 Third, a great deal of R&D by international joint ventures 
is localization engineering, which is not nearly as sophisti-
cated as designing a full vehicle from concept to customer. 
Some engineers have claimed that they had to “dumb down” 
to work with joint ventures where the focus was on localiza-
tion rather than up-front design.
	 Despite the best efforts of the Chinese government to de-
velop indigenous R&D capability, China is still heavily de-
pendent on foreign design and technological know-how. The 
Chinese government’s rationale for promoting international 
joint ventures was to develop R&D capability based on the 
premise that engineers from the Chinese domestic company 
would spend a few years working in the joint venture R&D 
center where they would acquire knowledge. Eventually, the 
domestic company would hire back the engineer and his or 
her acquired knowledge.
	 This has not happened, however. The backflow from the 
joint venture to the home company is much smaller than 
expected because of the large salary differentials, sometimes 
a factor of 10, between domestic companies and their joint-
venture associates. In addition, the engineering infrastructure 
in China is very poorly developed. Take for example the lack 
of sophisticated test equipment—the country does not have 
a single automotive wind tunnel, although one is currently 
under construction at Tongji University.
	 Nevertheless, Chinese engineers working in the Chinese-
foreign joint venture framework have learned a great deal 
about advanced automotive engineering. The Shanghai 
municipal government has mandated that 60,000 hybrid 
vehicles be sold by 2010, and Chinese engineers at PATAC 
are working to meet that challenge. Even though they are not 
leveraging the extensive research program on a dual-stage 
hybrid being developed by a GM-DaimlerChrysler-BMW 
partnership, engineers at PATAC are engaged in advanced 
engineering.

	 In addition, PATAC now also has significant design ca-
pability, such as clay modelers and CAD modelers who can 
design the aesthetics of a vehicle (e.g., exterior surfaces, 
interior materials and design, etc.). Engineering design re-
quires not only creativity, but also highly specialized skills. 
Of the 1,200 people working at GM design centers around 
the world, 80 are in Shanghai. These are the people who 
designed the Buick Lacrosse sold in China by Shanghai GM, 
which looks significantly different from the same vehicle 
sold in America. As Figure 29 shows, automotive-related 
patent applications are on the rise in China.
	 Although the joint-venture model for technology transfer 
to Chinese engineers has largely failed, other ways of de-
veloping China’s automotive R&D capability are emerging, 
such as strategic outsourcing to foreign knowledge centers. 
Chery has outsourced engineering to AVL (an Austrian firm 
that engineers high-tech power trains), Mira (a British firm 
that does special noise and vibration testing), and Pinanfarina 
(an Italian design, engineering, and manufacturing house). 
Chery and AVL successfully collaborated on a line of new 
advanced engines, and Chery engineers gained engine 
technological know-how in the process. Thus learning from 
collaborative outsourcing seems to be working.
	 China is also simply buying technology from foreigners 
to improve its R&D capability. The best example is SAIC 
buying stakes in Korean automaker SangYong and the failed 
British automaker MG Rover.
	 Recently, a debate has arisen about the possibility of 
China exporting vehicles to the U.S. market. Success in 
America and other key export markets is the ultimate test of 
an automaker’s capabilities and would be a huge symbolic 
achievement, and this is a high-priority, medium-term goal 
for Chinese OEMs. Just as imports, followed by increased 
production capacity (the rise of the transplants) by Japanese, 
German, and Korean manufacturers, have increased in the 
American market, in the long term, China can be expected 
to develop automotive R&D capability and export significant 
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numbers of vehicles to the United States. However, China 
will first have to develop R&D capability on a par with 
America, Germany, Japan, and Korea.

TRENDS AND PROJECTIONS

	 Offshoring of automotive engineering—defined as the 
replacement of engineers in a high-cost country by those in a 
low-cost country—is just one aspect of the complex dynam-
ics of the global automotive industry. Focusing only on the 
offshoring phenomenon without considering, for example, 
the onshoring phenomenon clearly misses the big picture. 
While Ford and GM are closing assembly plants in North 
America, Toyota, Honda, and Hyundai are building new 
plants in North America. While Ford and GM are reducing 
their engineering head counts in the Detroit area, Toyota, 
Honda, and Hyundai are increasing theirs in Ann Arbor, 
Michigan, Raymond, Ohio, and elsewhere.
	 Automotive engineers in the United States are legiti-
mately concerned about offshoring, but many other issues 
should concern them more. Automotive engineers employed 
by domestic vehicle manufacturers should be more con-
cerned that their companies are losing billions of dollars 
and not earning adequate returns on invested capital. They 
should be concerned that many of their competitors have 
“leaner” product-development processes, which means they 
can bring vehicles to market faster. They should be concerned 
about legacy costs, such as pension and retiree health ben-
efit liabilities, agreements by previous managers that are no 
longer tenable. They should be concerned that their brands 
are cheapened when sales incentives campaigns essentially 
pay customers to buy their vehicles.
	 U.S. automotive engineers should keep one important 
fact in mind. Toyota, the benchmark of the industry and 
the most valuable automotive company in the world, has 
done the least offshoring of any large automotive company. 
Toyota has become the automotive MVP by focusing on 
value, rather than on cost. If a firm uses offshoring purely 
to cut costs, offshoring is unlikely to provide a sustainable 
competitive advantage. If a firm uses offshoring (along with 
onshoring) as part of an integrated footprint strategy, the firm 
is more likely to achieve an advantage.
	 Asia will continue to drive growth in the global automo-
tive market, and the automotive production and engineering 
footprint in Asia will continue to expand. In the meantime, 
Toyota is attempting to upgrade its engineers to focus on 
technical areas that will be competitive differentiators in the 
future. For example, Toyota has invested significantly in the 
past few years to increase its internal capability in software 
development. This may indicate that Toyota believes that 
understanding the code that controls complex vehicle-control 
systems, such as the power controllers for hybrid power 
trains, will be one of those differentiators. Thus the most 
advantageous thing for U.S. engineers to do is to focus on 
creativity and developing cutting-edge technologies.

	 The global automotive industry has undergone radical 
changes in the past 10 years, and indications are that change 
will continue. Rather than stabilizing, the industry appears to 
be on the cusp of a significant restructuring because current 
business models are no longer sustainable for many firms. 
As vehicle manufacturers learn to engineer more with less, 
a company’s footprint strategy will become increasingly 
important.
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EXECUTIVE SUMMARY

	 A pharmaceutical company’s competitive advantage is 
based on its reliance on basic science to create and develop 
new products. Increasing costs along the pharmaceutical 
value chain and an industry-wide decline in R&D produc-
tivity has placed considerable pressure on the industry to 
explore options for improving performance by reducing cost, 
increasing research productivity, and extending market pen-
etration. Among the options are tactics for operating beyond 
the boundaries of companies’ home countries for research, 
manufacturing, and sales.
	 A framework has been developed for investigating and 
assessing strategies associated with offshoring different seg-
ments of the value chain in the U.S. pharmaceutical industry. 
Cost, access to human capital, time to market, and market 
entry potential are the main drivers for offshoring. A large 
and expanding trained talent pool in India and China and 
growing infrastructure are enablers that attract multinational 
pharmaceutical companies to set up operations in these coun-
tries. Although government support, improvements in patent 
law, and growing capital markets in these countries will 
ultimately be the sustainers of the offshoring phenomenon in 
the pharmaceutical industry, the poor quality of talent, strict 
regulatory barriers, and cultural and economic barriers will 
have to be overcome for companies to maintain a competitive 
advantage via offshoring. The impact of offshoring on U.S. 
employment in the pharmaceutical industry is predicted to 
be minimal, and higher value-added services in the United 
States are expected to increase.
	 An interesting trend is the emergence of reverse off-
shoring. With the increasing success of manufacturing and 

research, Indian and Chinese firms are looking westward to 
acquire access to discovery in basic science and profitable 
markets by partnering or acquiring assets in the United States 
and Europe.

INTRODUCTION

	 Competitive advantage in the pharmaceutical industry 
first requires excellence in translating basic research and 
development (R&D) into new products, and then efficient 
manufacturing and distribution to high-margin markets in 
the United States, Western Europe, and Japan. Thus the 
traditional business model for multinational pharmaceutical 
companies (MNPCs) is R&D intensive, and the business is 
fully integrated to service key markets. R&D costs, as a per-
centage of sales, range from 15 to 17 percent, higher than for 
any other global industry. So-called “innovator” companies 
have invested in in-house R&D with the goal of developing a 
strong proprietary pipeline for new drugs. These companies, 
which are vertically integrated (Figure 1), are involved in ev-
erything from early-stage platform research, drug discovery, 
and regulatory development to the manufacturing, market-
ing, and distribution of their products.
	 In the last 10 years, MNPCs have been faced with a 
declining pipeline of new products, expiring patents, rising 
R&D costs, declining productivity, and pressure on drug 
pricing. From 2002 to 2004, only 58 new drugs received 
marketing approval from the FDA, a 47 percent drop from 
the peak of 110 new drugs in 1996 to 1998. In contrast, 
R&D spending rose from $2 billion in 1980 to $39 billion 
in 2006. Historically, only three out of 10 marketed drugs 
have produced revenues that matched or exceeded average 
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FIGURE 1  Value chain for innovator companies.

R&D costs, and it has become increasingly difficult to de-
velop blockbuster drugs, such as Pfizer’s Lipitor, which was 
introduced almost a decade ago in 1997. At the same time, 
the patents of many drug products are expiring, opening the 
market to competition from manufacturers of generic ver-
sions. The generic share of prescription drug units rose to 
72 percent in just 18 months after generic substitutes were 
approved. [1] These pressures have convinced companies 
to consider offshoring parts of the value chain as a tactic to 
create competitive advantage.
	 This paper focuses on U.S. and European pharmaceutical 
companies that engage in offshore activities. Biopharmaceu-
tical companies only recently have begun to embrace the off-
shoring paradigm because of complexity in the technology, 
their small size, and the regulatory environment surrounding 
their products. These factors are addressed further in later 
sections.

Global Employment in the Pharmaceutical Sector

	 Global employment in the pharmaceutical industry is 
estimated to account for 1.7 million full-time equivalents 
(FTEs). The industry is dominated by the top 20 global 
MNPCs, which account for 59 percent of employment. The 
United States, Europe, and Japan dominate the global phar-
maceutical industry, and the United States has the largest sin-
gle workforce by region (41% of the global workforce). [2]
	 Using data from the McKinsey Global Institute [2], one 
can see that manufacturing of the active pharmaceutical in-
gredient (API), or drug substance, and final dosage, or drug 

product, plus R&D occupy 44 percent of the workforce (Fig-
ure 2). Because these are the activities that require engineer-
ing and science expertise, they are the areas of focus in this 
paper. Because the industry is highly integrated throughout 
the value chain, these activities include engineering, such as 
chemical engineering, mechanical engineering, bioengineer-
ing, and materials science and engineering, as well as sci-
ence, such as chemistry and biology. Furthermore, we are not 
aware of specific data that show the extent of involvement 
of each engineering and science discipline in pharmaceutical 
manufacturing and R&D.

Framework of Analysis

	 How and where a company chooses to operate its offshore 
activities depends on company-specific factors as well as 
location. Company-specific factors include the attitude of 
senior management and a company’s regional capabilities 
and growth strategy. Location-specific factors fall into four 
categories: cost structure, business environment, workforce, 
and the local market. In our framework, we divide location-
specific factors into drivers, enablers, sustainers, and barriers 
to offshoring activities at different stages of the value chain 
(Figure 3). We consider how these factors change over time 
and their impact on the global pharmaceutical industry.
	 The Merriam-Webster Dictionary defines offshoring 
as “The action or practice of moving or basing a business 
operation abroad.” [7] The McKinsey Global Institute 
prefers the term “global resourcing,” which has a more spe-
cific definition: “Decision of a company to have a location-
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FIGURE 3  Framework of analysis.

insensitive job performed in a demand market (market 
where the product is sold), in a border zone (near shore), 
or remotely (offshore).” [2] We believe it is important to 
explain the difference between offshoring and outsourc-
ing. Outsourcing is defined as “procuring (as with some 
goods or services needed by a business or organization) 
under contract with an outside supplier.” [8] International 
outsourcing is indeed one possible business model for a 

company offshoring some of its activities. The spectrum 
of operating models by which a company may operate 
offshore is presented in Figure 4.

Choice of Offshore Location

	 According to the AT Kearney Offshore Location Attrac-
tiveness Index survey in 2004, India and China are currently 
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the two most popular offshoring locations for a broad range 
of industry sectors because of their cost advantages and 
their depth and breadth of offshoring experience and people 
skills. [3] Malaysia, Singapore, and the Philippines also rank 
in the top 10, confirming the strength of Asian economies 
in offshoring competition. China and India are also ranked 
first and second in both the AT Kearney FDI Attractiveness 
Index and the Country Attractiveness Index for Clinical 
Trials. [4] Both countries have hosted offshoring activity in 
manufacturing and R&D in the pharmaceutical sector for 
several years, and this sector is still evolving and growing 
and is expected to have a considerable impact on the global 
industry. For these reasons, we focus mainly on offshore 
activities in these two countries.
	 Both China and India are net exporters of drug products. 
Indian exports of pharmaceuticals have been growing at a 
compound annual growth rate of 17 percent. China’s exports 
are growing at a rate of 25 percent, to $5.7 billion in 2005. [5] 
As these economies develop, their domestic markets are also 
growing, involving both multinational and domestic compa-
nies. The largest players in each market are summarized in 
Table 1.
	 The exports are almost exclusively generic products, 
and the market is becoming increasingly competitive. As a 
consequence, only firms that can meet demanding pressures 
on manufacturing cost can compete, and margin pressure 
continues to erode profits. An important competitive at-
tribute of these firms is their ability to continually improve 
manufacturing to reduce costs.
	 In the next two sections, we consider motivations for 
offshoring in the context of drivers, enablers, sustainers, 
and barriers associated with both China and India for R&D 
and manufacturing. Following this assessment, we address 
the impact of offshoring by U.S. companies to China and 
India and the effects on the U.S. pharmaceutical industry of 
a growing and increasingly aggressive domestic industry in 
India.

TABLE 1  The Top Multinational and Domestic 
Pharmaceutical Companies by Market Share in China and 
India [5, 6]

China India

Multinational 
Companies

Pfizer Inc.
AstraZeneca plc
Roche AG
Novartis AG
GSK plc
Bayer AG

GlaxoSmithKline 
Pharma Ltd.

Pfizer Inc.
Sanofi-Aventis
Abbott
Novartis AG
Wyeth
Merck
Astra Zeneca plc
Janssen-Cilag
Infar India

Domestic 
Companies

Shanghai Pharmaceutical 
Group Co. Ltd.

Guangzhou Pharmaceutical 
Holdings Ltd.

Tianjin Pharmaceuticals 
Group Corp.

Yangtze River Pharmaceutical 
Group

Harbin Pharmaceutical Group 
Co. Ltd.

Shijiahzhuang Pharmaceutical 
Group Co. Ltd.

North China Pharmaceutical 
Group Corp.

Beijing Double-Crane 
Pharmaceutical Co. Ltd.

Northeast Pharmaceutical 
Group Co. Ltd.

Ranbaxy Laboratories
Cipla Ltd
Dr Reddy’s Laboratories 

Ltd.
Wockhardt Ltd.
Nicholas Piramal India 

Ltd.
Sun Pharmaceuticals 

India Ltd.
Lupin Ltd.
Aurobindo Pharma Ltd.
Cadila Healthcare Ltd.

OFFSHORING IN PHARMACEUTICAL 
RESEARCH AND DEVELOPMENT

	 Overall, offshoring of R&D in pharmaceuticals is not very 
common but has been growing at a rapid pace in recent years. 
Outsourcing of drug-discovery services, such as chemistry, 
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biology, screening, and lead-optimization, accounted for 
$4.1 billion in 2005, and is expected to approach $7.2 bil-
lion by 2009. [1] Starting with comparatively high-volume, 
low-value work, offshoring related to drug discovery has 
moved up the value chain to services ranging from preclini-
cal chemistry to large clinical trials. Companies in India and 
China provide manually intensive but highly skilled out-
sourcing services that include nucleotide sequencing and 
synthesis, protein expression, and library construction. A few 
firms even provide chemical services in molecular biology 
and bioinformatics. In places with an established hospital 
infrastructure and support activities such as India, clinical 
trails with good supporting analytical work are becoming 
increasingly common, not only because of cost, but also 
because of access to skilled workers, treatment-naïve, and 
well stratified patient populations and the prospect of reduc-
ing development time.

Offshore Research and Development in China

	 Traditionally, foreign firms have shied away from invest-
ing in R&D in China because of the widespread prevalence 
there of generic brands and counterfeit drugs, inadequate IP 
protection, and Chinese consumers’ inability and unwilling-
ness to pay for expensive medicines. Even today, according 
to a recent report from Ernst & Young, only about 20 percent 
of the world’s leading pharmaceutical companies have plans 
to invest in R&D in China. [10] According to Kalorama In-
formation, global pharmaceutical firms will outsource about 
$3.5 billion in research in 2006, but less than 5 percent of 
that is earmarked for China. [11]
	 China’s current pharma R&D environment (Figure 5) is 
reasonably advanced in clinical trials and lower complexity 
chemistry but less so in preclinical and biology-based drug 
discovery. [9] Although MNPCs have been cautious about 

FIGURE 5  China’s current environment for pharmaceutical R&D. Reprinted with permission of ©The Boston Consulting Group. All rights 
reserved. [9]
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offshoring R&D to China, the scope and scale of these activi-
ties have risen. Today, almost all of the top 20 MNPCs are 
doing some form of chemistry-based work in China. Prior 
to 2001, 40 percent of Chinese medical enterprises had co-
operative projects with foreign firms. [12]
	 A few leading MNPCs have built their own R&D centers 
in China. Novo Nordisk, the first MNPC to establish its own 
R&D center in China, set up a $10 million center in 1997 to 
conduct research in industrial biology and pharmaceuticals 
focused on natural products. After spinning off its industrial-
enzymes divisions in 2000, the new Novo Nordisk desig-
nated China as its global center for competency in microbial 
protein expression. The company plans to double the staff 
in the next two to three years to 60 scientists and gradually 
transition from a highly skilled biotechnology provider to an 
innovator in target identification for cancer and inflammatory 
diseases. [9]
	 GlaxoSmithKline (GSK) has worked with Chinese 
scientific and research groups on several occasions. At 
the beginning of the 1990s, the company cooperated with 
Shanghai Institute of Material Medica (SIMM) in evaluat-
ing approximately 10,000 herbal medicines and undertook 
collaborative projects worth $7 million. Since the merger, 
GlaxoSmithKline has invested more than $10 million in 
R&D projects in China. [13]
	 Roche invested more than $10 million in a new R&D 
center in Shanghai’s Zhangjiang High-Tech Park at the end 
of 2004. Currently, the center has 40 scientists working on 
basic chemical synthesis. The center plans to begin research 
in traditional Chinese medicine and is expected to gradually 
develop more comprehensive R&D capabilities. [9]
	 Twenty percent of Lilly’s chemistry work is being done 
in China, where costs are one-quarter of what they are in the 
United States or Western Europe. Lilly helped start a labo-
ratory, Chem-Explorer, in Shanghai in 2003. The start-up 
company works exclusively for Lilly and has a staff of 230 
chemists, 20 to 25 percent of whom have Ph.D.s. In addition, 
Lilly does about 50 percent of its clinical research outside 
the United States, mostly in Western Europe. However, it 
has been predicted that Lilly will do 20 to 30 percent of its 
testing in China and India in the next few years. [14]
	 AstraZeneca was one of the first MNPCs to set up clinical 
trials in China in 2002. [15] In December 2003, the company 
announced a $374,000 three-year partnership with Peking 
University’s Guanghua School of Management to fund 
programs at the China Centre for Pharmacoeconomics and 
Outcomes Research to support reform of China’s health care 
system. [16]
	 Pfizer, one of the largest foreign pharmaceutical enter-
prises in China, has more than 1,500 employees in four 
state-of-the-art plants throughout the country, as well as 
a management center and a trade company. Pfizer China 
located an R&D center in Shanghai, following the lead of 
AstraZeneca and Roche. Part of the Shanghai center’s stra-
tegic plan is R&D on biometrics, which would support the 
development of new drugs. [17]

	 Other large MNPCs, such as Servier, Novartis, and 
Sanofi-Aventis, are also planning to support research in 
China on compounds from traditional Chinese medicines as 
a basis for drug discovery. Novartis has announced its inten-
tion to make captive research investments (i.e., establish its 
own facilities) in China.

Offshore Research and Development in India

	 A 2004 survey of 104 senior executives in a wide range 
of industries, including eight pharmaceutical companies, 
ranked India among the top three countries where they 
planned to spend R&D dollars in the next three years. [65] 
With some of the top technical universities in Asia, a large 
community of entrepreneurs, Western-trained graduates, 
resourceful managers, and researchers who are at ease with 
the English language, India has a welcoming business envi-
ronment for global collaboration in R&D. [18]
	 Global R&D companies, such as U.S.-based AMRI and 
Nektar, Switzerland-based Evolva, and Germany-based Ta-
ros, have already opened research facilities there. In 2002, 
about 40 global trials were conducted in India, and in 2005, 
the number rose to about 200. [18] Many leading MNPCs 
have invested in R&D work in India (Figure 6). For example, 
Pfizer doubled its investment in clinical research in India to 
roughly $13 million and plans to invest another $30 million 
in the next five years. [19] AstraZeneca made an early invest-
ment in the late 1980s in a captive R&D center in Bangalore, 
where its new candidate drug molecule for tuberculosis 
is under final development. In addition, the company has 
forged a partnership with Torren Pharmaceuticals to work 
on a drug for hypertension. [18]
	 Novartis has entered an agreement with Syngene Inter-
national, a biopharmaceutical company based in Bangalore, 
to carry out R&D to support new drug development. The 
research teams in Syngene, with skills in synthetic chemis-
try and molecular biology, also conduct high-value R&D in 
early-stage drug discovery for other global clients. [20]
	 Compared with China, India has a relatively well devel-
oped R&D environment in clinical trials and basic chemistry, 
in contrast to biology and preclinical work (Figure 7). [21] 
However, China is more advanced in the field of proteomics 
and molecular biology for target identification, while India 
is better at clinical data management and lead optimization 
work. [22] Thus different areas of the R&D value chain are 
being conducted in China and India, but neither country has 
an environment that supports end-to-end R&D.

DRIVERS, ENABLERS, BARRIERS, AND SUSTAINERS 
FOR RESEARCH AND DEVELOPMENT

Drivers

	 There are multiple complex reasons that MNPCs are off-
shoring R&D work to India and China. According to a study 
by Thursby of R&D intensive firms, the drivers for offshoring 
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FIGURE 6  R&D activities by MNPCs in India. © 2004, A.T. Kearney, Inc. Reprinted with permission. [19]

FIGURE 7  Various opportunities along the value chain. Reprinted with permission of ©The Boston Consulting Group. All rights re-
served. [21]

Cooney 
Figure 7.eps

Most common service offerings

Genetic research

Clinical developmentResearch–ChemistryResearch–Biology

Target
identification

Target
validation

Compound
generation

Lead
optimization

Screening Phases I–IV

Preclinical
development

Proteomics

Chemoinformatics

Bioinformatics

Expression profiling

Basic molecular-
biology technologies

Functional
genomics

Protein
biochemistry

Disease models

Genetically
modified mice

Analytical
chemistry

Bioimaging

Compound
synthesis

HTS and UHTS

Assay execution

SAR evaluation

Medicinal
chemistry

Animal model for
efficacy

Cell-based
models for
efficacy

Assay
development

Key
activities
and
technologies  • Protein

  expression and
  purification

Analog preparation
 • Building
  blocks
 • Reference
  compounds

Synthesis
 • Focus library
 • Combinatorial
  chemistry
 • Natural
  compound
  extraction

Pharmacology
 • Safety
 • Efficacy

PKDM
 • Bioanalysis
 • In vitro ADME
 • In vivo ADME

Toxicology
 • General
 • Reproductive
 • Genotoxicology
 • Immunotoxicology
 • Carcinogenicity

Clinical management
 • Protocol design
 • Patient recruitment
 • Trial management and
  monitoring

 • Central lab
 • Report writing

Data management
 • Clinical data
  management
 • Biostatistics

Regulatory
 • Drug registration
 • Regulatory consulting

Drug design
 • Computer
  aided
 • Structural
  based

Structural
chemistry
 • NMR
 • X-ray
  crystallography

 • Protein structural
  analysis
 • Protein-to-protein
  interaction

 • Gene sequencing

 • DNA and RNA
  preparation
 • mRNA library

Less common service offerings Emerging service offerings



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

110	 THE OFFSHORING OF ENGINEERING

include low cost, market factors, the quality of R&D person-
nel, and collaboration with university scientists. [66]

Cost and Time

	 The cost of bringing a drug to market is more than $800 
million and can take 8 to 12 years. Of every 5,000 drugs 
tested, only about five reach the clinical trial stage, and only 
one is approved by the FDA. [23] This high “failure” ratio 
adds significant risk to pharmaceutical R&D, forcing major 
pharmaceutical companies to focus on fewer projects to 
address increasingly specific indications. Cost advantage is 
one of the driving forces for offshoring of R&D. In general, 
direct cost savings can be as high as 60 percent, or even 80 
percent, on salaries in the drug-discovery phase, and 60 to 
70 percent per patient in clinical trials. [18]
	 Biologists in China are paid 20 to 33 percent of what simi-
larly qualified biologists are paid in the United States. The 
average annual salary of a full-time employee with a Ph.D. 
in an MNPC in Shanghai is about $12,500, approximately 
one-fifth the salary in the United States. Because clinical tri-
als account for 40 to 75 percent of drug-development costs, 
savings in this phase of R&D can be significant.
	 In India, clinical trials cost as little as 40 percent of 
those conducted in Western countries. [24] For example, in 
a clinical data-management center established by GSK in 
Bangalore, the combined salaries were barely one-third of 
salaries for an equivalent center in the United States; GSK 
had an annual cost saving of $30,000 per employee. Staff of 
the center has been expanded from four 10 years ago to 300 
today.
	 Along with the lower costs, drug development time is 
much shorter. In low-cost countries, Phase III clinical trials 
can be completed six to seven months faster than in domestic 
markets because of faster patient enrollment and higher pa-
tient concentration. [18] For example, the German manufac-
turer Mucos Pharma asked SIRO Clinpharm in India to find 
750 patients to test a drug for head and neck cancer. Within 
18 months, the company had recruited enough volunteers in 
five hospitals. In Europe, it took twice as long to find just 
100 volunteers in 22 hospitals. [24]
	 Another advantage of offshoring R&D is multi-shift work 
across multiple time zones. For instance, scientists in the 
United States can focus on more complex processes while 
offshore staffs perform the repetitive tasks. In this way, 
MNPCs gain flexibility in their pipeline management.

Market Potential

	 MNPCs with offshore activities and investments in China 
and India often seek access to the domestic markets as part 
of their global market strategy. (Market growth in both coun-
tries is described later.) Offshore R&D allows companies to 
build close relationships with local governments, research 
institutes, and hospitals that can help secure their positions 
in the local market.

	 In addition, offshore R&D brings companies closer to 
the demand and dynamics of the local market. In China, for 
example, the lifestyle is increasingly influenced by Western 
culture, leading to changes in the disease profile. As living 
standards rise, particularly in the cities, a number of formerly 
common diseases and conditions associated with poverty 
have been almost entirely eliminated. At the same time, 
higher incomes, new diet patterns, less physical exercise, 
and more work-related stress, including a recent decline in 
job security, have combined to increase the incidence of dis-
eases new to China but common in Western countries, such 
as diabetes, cardiovascular disease, and other stress-related 
disorders. [25] In addition, the aging population in China is 
growing as life expectancy increases annually, and the birth 
rate is declining. People over 60 now account for 10 percent 
of the total population, and this number is expected to rise 
to 30 percent within five decades. [25] By 2020, people 65 
or older will account for 16 percent of China’s population.
	 These trends point toward a larger, more diversified 
market demand for drugs in the future. As per capita GDP 
rises, purchasing power will also rise, enabling sales in the 
pharmaceutical market to increase by 6 to 8 percent annu-
ally. In addition, Western pharmaceuticals and diagnostics 
are increasingly believed to be more effective than domestic 
versions or traditional Chinese medicines.

A Large Talent Pool

	 Finding qualified scientists, engineers, and physicians is 
essential to offshoring R&D. China and India, which have 
large talent pools, make it possible for R&D work to be car-
ried out at lower cost. However, there are still questions about 
quality, such as whether there are enough well qualified re-
searchers to maintain or even improve the quality of research. 
In a study conducted by Gary Gereffi and Vivek Wadhwa at 
Duke University [69], the numbers of engineering bachelor’s 
degrees and associate degrees awarded annually by India 
were reported to be 112,000 and 103,000, respectively. For 
China the numbers were 351,537 and 292,569, respectively, 
about 2.5 to 3.5 times higher than in the United States. In 
addition, in China the number of doctorates in domestic 
science and engineering has increased rapidly. From 1975 
to 2005, China’s global share of science and engineering 
(S&E) doctorates increased from near zero to 11 percent; at 
the same time, U.S. global share fell from half to roughly 22 
percent. [70]
	 Another component of the talent pools in China and India 
is doctorates earned overseas. In 2001, the number of Chi-
nese S&E doctorates earned in Japan, United Kingdom, and 
United States equaled 72 percent of the total S&E doctorates 
earned by American citizens and permanent residents. [70] 
From 1986 to 1998, of all S&E doctorates earned in U.S. 
universities, Chinese students accounted for 8.4 percent 
in biological and agricultural science and 9.1 percent in 
engineering. [71] From 1993 to 2000, the total number of 
engineering doctorates awarded in U.S. universities fell 
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slightly, from 2,228 to 2,206; however, doctoral awards in 
engineering to Chinese citizens increased 30 percent from 
543 to 711 in the same period. [72]
	 In recent years, with the booming economies in China 
and India, more and more Chinese and Indian scientists and 
engineers, especially in high-tech fields such as biomedical 
studies, have chosen to leave the United States for home 
and have taken their technical skills with them. According 
to China’s Bureau of Education, since 1978, about 700,000 
Chinese college graduates and scholars have gone abroad for 
advanced degrees, and about 170,000, or 24 percent, have 
returned. A high portion of the graduates earned degrees in 
chemistry and life sciences. Currently, 40 to 60 percent of 
postdoctoral students in the United States are from China and 
Taiwan. Within 10 years, there may well be a reverse brain 
drain in U.S. biotechnology. [9]
	 The scientific disciplines most relevant to the pharma-
ceutical industry are chemistry and biology. Graduates in 
chemistry in both China and India outnumber their U.S. 
counterparts by more than fivefold at the bachelor’s level and 
more than threefold at the master’s level. [18] Even correct-
ing for variations in quality, these large numbers provide an 
impetus for moving higher value work offshore.

Enablers

Resources

	 Another important factor driving MNPCs to offshore 
their R&D work to China is that valuable resources might 
be discovered from traditional Chinese medicine (TCMs), 
12,807 medicinal materials derived from natural sources, 
about 5,000 of which may have some proven clinical efficacy. 
TCMs’ share of the global market in herbal medicines ($60 
billion in 2002) is expected to rise to $5 trillion by 2050. [18] 
The expected advantages of TCMs for MNPCs is that they 
may provide drug-discovery leads and diversify an MNPC’s 
pipeline.
	 In addition, both China and India offer access to the broad 
human gene pool and patient population. Data on differ-
ent populations is becoming increasingly important as the 
industry shifts from developing blockbuster drugs to drugs 
targeted at patient populations with specific genetic poly-
morphisms. [26] The large patient pool (and large number of 
treatment-naïve patients) makes it easier and faster to enroll 
patients in clinical trials.

Infrastructure

	 China has 185 bio-related institutes and research labora-
tories, 1.4 million doctors, more than 1 million nurses, and 
20 facilities with GLP (Good Laboratory Practices) certifica-
tion. As many as 300 contract research organizations (CROs) 
now offer support for clinical trials, which also provides 
an infrastructure to support the offshoring of R&D work. 
In India, half a million doctors, 171 medical colleges, and 

16,000 hospitals provide a broad infrastructure for offshor-
ing clinical R&D. [27] Six laboratories in India have secured 
GLP certification, and a dozen more are about to. In addition, 
more than 20 CROs in India now handle Phase II through 
Phase IV trials.

Sustainers

Government Support

	 According to the director of the Pharmaceutical Depart-
ment, which is overseen by the State Economic and Trade 
Commission of China, the Chinese government encourages 
foreign pharmaceutical companies to expand their businesses 
from just manufacturing to include R&D. They promise 
that foreign-funded research centers will be exempt from 
import tariffs and custom taxes. In addition, companies that 
transfer technology to China will be exempt from business 
taxes. [28]
	 The list of key focus areas in the current Five-Year Plan 
includes biotechnology and innovative drug discovery. 
Funding in some areas of biomedicine and biotechnol-
ogy—most notably genetics—has increased rapidly in the 
past few years. [29] From 2000 to 2005, an average of $600 
million in public funds went to China’s biotechnology sec-
tor. India’s Department of Biotechnology has funded more 
than 1,800 R&D projects, helped to develop 12 vaccines, and 
transferred 54 technologies to the biotechnology industry, 17 
of which have been commercialized. [18]
	 Many life-science parks, such as Shanghai Zhangjiang 
Life Science Park, have been established to encourage for-
eign investment in the pharmaceutical and biological sectors. 
These parks, which are focal points for the clustering of 
similar companies, offer MNPCs basic amenities and fiscal 
and regulatory incentives. A good example is the Beijing 
Economic and Technological Development Zone, in which 
both domestic and foreign companies are exempt from taxes 
for two years after they start making profits. For the next 
three years, they are taxed at half the normal rate. [30] By the 
end of 2005, there were 60 such parks in China and five fully 
operational parks in India and 17 more at various stages of 
planning or construction. [18] These special economic zones 
attract foreign direct investment (FDI) in knowledge- and 
manufacturing-based businesses, and thus attract offshoring 
by foreign firms.

Improvements in Patent Protection

	 Sustainable development of offshore pharmaceutical 
R&D requires a well regulated business environment and a 
well established legal system to protect MNPCs from mis-
appropriations and infringements of patents and from coun-
terfeit drug makers. A new law in China, the New Medicine 
Examining Statute, encourages innovation by controlling 
prices and protecting intellectual property. First, it extends 
the protection period for new medicines, in some cases from 
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eight years to 12 years. During the protected period, only li-
censed companies can produce the drug in question. Second, 
profit margins for new medicines can be higher than for other 
products, so manufacturers can recoup the costs of R&D 
more quickly. Third, the government is reducing bureaucratic 
red tape by contracting out the licensing of new medicines 
and production plants. All of these measures will stimulate 
investment, improve R&D, and cut the time-to-market for 
new medicines. [31]
	 In September 2003, the Chinese government also passed 
a regulation for implementing the Law on Drug Administra-
tion. The regulation defines new drugs as “drugs that have 
not appeared in the domestic market,” a stricter standard than 
the old rules that defined new drugs as “drugs produced in 
China for the first time.” The new standard has unnerved 
many domestic pharmaceutical research institutions, whose 
main products are imitations of sophisticated foreign drugs. 
According to the old rules, these drugs could be patented as 
new drugs only if foreign drug makers had not manufactured 
the originals in China. [32] Although the trend appears to 
be toward greater protection of IP, it will take some years 
for sufficient case law to establish how the government will 
actively protect the IP rights of foreign firms.

Barriers

Regulatory Barriers

	 Even though the business environments of China and In-
dia have improved in recent years, some regulatory barriers 
still impede MNPCs’ offshore R&D activities. For example, 
in India, new chemical entities discovered outside the coun-
try must undergo initial Phase I trials outside the country; 
only then can a Phase I trial be conducted in India. [18] This 
delays the time-to-market for new drugs.
	 In China, slow approval time (usually 9 to 12 months) 
is a serious problem. The process of registering a drug and 
obtaining production and sales permits involves numerous 
central, provincial, and local authorities and can take several 
years. [26] In India 3 to 4 months is the norm. 

Supply of High-Quality Talent

	 The large pool of scientists and engineers in China and 
India is one of the attractions for offshore R&D. However, 
with the rapid growth of offshore activities and competi-
tion from the growing number of domestic companies, the 
demand for qualified engineers is increasing. For example, 
in India, the share of global clinical trials is expected to rise 
from the current level of 1.5 percent to 15 percent by 2011. 
In addition, the number of global trials is increasing by 10 
percent per year. At current training levels, India will turn 
out only one-tenth the required numbers of clinical research 
assistants. [18] Thus early movers in offshoring of clinical 
trials will have an advantage; later entrants will have to work 
harder to find trained staff. In addition, this competition for 

skills will accelerate wage inflation and erode some of the 
cost advantages of offshoring.
	 Another problem for MNPCs is that, although the poten-
tial supply of talent in low-wage countries is large and grow-
ing rapidly, only a fraction of potential job candidates are 
qualified to work for foreign companies. The reasons for the 
lack of suitability are inadequate language skills, poor qual-
ity of education, and limited practical experience. Another 
problem is cultural differences, which are especially apparent 
in interpersonal skills and attitudes toward teamwork and 
flexible working hours. [1]
	 According to Wadhwa and Gereffi’s survey results, 
multinational and local technology companies in China 
felt comfortable hiring graduates from only 10 to 15 elite 
universities across the country and complained that the sup-
ply of these graduates was limited. [73] Interviews with 83 
human-resource managers in multinational companies reveal 
that, on average, only 17 percent of engineers and 14 percent 
of researchers in the life sciences were suitable for hiring by 
foreign companies. Among all candidates, only 10 percent 
in China and 25 percent in India would be suitable for off-
shore R&D by MNPCs. As McKinsey reports, only 2.8 to 
3.9 million—or 8 to 12 percent—of young professionals in 
low-wage countries are suitable for hire by export-oriented 
services companies, compared to 8.8 million in the sample 
of high-wage countries. [1] The scarcity of experienced and 
skilled middle-management-level workers for offshoring 
companies is even more serious.
	 In China, for cultural and historical reasons, students are 
not encouraged to think innovatively. However, innovative 
thinking is the quality that pharma R&D thrives on. The 
ratio of graduate students to professors in China can be as 
high as 20 to 1, compared with a 3-to-1 ratio in the United 
States. Physicists, chemists, and engineers dominate the tal-
ent pool in China. Although the output in applied biology 
has increased rapidly over the past decade, the percentage 
of biotechnology- and biology-related fields in China is 
still modest. Furthermore, it is estimated that just half the 
potential talent pool in China is geographically accessible 
to multinational companies.

Protection of Intellectual Property

	 As discussed earlier, R&D work conducted in developing 
countries is fragmented and concentrated mostly in relatively 
lower value-added areas of chemical synthesis and routine 
analysis. MNPCs tend not to offshore their most proprietary 
R&D activities because of uncertainties about the protection 
of intellectual property. [67] These same uncertainties may 
encourage MNPCs to pursue only fragmented work offshore 
and not to work across the entire value chain.

Venture-Capital Funding

	 Besides establishing fully owned subsidiaries in China and 
India, MNPCs can offshore R&D work to CROs and through 
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partnerships with local firms. Establishing a high-technology 
company, such as a pharmaceutical research firm, is capital 
intensive, and there may not be a short path to profitability. 
For such firms to be established, funding sources and legal 
and business infrastructure must be available. Therefore, the 
current lack of established venture capital (VC) firms and 
funds in China and India represents a barrier to offshoring 
activity.
	 The VC industry is at an early stage in both China and 
India, where most funding has traditionally come from gov-
ernment, financial institutions, and individuals. Currently, 
most VC funding is from foreign firms, although domestic 
VC companies are emerging. As wealth accumulates in 
China and India, private-equity funding may play a larger 
role. Government policy toward the regulation of finance and 
investment will certainly influence the extent of domestic 
and foreign investment.
	 In India, returning expatriates, particularly from Silicon 
Valley, have encouraged the establishment of a regulated 
VC industry. [33] The Securities and Exchange Board of 
India (SEBI), which regulates the stock market, is now also 
responsible for regulating VC funds. The first regulations, 
issued in 1996, offer tax benefits similar to those of U.S. 
limited partnerships. There are currently 84 VC funds and 
54 foreign VC funds registered with SEBI, and many other 
funds are still unregistered. [34] Although the goal is to 
promote an exit strategy, the mechanism by which venture 
capitalists recoup their investments through an initial public 
offering (IPO), most investment exits are currently realized 
through mergers and acquisitions. The barriers to VC funding 
in India include the reluctance of businesses to give up their 
majority stake to an investor, the lack of fund-management 
experience, and the lack of infrastructure to provide legal 
and business support. However, the presence of domestic 
stock exchanges, a history of domestically managed mutual 
funds, and a growing entrepreneurial spirit are contributing 
to confidence in VC investments. [33, 35]
	 In China, VC funding has been growing rapidly, from just 
$418 million in 2002 to $1.27 billion in 2004 [36], and the 
Chinese Venture Capital Association (CVCA) has become 
an umbrella organization to promote the industry. [37] Exits 
from venture investing are predominantly in the form of IPOs 
on foreign exchanges; some are realized through mergers and 
acquisitions. [36, 37] The main concerns about VC funding 
in China are the lack of a domestic exchange for IPOs, the 
lack of experienced fund management and legal capability, 
and, given the weak IP regime, the inability of companies to 
retain value from technology.

OFFSHORING IN PHARMACEUTICAL 
MANUFACTURING

	 Pharmaceutical manufacturing encompasses a variety of 
process technologies on different scales. Primary manufac-
turing involves synthesis of the drug substance, also called 
the active pharmaceutical ingredient (API) or bulk drug sub-

stance. This is followed by secondary manufacturing, which 
involves drug-product formulation; in this stage the drug is 
produced in its final dosage form. The last stage involves 
the filling, finishing, and packaging of drug products for 
distribution to patients. These stages are often performed at 
different sites and may be broken down into further steps. For 
example, in API manufacturing, it is common for chemical 
intermediates to be supplied by one company to another. The 
technical and regulatory requirements for the manufacturing 
facility depend on whether the drug is a chemical or a bio-
logical product. High-potency drugs and biologics typically 
require more containment, hence more infrastructure and 
stricter maintenance procedures. The volume of the drug 
depends on its potency and the frequency of dosing. Low-
potency drugs that require frequent dosing are produced in 
large volumes. High-potency drugs that are used sparingly 
are produced in low volumes. Thus there is a continuum in 
the size and scale of manufacturing facilities.

Manufacturing of Active Pharmaceutical Ingredients

	 Manufacturing of the API is frequently offshored by out-
sourcing to a third party. The primary motivation is cost ef-
ficiency. Because FDA approval is required for facilities and 
processes in the United States or abroad that supply product 
to the United States, the quality of the API is guaranteed. In 
China, the world’s largest producer of APIs, sales are ex-
pected to increase by 17.6 percent in the next few years, from 
$4.4 billion in 2005 to $9.9 billion in 2010. In India, the third 
largest global manufacturer (after Italy), sales are expected 
to increase by 19.3 percent per year, from $2 billion in 2005 
to $4.8 billion by 2010, according to a study conducted by 
Italy’s Chemical Pharmaceutical Generic Association. [38] 
APIs accounted for 60 percent of pharmaceutical exports 
from India in 2001. [39]
	 The APIs manufactured in offshore facilities are almost 
all generic, and thus off-patent products, the point at which 
cost savings on manufacturing provides a competitive ad-
vantage. Patent protection for these products has expired 
and non-infringing processes can be developed and used for 
manufacturing them, thus lowering IP concerns. The expan-
sion of the generics market is expected to continue, both in 
absolute terms ($2 billion growth between 2000 and 2002) 
and as a percentage of contract manufacturing in India (ex-
pected to increase from 20 percent in 2000 to 62 percent in 
2010). [5]
	 An interesting change may be in the wind, however. 
Dishman Pharmaceuticals and Chemicals (Ahmedabad, 
Gujarat, India) recently announced that it is the first Indian 
firm selected by an MNPC as primary manufacturer of an 
API for a brand new drug. [40] With this business model, the 
innovator firm can leverage low-cost production before the 
drug has generic status. Success will depend on protection 
of IP for the product and process.
	 Indian companies are becoming more sophisticated. 
Companies that started as contract manufacturers for inter-
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mediates, and then APIs, are becoming vertically integrated 
and moving into drug-product formulation. This is possible 
because of improvements in R&D skills, which have enabled 
them to challenge patents and adopt an aggressive acquisi-
tion, IP-based approach to expansion into regulated markets. 
For example, Ranbaxy USA has submitted more than 20 
abbreviated new-drug applications (ANDAs) to the FDA 
for review of generic products. The Ranbaxy group acquired 
OHM Laboratories (USA) manufacturing facilities in 1995 
and European generics, including Bayer AG, RPG (Aven-
tis), Terapia SA, and Ethimed NV. [41] Nicholas Piramal 
acquired Avecia and Pfizer’s manufacturing site in Morpeth, 
U.K. [42]
	 The rise of the Indian pharmaceutical industry, with ex-
pertise in reverse engineering and patent challenging, could 
have a significant impact on the global generics market. In 
effect, these firms are practicing reverse offshoring by reach-
ing back to U.S. and Western European firms for skills to fill 
out the value chain.
	 Indian and Chinese companies are increasingly interact-
ing with each other to leverage their unique strengths. For 
example, India has emerged as a preferred trading partner 
with China; India’s imports of pharmaceutical products from 
China increased by 172 percent in 2004 to $303 million in 
2005. China is also the leading pharma export market for 
India. In 2005, imports from India were valued at $58 mil-
lion. By contrast, U.S. drug product exports to China were 
valued at $29.5 million. [43]

Manufacturing of Final-Dosage Products

	 The growth in offshore secondary manufacturing appears 
to be driven by a combination of both low-cost manufactur-
ing structures and the growth of domestic pharmaceuticals 
markets. Low-cost manufacturing in China and India enable 
companies to sell pharmaceuticals at prices affordable to 
the local population. Low-cost manufacturing also enables 
penetration into other developing markets where the costs of 
pharmaceuticals are prohibitive, such as in Southeast Asia 
and Africa.
	 Final-dosage manufacturing in India and China is done 
by a mix of third-party outsourcing and foreign direct in-
vestment in manufacturing facilities run by Indian subsid-
iaries of MNPCs. The company websites of GSK, Pfizer, 
Wyeth, Aventis, and Abbott (five of the top six MNPCs by 
domestic sales in India) [36] indicate that they have estab-
lished manufacturing sites in India to cater to the Indian 
market and for exports, mainly to Middle Eastern and Asian 
markets. They also provide some external manufacturing 
services, including API manufacture, but the focus of these 
operations is on secondary manufacturing. It stands to rea-
son that, if they can meet the tough cost demands for local 
sales, they can also leverage higher margins on sales in the 
regulated markets.

Manufacturing of Biologics

	 Although both India and China have substantial and 
growing biopharmaceutical industries, offshoring of bio-
pharmaceuticals manufacturing is still small by global 
standards because of the nature of these products and pro-
cesses, the lack of regulatory clarification, and the relative 
immaturity of the industry. Patents on the first generation 
of biopharmaceuticals are beginning to expire, but the FDA 
has not yet issued clear guidelines for how bio-similar or 
follow-on biologic products should be assessed for safety 
and efficacy as generic-like substitutes. Such products can 
enter the marketplace but only after clinical trials have been 
completed.
	 Thus the concept of generics does not apply to biological 
products as it does to chemical drugs. Biological therapeu-
tics cannot be as easily characterized by physico-chemical 
methods or bioassays; hence their safety and efficacy depend 
more strongly on the manufacturing process. Thus it can be 
difficult to transfer a product to a different manufacturing 
site, which may require clinical evaluation.
	 However, the technology for characterizing biologicals 
is evolving rapidly. There is a continuum of molecular com-
plexity in biologicals reflected in the molecular weight and 
extent of post-translational modification of the molecule 
during synthesis. Some smaller molecules, such as insulin, 
which have been manufactured for a long time, are suf-
ficiently well characterized that injectable insulin can be 
manufactured by numerous companies. [44] The European 
Medicine Evaluation Agency has published guidelines, in-
cluding comparison guidelines, for products manufactured 
at multiple sites. [45] However, the lack of clarification 
by the FDA poses a barrier for companies interested in 
producing bio-similar or outsourced products for the U.S. 
market.

DRIVERS, ENABLERS, BARRIERS, AND 
SUSTAINERS FOR OFFSHORE MANUFACTURING

Drivers

	 The primary drivers for offshore manufacturing are low-
cost operations and access to rapidly growing pharmaceutical 
markets in India and China. If a company can manufacture 
and produce at a cost low enough to be competitive in emerg-
ing markets and still be in compliance with FDA require-
ments, then that company can expect to be cost competitive 
in regulated markets. In the future, as the efficiencies of 
manufacturing processes by emerging Chinese and Indian 
companies improve, MNPCs will have more opportunities to 
offshore their non-core manufacturing activities. In addition, 
as Indian and Chinese companies become more innovative, 
competition to supply the global market will increase, driv-
ing improvements in both cost and technology.
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Low Cost Structure

	 Both India and China have lower capital, labor, and 
raw-material costs than manufacturers in Western Europe 
or the United States. The largest savings (approximately 
60 percent) for these companies is in labor costs. Total cost 
savings are estimated to be $10,000 per million tablets. [46] 
Arthur D. Little Benelux estimates annual per-person labor 
costs at $3,000 in India and $4,000 to $6,000 in China. The 
cost in Western Europe is well over $50,000. Outlays per 
installed cubic meter of reactor capacity are at least 40 per-
cent lower than in the West and can be as much as 90 percent 
lower. [42]

Growing Markets

	 The value of Chinese and Indian pharmaceutical markets 
is considerably less than the value of the market in the United 
States. However, with an expanding, increasingly affluent 
middle class willing to pay out of pocket for treatment, the 
markets in India and China are growing. Increased sales of 
existing drugs at low prices and a wider range of new prod-
ucts in the market are reflective of the growing number of 
people who can afford more therapies and are demanding 
world-class treatment. Thus opportunities abound for phar-
maceutical companies to expand their operations.
	 India’s pharmaceutical market, which was estimated to be 
worth $4.5 billion to $4.9 billion in 2004, has grown steadily 
for the past 15 years. It is estimated that value will rise from 
$5.3 billion in 2005 to $16 billion in 2015. [18]
	 In China, the pharmaceutical industry is one of the fast-
est developing sectors, driven by the medical needs of the 
country’s 1.6 billion people. During the 9th Five-Year Plan 
(1996–2000), the average annual growth rate of the pharma-
ceutical industry was 17 percent. For comparison, the rate 
worldwide is 13 percent. Biotech-based pharmaceuticals in 
China were worth about 20 billion RMB in 2002, or about 6 
percent of the total value of the pharmaceutical industry. This 
share is predicted to rise to 12 percent in 2006. [47] Estimates 
of the Chinese market vary widely. IMS estimates that the 
value was $11.7 billion in 2005 and will be the seventh larg-
est in the world by 2009. [5] In a BCG report, it is estimated 
that China will become the fifth largest drug market, with a 
value of $37 billion, by 2015.

Enablers

Experience and Existing Manufacturing Infrastructure

	 Domestic chemical and pharmaceutical industries grew 
rapidly in India following the passage of the 1970 patent law 
recognizing process patents but not composition-of-matter 
patents. Similarly, in China companies have developed ex-
pertise in the reverse engineering of drugs available in West-
ern markets. As a result, there is now a large, experienced 
workforce with considerable knowledge about the process 

science and engineering of pharmaceuticals. This talent pool 
for MNPCs makes it possible for domestic companies to be 
innovative in designing non-patent-infringing processes. 
There is also considerable manufacturing infrastructure al-
ready in place, such as manufacturing plants and equipment 
vendors to supply the industry.

Consolidation and Standardization

	 Medium-sized industries in both China and India are con-
solidating, and many smaller manufacturing units are closing 
down. The top 20 companies in India increased their market 
share from 29 percent to 56 percent in 2004, reflecting this 
trend. [5] As a result of these consolidations, the remaining 
facilities are increasingly able to meet international oper-
ating standards, which is likely to increase confidence in 
India as a global supplier. The Drug and Cosmetics Act of 
1940 was modified to encourage the standardization of drug 
manufacturing. [43] Many plants in India are also approved 
by regulatory bodies, such as FDA, EMEA, MCA-UK, and 
TGA-Australia. In fact, India has the largest number of 
FDA-approved facilities outside the United States. Ernst and 
Young predict that in the future Indian companies will fall 
into one of three categories:

	 •	 global companies that offer both generic and brand-
name drugs and co-promotion deals

	 •	 medium-sized and large companies resulting from 
the consolidation of equally sized small to medium 
companies

	 •	 companies that have reduced their scope of operations 
and specialize in a niche activity

In China, the number of pharmaceutical manufacturers is 
decreasing, but the productivity and scale of manufacturing is 
increasing. It is estimated that there are 3,000 GMP-certified 
manufacturing facilities in China today. [43]

Skilled Workforce

	 China and India have large and growing numbers of 
suitably trained graduates in engineering, life sciences, and 
pharmaceutical science. However, only a fraction of this 
population is suited to working in international companies. 
Because both countries are large, part of the talent pool may 
be inaccessible at the desired locations. A McKinsey report 
that provided data on the supply of engineers and life-science 
researchers in China, India, and the United States for 2003 
projected the compared annual growth rate for 2003–2009 
(Table 2). [1]
	 The pharmaceutical-science talent pool in India can be 
estimated based on the number of academic institutions. The 
All India Council for Technical Education has approved 445 
institutes with a combined annual intake of 24,670 students 
for the diploma or bachelor’s degree in pharmacy. In addi-
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tion, 132 institutes have been approved for students pursuing 
master’s degrees in pharmacy; these institutions take in 2,680 
students annually. [48]

Health Insurance

	 The health-care systems in China and India are largely 
market based. In China, employer insurance is mandatory 
in urban areas, although the value is capped and the law is 
not always implemented. Domestic private insurers have 
also emerged. Government primary health-care insurance 
exists in rural areas, but the coverage is inadequate to meet 
most people’s needs. Overall, only 29 percent of people in 
China have some form of health insurance, and out-of-pocket 
expenses accounted for 58 percent of health-care spending 
in 2002. [49]
	 In India, almost all expenditures for health care are out 
of pocket. The easing of regulatory restrictions has allowed 
the entry of some multinational insurers into the market. 
Although life insurance has been available for some time, 
private health insurance schemes are just appearing. One 
example is a Prudential-ICICI product that covers serious 
procedures, such as heart-bypass surgery, organ transplants, 
and cancer treatment. [50] It is anticipated that increases in 
private insurance will expand the market, particularly at the 
high-value end.

Sustainers

	 Supportive policies in host countries are necessary to sus-
tain and develop offshoring manufacturing activities. These 
policies include (1) a commitment to education to ensure the 
supply of high-quality workers and (2) lowering of barriers 
to international trade to encourage companies to offshore and 
to make long-term offshore operations profitable.

Educational Infrastructure

	 The Indian government is supporting the development of a 
growing number of international-class academic institutions 
to support growing industries. The Indian and National In-
stitutes of Technology are already recognized for producing 

high-quality engineering students. In addition, the founda-
tion of the National Institute for Pharmaceutical Education 
and Research (NIPER) was established in 1998 to produce 
graduates and research similar in quality to the standard in 
the pharmaceutical sciences. There is a demand for at least 
10 more NIPER-like institutes. [51]
	 Another accelerating field is biotechnology. The De-
partment of Biotechnology (DBT), established in 1986, is 
responsible for developing a scientific and technical work-
force. [52] The focus of NIPER and DBT is (1) to produce 
more graduates and improve standards and (2) to develop 
post-graduate education (see Table 3). High-quality workers 
will not only provide a workforce for MNPCs operating in 
India, but will also enable the development of Indian com-
panies that can compete on a global level.

Government Trade Policies

	 The government of India is taking several steps to encour-
age the contract manufacturing of pharmaceuticals. Grants 
and incentives are offered in the following categories:

	 •	 domestic manufacturing for sale in a domestic tariff 
area (DTA)

	 •	 domestic manufacturing/service unit for export of 
goods and services less than 100 percent (export ori-
ented unit [EOU] or software technology parks of India 
[STPI] schemes)

	 •	 manufacturing/service activity from a special duty-free 
enclave (SEZ)

	 •	 investment in R&D

	 The concept of a SEZ is modeled on earlier, highly suc-
cessful initiatives by the Chinese government to increase 
FDI. FDI restrictions have been eased so that FDI of up to 
100 percent is now permitted for bulk drugs and their inter-
mediates and formulations (including bulk drugs produced 
using recombinant DNA). [54] In addition, biotechnology 

TABLE 3  Programs in India Supported by the 
Department of Biotechnology [53]

Number of 
Universities

Annual Intake 
of Students

General biotechnology 41 530
Agricultural biotechnology 9 110
Medical biotechnology 1 10
Marine biotechnology 2 30
Neuroscience 3 25
Industrial biotechnology 1 10
Masters In Technology Biotechnology 9 140
Masters in Veterinary Science 2 15
Post MD (Doctor of Medicine)/Master of 

Science Certificate
2 9

Post-graduate diploma 4 56
Totals 74 935

TABLE 2  Supply of Engineers and Life-Science 
Researchers in China, India, and the United States, 2003 

Theoretical Maximum 
Talent Supply 
(in thousands) Engineers CAGR

Life-
Science 
Researchers CAGR

China 1,589	 (159) 6% 	543   (54)   6%
India 	 528	 (132) 6% 	674	 (101)   4%
United States 	 667	 (538) 2% 	852	 (692) –2%

Note: Numbers in parentheses are workers suitable for recruitment.
Source: Adapted from Das, 2006. [1]
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parks are being set up across the country and the Small Busi-
ness Innovation Research Initiative (SBIRI) has been set up 
to encourage public-private partnerships in the biotechnol-
ogy sector. [55]
	 The government has reduced the costs associated with 
international trade to make offshoring more attractive 
to MNPCs. Exporters are allowed to import inputs on a 
duty-free basis for products that will be exported. In ad-
dition, excise duties on pharmaceutical products are being 
lowered. Currently, the excise duty is 16 percent, but since 
January 7, 2005, the excise duty has been levied on only 60 
percent of the maximum retail price of the drug. There are 
plans to reduce the excise duty from 16 percent to 8 per-
cent. [54]

Barriers

	 Insufficient protections of intellectual property and price 
controls have deterred MNPCs from manufacturing and 
distributing their products in China and India. In addition, 
complicated and opaque bureaucracies can also be challeng-
ing, particularly to new entrants. The quality of infrastructure 
for utilities, transportation, and communications is also poor 
in some places, particularly away from major cities. The poor 
quality of infrastructure can pose risks to supply chains in a 
partnership-type offshoring model and may require signifi-
cant investment by an MNPC setting up in-house facilities. 
However, these barriers are not specific to pharmaceutical 
manufacturing and, therefore, are not addressed further 
here.

Intellectual Property

	 In the United States, it commonly costs $800 million and 
takes 10 years or more to launch a new drug. It is impossible 
for most Chinese drug makers to develop new pharmaceuti-
cal compounds, which cost hundreds of millions of dollars. 
According to the president of Beijing Kevin King Manage-
ment Consulting Company Ltd., “In a rather long period of 
time, copying foreign drugs after their patent protection is 
over, or, for some drug makers, seeking legal loopholes in the 
patents of foreign drugs to legally produce generic medicines 
will be a major development strategy of Chinese drug mak-
ers. This may lead to frequent legal disputes.” [56]
	 Counterfeiting remains a problem for foreign firms 
in China. According to Chinese law, domestic firms can 
produce imitations of foreign drugs awaiting administra-
tive protection from the State Drug Administration (SDA). 
While SDA reviews the application for protection, it makes 
information on the drug available to domestic companies to 
ensure that the foreign drug is not similar to drugs already be-
ing produced in China. In 2000, the China Daily newspaper 
reported 50,000 cases of counterfeit or inferior pharmaceuti-
cal products in China, which led to the closing down of 1,345 
factories. [57]

TABLE 4  Number of Drugs under Price Controls in India 
since 1970 [54]

Year Number of Drugs

1970 Almost all bulk drugs and their formulations
1979 347 bulk drugs
1987 142 bulk drugs
1995 74 bulk drugs

	 Membership in the World Trade Organization (WTO) 
requires compliance with international intellectual-property 
regimes. As soon as China joined the WTO in 2001, the Trade 
Related Intellectual Property Agreement (TRIPS) went into 
force (India joined the WTO in 1995 but did not implement 
TRIPS until January 2005). [58] Under China’s New Phar-
maceutical Administration Law, which went into effect in 
December 2001, stronger measures are being taken against 
counterfeiters. In 2003, 994 manufacturers and distributors 
of counterfeit drugs were ordered to cease operations, and 
counterfeit drugs and facilities with an estimated market 
value of $60 million were seized. [59]
	 However, both in China and India compliance with these 
laws is a concern. Past enforcement efforts have often been 
impeded by municipal and provincial authorities that profit 
from counterfeiting activities. Examples of high-profile 
failed patent disputes in China are Prozac (Eli Lilly, 1999); 
Viagra (Pfizer, 2004); and Avandia (GSK, 2004). However, 
it is noteworthy that these patents were disputed by the 
manufacturers in a court of law, rather than simply copied, 
as had been done in the past.

Price Controls

	 The price of drugs is controlled by the Chinese and Indian 
governments for the purpose of making them affordable to the 
broad population. However, price controls have been found 
to delay the introduction of new products because they limit 
profits and create large price disparities between markets, 
which increase the likelihood of arbitrage [68]. Although 
the number of drugs under price controls has been reduced 
(Table 4), it is unlikely that price controls will be abolished. 
In fact, recommendations by the Indian prime minister’s task 
force on drug affordability may further reduce profits. For 
example, the task force recommended the “de-branding” of 
drugs, so that only the manufacturer’s identification and the 
generic drug name are displayed on packaging. [54]

Wage Inflation

	 Labor costs are a major source of cost advantage in 
pharmaceutical manufacturing. Low costs are also the basis 
for competitive advantage for Indian and Chinese firms 
competing in the global market. Currently, there are large 
differences in labor costs in the United States and Western 
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Europe on the one hand and India and China on the other. 
However, with increasing offshore activity, it is likely that 
there will be wage inflation in the pharmaceutical manufac-
turing industry as there has been in other industries, such 
as business process offshoring and information technology, 
which will reduce the cost differential. According to the 
Culpepper Pay Trend Survey, the base salary increase for 
technical employees is about 3 to 4 percent in the United 
States and 6.3 percent in China. India and the Philippines 
project salary increases of 9.2 percent and 11.2 percent, 
respectively, which are much higher than in most other 
countries. [60] These rates may increase further and thus 
diminish the labor cost leverage.

Distribution

	 The success of new entrants in the offshoring market 
depends not only on their product range and marketing, but 
also on their ability to access customers. Both China and 
India cover vast geographical areas and have large rural 
populations, which can pose challenges. More than 17,000 
distributors were operating in China in 1997, channeling 
medicines to hospitals, retail pharmacies, and stores. In 
India, almost all pharmaceutical sales take place through a 
complicated network of more than 6,000 wholesalers and 
more than 500,000 independent retailers. [5]
	 Foreign firms must use domestic distributors, but, be-
cause they are not exclusive agents, the distributors simply 
take orders for hospitals and retailers but do not promote 
their products. The large number of intermediaries makes 
launching products difficult and increases cost pressures. 
It also introduces multiple points for the entry of counter-
feit drugs.
	 Some uncertainties remain as to how China’s WTO obli-
gations will apply to drug distribution. Furthermore, because 
the Chinese government has been slow to reform its health 
care system, it may be difficult for foreign drugs to get on 
the all-important reimbursement lists; thus they may not be 
able to supply the largest Chinese buyer—the state hospital 
system. [25] In China, about 85 percent of drugs are sold 
in hospitals (mostly private); [49] the rest are sold through 
retail outlets. Because of consolidation in the retail distribu-
tion chain, the top 100 drugstores owned 36,420 outlets in 
2005. [61] This will certainly facilitate penetration into the 
domestic market.

IMPACT OF OFFSHORING

U.S. Employment

	 The slow, evolutionary changes in labor markets in de-
veloped economies will continue in response to continued 
offshoring. [1] It is estimated that in 2008, 160 million jobs, 
or about 11 percent of the projected 1.46 billion service jobs 
in all sectors worldwide, could, in theory, be carried out 

remotely. Some occupations are more amenable to remote 
employment than others. In the United States today, about 80 
percent of workers are employed in services, about 19 percent 
in manufacturing, and only 1 percent in farming. [62] The 
Bureau of Labor Statistics reports that employment in U.S. 
manufacturing has decreased by two million jobs in the past 
20 years. Over the same period, manufacturing output has 
increased, meaning that factories have higher productivity 
than before, leading to higher national income and a higher 
standard of living. Net employment increased by 43 million 
jobs in other areas, such as educational and health services, 
professional and business services, trade and transportation, 
government, leisure and hospitality, and financial services 
(see Figures 8 and 9). [63]
	 Does offshoring of R&D create the risk of a rapid loss 
of high-wage jobs and wage suppression? According to the 
McKinsey report, offshoring will have little effect on wage 
levels in developed countries, but local wage inflation will 
probably continue in some offshoring locations as long as 
companies concentrate demand on a few cities.
	 Over the past 30 years, the United States has experienced 
an 11 percent decline in manufacturing jobs, but wages have 
remained stable. By comparison, it is estimated that a total 
of 9 percent of jobs in services in the United States could 
theoretically be performed offshore. Assuming that half of 
these service jobs are actually relocated offshore in the next 
30 years, the resulting job turnover would be around 225,000 
jobs per year, or 1 to 2 percent of the 16 million jobs created 
every year in the U.S. economy. The theoretical maximum 
global resourcing of full-time employees in the pharmaceuti-
cal industry in 2003 was approximately 200,000, about 13 
percent of total employment in the industry. The actual off-
shore employment in 2003 in low-wage countries was about 
10,000. The number is projected to double by 2008, to 21,000 
(see Figure 10). Thus offshoring in the pharmaceutical in-
dustry will have a small impact on overall employment. [1]
	 In research innovation and development, the United States 
remains the unchallenged leader. Today, almost one-third 
of science and engineering researchers in the world are 
employed by U.S. firms. Thirty-five percent of the science 
and engineering research papers are published in the United 
States, and the United States accounts for 40 percent of 
global expenditures for R&D. [74] In addition, in a survey 
by Duke University of 58 U.S. companies that outsource 
engineering jobs, 61 percent of the respondents said that U.S. 
engineering employees are equivalent or more productive 
than offshore engineering employees, and 78 percent said 
U.S. engineering employees produced equivalent or higher 
quality work. [73]
	 Although there may not be an imminent threat to Ameri-
can leadership in technology, the number of young profes-
sionals in emerging markets is growing by 5.5 percent annu-
ally, while growth in developed countries is only 1 percent. 
By 2008, the supply of suitable young engineers is expected 
to be nearly the same in developing and developed coun-
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FIGURE 8  Net annual change in employment for selected sectors in the United States, 1991–2005. [64]
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FIGURE 9  U.S. employment levels in professional and business services, 1996–2005. [64]

tries. [1] The United States must ensure that its workforce is 
trained to meet that demand.

U.S. Industry

	 The study by the McKinsey Global Institute shows that, 
far from being a zero-sum game, offshoring is a game of 
mutual economic gain. [63] The study found that every dollar 
of corporate spending outsourced to a low-wage nation had 
the following benefits for the United States:

	 1.	 U.S. companies captured more than three-quarters of 
the benefits and gained as much as $1.14 in return. 
The rest of the benefits ($0.33) was captured by the 
receiving economy (e.g., India) in the form of wages 
paid to local workers, profits earned by local outsourc-
ing providers and their suppliers, and taxes collected 
from second- and third-tier suppliers to the outsourcing 
firms.

	 2.	 U.S. companies saved $0.58 because of cost advan-
tages in offshore countries.
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	 3.	 Corporate savings invested in new business opportuni-
ties boosted productivity and created new jobs. Direct 
benefits to the United States from corporate savings, 
new exports, and repatriated profits totaled $0.67.

	 4.	 U.S. consumers benefited from goods and services at 
lower prices.

	 In 2004, U.S. imports of services amounted to $296 bil-
lion, and exports of services amounted to $343 billion, giving 
the United States a balance-of-trade surplus of $47 billion 
in services. In manufacturing in 2005, the United States had 
a deficit; the U.S. exported $807 billion and imported $1.47 
trillion. With more than 100 million U.S. workers now work-
ing in the services sector, outsourcing is expected to increase 
at an exponential rate in the next decade, constituting a larger 
share of the U.S. trade balance and giving the United States 
a comparative advantage in services. [62] This trend may be 
mirrored in the pharmaceutical industry.

Reverse Offshoring

	 The offshoring of manufacturing has greatly enhanced 
the capabilities of the pharmaceutical industries in India 
and China. Indian companies, in particular, are becoming 
increasingly sophisticated and expanding globally. Compa-
nies, such as Ranbaxy and Dr Reddy’s, that started in contract 
manufacturing of intermediates, and then APIs, are becom-
ing integrated by moving into final-dosage formulations and 
becoming highly skilled in R&D. This has enabled them to 
challenge patents in the United States and Europe and to 
follow an aggressive path of acquisition.
	 Thus many major Indian companies are pursuing acqui-
sitions of companies that manufacture generic products for 

regulated markets in the United States and Europe, a strategy 
of “reverse offshoring” (see Table 5). As the Indian pharma-
ceutical industry with expertise in reverse engineering and 
patent challenging grows, it could have a significant impact 
on the global generics market.
	 Indian investor companies use revenue generated by ge-
nerics manufacturing to build up their R&D capacity with 
the goal of becoming innovator firms themselves. Because 
of the high level of expertise required to develop a new drug 
and the associated high costs and risks, alliances with West-
ern companies have become an effective tactic for develop-
ing this capability. This strategy can also be advantageous 
for MNPCs, because collaborative R&D is one way for 
companies to diversify the risks in their product pipelines. 
As Table 6 shows, these alliances cover all stages of the 
pharmaceutical value chain. One striking example of reverse 
offshoring is Ranbaxy’s recent decision to license a product 
developed in house to the level of Phase I to an American 
contract research organization, PDD, for preclinical and 
clinical development and commercialization.
	 There are no fully integrated Indian or Chinese innova-
tor pharmaceutical companies today, so MNPCs do not face 
direct competition in this area. However, this situation could 
change, as offshoring of non-core activities in manufacturing 
and R&D continues, enabling MNPCs to focus on product 
development, marketing, and distribution, which may have 
the effect of shrinking the workforce based in the United 
States. As long as American and European markets are 
among the largest and most lucrative in the world, smaller 
pharmaceutical firms or subsidiaries of MNPCs will be at-
tractive investment targets for growing Indian firms seeking 
a foothold in regulated markets. Hence it is not clear if the 
net effect will be a decrease in U.S.-based activities, but the 
costs of some drugs may fall.

FUTURE TRENDS

	 Offshoring is an increasingly hot topic that generates 
controversy about its impact on U.S. employment and the 
U.S. economy. Growing interest in offshoring is reflected in 
the increase in both research papers and articles in the press. 
Data, however, are often sparse and not well documented and 
must be supplemented by anecdotal evidence. The quality of 
these data is further compromised by the absence of standard 
definitions. This was a particular problem in this analysis of 
the offshoring of pharmaceutical research and manufacturing 
because much of the data we found was highly aggregated or 
anecdotal. More specific statistical data on employment and 
the demand for engineering positions broken down by aca-
demic majors, degrees, and functions in the industry in both 
the United States and abroad will be necessary to produce a 
clearer picture of how offshoring will impact the science and 
engineering workforce in the U.S. pharmaceutical industry.
	 Major European pharmaceutical companies, such as 
Novartis and GSK, have shifted their R&D centers and 
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TABLE 5  Indian Acquisitions of U.S. and European Pharmaceutical Companies

Acquirer Acquirer’s Expertise Target Date Target Activities Reference

Reliance Life 
Sciences

Biopharmaceuticals GeneMedix Ltd. (UK) 2007 Manufacture of biosimilars The Economic Times, 
February 8, 2007

Matrix 
Laboratories

API and dosage-form manufacturing DocPharma (Belgium) 2005 Manufacture of API and 
dosage-form g

Indian Chapter for Democratic 
Convergence, www.icfdc.com, 
accessed March 2007

Explora (Switzerland) 2005 API R&D The Hindu Business Line, 
September 20, 2005

Jubilant Organysys 
Ltd.

Products and services for global life-
science industry

Target research (USA) 2005 Contract R&D www.jubl.net, October 2005

Malladi Generic API manufacturer Novus Fine Chemicals 
(USA)

2005 Generic API manufacturer PR Newswire, October 5, 
2005

Dr Reddy's 
Laboratories

Development and manufacture of 
generic and branded pharmaceuticals 
and bulk pharmaceutical ingredients

BMS Laboratories Ltd. 
(UK)

2002 Manufacture and marketing 
of generics

Pharmabiz.com, April 20, 
2006, www.drreddys.com, 
accessed March 2007

Meridian Healthcare 
Ltd (UK)

2002 Marketing and distribution Pharmabiz.com, April 20, 
2006, www.drreddys.com, 
accessed March 2007

Betapharma 
(Germany)

2006 Generic drug manufacturer The Guardian, February 6, 
2006

Ranbaxy 
Laboratories

Research and international generic 
manufacturing

Terapia (Romania) 2006 Manufacture of generics www.terapia.ro, June 8, 2006

Allen Generics (GSK, 
Italy)

2006 Manufacture of generics www.ranbaxy.com, accessed 
March 2007

RPG (Aventis, France) 2003 Manufacture of generics 

Basics (Bayer, 
Germany)

2000 Manufacture of generics 

Ohm Laboratories 
(USA)

1995 Manufacture of generics

Sun Pharmaceutical 
Industries Ltd.

API and dosage-form manufacture Caraco Pharmaceutical 
Laboratories (USA)

1996 Generic dosage 
manufacturer

www.sunpharma.com, 
accessed March 2007

Wockhardt Ltd. Pinewood Laboratories 
Ltd. (Ireland)

2006 Manufacture of generics www.wockhardt.com, accessed 
March 2007

Wallis (UK) 1998 Manufacture of generics

CP pharmaceuticals 
(UK)

2003 Manufacture and marketing 
of generics

Esparma (Germany) 2004 Manufacture and marketing 
of generics

Dishman 
Pharmaceuticals

Contract and custom manufacture of 
APIs and intermediates 

Synprotec (UK) 2005 Specialty chemicals www.pharmaceutical-
technology.com, accessed 
March 2007

Nicholas Piramal 
India Ltd.

Research and generic manufacturing Pfizer, Morpeth (UK) 2006 Finished-dosage packaging, 
supply chain

www.nicholaspiramal.com, 
2006

Aurobindo 
Pharmaceutical

API and dosage form manufacture Milpharm (UK) 2006 Manufacture of generics www.aurobindo.com, accessed 
March 2007

Pharmacin 
(Netherlands)

2006 Manufacture of generics The Times of India, December 
30, 2006
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TABLE 6  R&D Alliances between Indian and Western Pharmaceutical Companies

U.S./European 
Party 1

Expertise of 
Party 1 Indian Party 2

Expertise of 
Party 2

Announcement 
Date Activities Reference

Merck (USA) MNPC Advinus Therapeutics 
Ltd (Tata group)

Drug 
discovery 
and contract 
services

2006 Drug discovery 
and clinical 
development

www.merck.com accessed 
March 2007, R.T. Badam, 
Associated Press Newswire, 
November 16, 2006

Bristol Myers-
Squibb (USA)

MNPC Syngene International 
Private Ltd 
(subsidiary of Biocon)

Research 2007 Research R. Guha, Market Watch by 
Dow Jones, March 14, 2007

PPD Inc (USA) CRO Ranbaxy Laboratories 
Ltd.

Research and 
international 
generic 
manufacturing

2007 License to PPD for 
development and 
commercialization, 
including preclinical 
and clinical studies

PR Newswire Europe, 
February 27, 2007

GlaxoSmithKline 
(UK)

MNPC Ranbaxy Laboratories 
Ltd.

Research and 
international 
generic 
manufacturing

2003 
(extended in 
2007)

R&D and 
commercialization

PR Newswire U.S.,  
February 6, 2007

Eli Lilly (USA) MNPC Nicholas Piramal 
India Ltd. (NPIL)

Research 
and generic 
manufacturing

2007 Clinical 
development, 
marketing

The Times of India,  
January 14, 2007

Biovitrum 
(Sweden)

Biopharmaceuticals Orchid Chemicals Custom 
manufacturing

2006 Medicinal chemistry A. Krishnan, Global Insight 
Daily Analysis,  
October 30, 2006

ClinTec (UK) Clinical research Dr Reddy's 
Laboratories

Research 
and generic 
manufacturing

2006 Clinical 
development and 
commercialization

Business Standard,  
January 13, 2006

Wyeth (USA) MNPC GVK Biosciences Contract 
research

2006 Synthetic chemistry Express Pharma Pulse, 
March 17, 2005

AstraZeneca 
(Sweden, UK)

MNPC Torrent 
Pharmaceuticals Ltd.

Manufacturing 2005 Drug discovery Reuters News,  
February 22, 2005

manufacturing facilities to the United States, which is an 
interesting trend that is not addressed in this report. If this 
trend continues, the basis on which offshoring estimates are 
made will be altered. Further work is also necessary to clarify 
the reasons for, and the impact of, the reverse offshoring phe-
nomenon, that is, firms in India and China looking to acquire 
operations in the United States and Western Europe.
	 Special care must be taken in future studies when data 
from different sources are compared. For instance, China 
and India have different definitions of “engineering” that 
may not be consistent with the definition used in the United 
States. [69] In addition, when assessing the competitive 
advantages of an engineering workforce, it is important to 
consider the quality, as well as the number of engineers. 
Standards and criteria in different countries for qualified 
engineers may vary with the specific job requirements. Thus 
data on the engineering workforce must be specified by skills 
and functions.
	 This report addresses location-specific factors related to 
offshoring that make them attractive destinations (the pull) 
for offshoring for specific parts of the overall value chain. 
The factors that drive a particular company (the push) to 
consider outsourcing should be examined in detail. These 
factors might include the high cost of operations in the 
United States/Europe, the pressures of operating in regulated 

markets, trends in R&D productivity, etc. Identifying and 
understanding these factors may be particularly important in 
assessing the impact of offshoring on the U.S. pharmaceuti-
cal industry.

CONCLUSIONS

	 The major leverage points for offshoring pharmaceutical 
R&D are cost, time, and access to scientific and engineer-
ing talent. An additional advantage in moving clinical trials 
offshore may be access to treatment-naïve patients. Not all 
parts of the pharmaceutical value chain are being moved 
offshore at the same rate. Thus offshoring activities differ 
across the R&D value chain. We could find no examples 
of an end-to-end offshore R&D model. Operating offshore 
provides MNPCs with access to innovative human resources, 
although the competition for skilled labor is increasing, and 
wages are rising above inflation.
	 Offshoring of pharmaceutical manufacturing provides 
MNPCs with cost advantages because of the reduced cost 
of goods sold, and tax leverage, especially if the offshoring 
location includes a science and engineering zone. Offshoring 
also allows flexibility in capacity management. The focus of 
offshoring so far has been on generic products, which mini-
mizes intellectual property risk. Operating offshore provides 
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access to new and developing markets, which gives compa-
nies a strategic advantage. We have noted a domino effect in 
the pharmaceutical supply chain, as suppliers in India off-
shore to China to reduce costs even further. An increasingly 
sophisticated local industry is evolving from companies that 
develop core competency in contract manufacturing.
	 An emerging trend is reverse offshoring, that is, Indian 
companies with strong manufacturing bases and positive 
cash flows investing in U.S. and European acquisitions to 
improve their access to technological innovation and mar-
kets. These companies are also developing in-house R&D 
capabilities with the intent of becoming major global players 
in the industry.
	 Overall, offshoring in the pharmaceutical industry is 
taking place further afield as companies seek access to the 
lowest cost resources in the supply chain. MNPCs that are 
being pressured by domestic health care systems to lower 
their costs are attracted by growing international markets. 
China and India are of particular interest because of their 
rapid economic growth. Government policies on intellectual 
property, education, health care, and FDI incentives add to a 
location’s attraction for companies considering offshoring.
	 Although offshoring in the pharmaceutical industry is 
expected to have a minimal effect on U.S. employment, 
particularly in R&D, the offshoring of both manufacturing 
and R&D is likely to increase as the global industry grows. 
This growth is expected to lead to corporate savings, new 
exports, and repatriated profits. The corporate savings can be 
reinvested in new business opportunities to boost productiv-
ity and create new jobs. Hence there is likely to be a shift 
toward higher value-added services from the United States. 
For U.S. customers, offshoring represents the benefits of 
lower prices for goods and services.
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EXECUTIVE SUMMARY

	 Globalization has changed the nature, organization, and 
location of engineering work in the personal computing 
industry. As a consequence, lower skilled and lower paid 
engineering jobs that might have been created in the United 
States are instead being created overseas, while higher 
skilled and higher paid jobs remain in the United States. The 
engineering work that remains in the United States requires 
skills in traditional engineering disciplines, as well as in the 
intersection of engineering and computer science and new 
specialties, such as small form-factor design, communica-
tions and networking, software engineering, and the inter-
faces between these. Software engineering in particular is 
becoming more important in engineering for innovative new 
products, such as smart phones and handheld devices that 
add functionality through tightly integrated hardware and 
software. For personal computers (PCs) and components, 
embedded software enables large-scale, low-cost production 

of standard products that can be provided with different fea-
tures, tailored to particular markets, and continually updated 
to extend product life.
	 Work done by branded PC makers has changed from 
physical engineering concerned with building, testing, and 
mass production, to conceptual design, planning, and prod-
uct management. Physical engineering is now done largely 
outside the branded firms. PC firms initially performed 
all phases of new-product development in house, but they 
subsequently outsourced the manufacturing of desktops 
to contract manufacturers (CMs) in various regions of the 
world and outsourced the development and manufacturing of 
notebooks to original-design manufacturers (ODMs), mainly 
in Taiwan. Today, much desktop development is also being 
handed off to ODMs.
	 As production and development were outsourced, the 
location of engineering jobs also shifted. For instance, note-
book development and manufacturing were originally done 
mostly in Japan, and in some cases in the United States, 
but these activities have moved steadily to Taiwan, which 
developed the required skills and had lower costs. Recently, 
Taiwanese ODMs have begun moving engineering work to 
mainland China where costs are even lower and manufactur-
ing facilities are nearby.
	 Interviews with executives in charge of new-product 
development in branded PC firms indicate that relatively 
few jobs remain in the United States, and those jobs re-
quire highly skilled, innovative people with considerable 
experience. Thus salaries for U.S. engineers have increased 
steadily to be commensurate with their skill, experience, and 
productivity.
	 Historical data and national statistics on the entire com-

1 This report is based on research conducted by the authors over a 15-year 
period on the PC industry. They have interviewed more than 200 individuals 
from 25 companies in the Americas, Europe, and the Asia-Pacific region, in-
cluding PC makers, contract manufacturers, original-design manufacturers, 
suppliers, and distributors. For this report specifically, they conducted eight 
interviews and a small survey of five U.S. companies in the summer of 2006 
to collect primary data and gain insight into globalization and its impacts 
on the engineering workforce in the PC industry. In addition, secondary 
data were collected on the industry and on engineering employment from 
government statistics, private research companies, and articles in business 
and professional trade publications.

2 The authors gratefully acknowledge the assistance of the National Acad-
emy of Engineering in arranging for interviews with senior executives and 
the insights provided by those executives.
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puter industry show no significant change in the number of 
engineers since 2002. There are no comparable data for the 
PC industry, per se. However, although the PC industry con-
tinues to grow in scale and PCs increase in complexity, thus 
increasing the need for engineering work, there appears to be 
little or no increase in engineering jobs in the United States. 
This can be explained partly by the increasing productivity 
of engineers, but mostly by a large increase in engineering 
jobs in CMs and ODMs, especially in Taiwan and China.
	 Engineering work that remains in the United States is be-
ing tailored to the needs of newer, smaller personal comput-
ing products, such as wireless notebooks, tablet notebooks, 
PDAs, MP3 players, and smart phones. This work requires 
not only knowledge of engineering design for small form fac-
tor, but also new engineering specialties related to commu-
nications, networking, embedded software, and particularly 
the interfaces between these and hardware engineering.
	 Interviewees in PC companies said that generally there 
was a good balance between the supply and demand for 
engineers in the United States, but noted shortages in expe-
rienced managers (product managers, engineering-discipline 
managers, project managers, high-level design mangers) and, 
particularly, in the engineering subdisciplines mentioned 
in the body of this report. A few firms carefully develop 
engineers by hiring graduates of elite engineering schools, 
but most PC firms prefer to hire experienced engineers from 
other firms.
	 All of the firms we interviewed hire at least some engi-
neers outside of the United States, some primarily to reduce 
cost, others for their specialized knowledge. In some cases, 
companies hire engineers working in offshore facilities, 
but more often they hire foreign-born engineers to work in 
the United States, often from U.S. universities. All of the 
executives considered U.S. immigration policies flawed for 
failing to consider industry needs, treating all engineering 
jobs/levels alike, and making it difficult for graduates to stay 
in the United States. They also faulted limits on the number 
of visas. At the same time, most executives believe that the 
offshoring of lower skilled engineering jobs was inevitable 
and that the United States should concentrate on maximizing 
its strengths in the dynamic and analytical skills necessary to 
retain its leadership in the development and commercializa-
tion of innovation.

introduction

	 The personal computing (PC) industry includes desktop 
and notebook PCs, PC-based servers, and various handheld 
computing devices, such as PDAs, personal music players, 
and smart phones. Worldwide revenues for the industry to-
taled $235 billion in 2005, including $191 billion in desktop 
and portable PCs, $28 billion in PC servers, and $16 billion 
in smart handheld devices. In addition, PC software accounts 
for a large share of the packaged-software industry, which 
had sales of $225 billion, and PC use drives sales of infor-

mation technology (IT) services and other hardware, such 
as storage, peripherals, and networking equipment (IDC, 
2006a).
	 In 2005, more than 200 million PCs were shipped 
worldwide, including 135 million desktops and 65 million 
notebooks (IDC, 2006b). The United States has the largest 
PC market (61 million units shipped), followed by Western 
Europe (47 million units), Asia-Pacific (40 million units), 
Japan (14 million), and the rest of the world (38 million). 
The United States is not only the leading market but is also 
home to the top two PC vendors, HP and Dell, as well as 
Microsoft and Intel, which continue to set the key technology 
standards for the global industry. However, competition is 
becoming increasingly global, with non-U.S. firms holding 
the next five spots (Table 1) since IBM’s PC division was 
acquired by China’s Lenovo in 2004.
	 As the cost of displays and other key technologies has 
fallen and as customer demand for mobile products has 
increased, notebooks and various handheld devices have 
become the fastest growing product categories. These 
products are less standardized than desktop PCs and require 
more engineering in the new-product development phase. In 
addition, PC models and form factors have proliferated as 
vendors try to provide customers with more choices, which 
also increases the engineering requirements of the industry. 
Finally, PC-based servers account for the largest and fastest 
growing share of the server market, also requiring more en-
gineering effort to develop cheaper hardware that can handle 
the work formerly done by expensive proprietary systems.
	 Unlike the mainframe computer industry, which consisted 
of vertically integrated firms, the structure of the PC industry 
is based on specialization, with most firms concentrating on 
one segment, such as components, systems, software, distri-
bution, or services. Most PC makers today have focused their 
efforts even further by outsourcing manufacturing, logistics, 
and other functions and concentrating their own efforts on 
high-level design, marketing, and branding. Subassembly 
and final assembly have been outsourced to CMs since the 

TABLE 1  Worldwide PC Market Share, 2005

Company Market Share (%)

Della 18.2
HPa 15.7
Lenovo 6.3
Acer 4.7
Fujitsu/Fujitsu Siemens 4.1
Toshiba 3.5
NEC 2.9
Applea 2.3
Gatewaya 2.2
Sony 1.6

	 aU.S. companies.
Source: Adapted from IDC, 2006b.
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early 1990s. Some parts of the product-development process 
for notebook PCs were outsourced to Taiwanese ODMs.
	 PC makers that produce industry standard, or “Wintel” 
PCs, based on the Windows operating systems and Intel-
compatible microprocessors, do not require much innova-
tion. These products are based on hardware and software 
interface standards set by Microsoft and Intel, and all of the 
necessary components are available from outside suppliers. 
Thus most of the R&D in the industry is done by makers of 
software and components, such as semiconductors, displays, 
hard drives, and storage.
	 Nevertheless, although PC makers do not generally create 
new technologies, they play a critical role in their integra-
tion and adoption. PC makers decide which technologies 
are brought to market, in which combinations, and at what 
price. Although they have little choice in operating systems 
(Microsoft dominates here), PC makers make critical choices 
about which innovations to integrate and which standard to 
support (when multiple standards are being promoted, as is 
often the case). To make these choices and to develop and 
produce successful products, PC companies must have a 
combination of technical and market knowledge.

ENGINEERING WORK IN THE PC INDUSTRY

	 Most engineers in the PC industry are involved in new-
product development rather than R&D. Spending on R&D by 
Dell is just 0.9 percent of revenues. HP spends more for R&D 
as a company, but much of it is concentrated on HP’s print-
ing business. Even companies such as Apple or Palm, which 
spend proportionately more on R&D, are engaged more in 
product development and the integration of new technologies 
than in research. Most core innovations in the industry are 
made at the component level for semiconductors, displays, 
and hard drives. R&D in the PC industry is focused more on 
systems engineering, power management, heat dissipation, 
software tools, and security and data protection (e.g., locking 
the hard drive if a notebook PC is dropped).
	 The emphasis has shifted over the past decade as outside 
suppliers have provided standardized chip sets, integrated 
more functionality into microprocessors, and developed stan-
dard motherboard designs. In the past, some PC companies 
were involved in the design of application-specific integrated 
circuits (ASICs), but today these firms either use standard 
chip sets or work with chip-design companies to customize 
ASICs for their products. PC companies also used to do 
their own board layouts, but now they mostly use standard 
motherboards for desktops and outsource board layout for 
notebooks. Most engineering work in the industry today 
involves new-product development for desktop and notebook 
PCs; work on new products, such as tablet PCs, blade servers, 
and smart handheld devices is also increasing.
	 Product development in the industry has become quite 
standardized. As outlined by Wheelwright and Clark (1992), 
most product development consists of three phases: design, 

development, and production. Each of these phases is fur-
ther divided into specific activities, with outputs and gates 
that must be passed before the next phase can begin. Design 
refers to envisioning and defining a new product based on 
outside innovations and on customer needs. Development 
is the making and testing of a working product based on 
the design. Production is the building and shipping of the 
product, which involves knowledge of process engineering, 
cost-reduction measures, logistics, and so on.

Product Development for Desktop PCs

	 Although product development processes have been stan-
dardized in the industry, the nature of the engineering varies 
significantly by product category. Developing a desktop 
product is primarily a problem of system integration (i.e., 
incorporating new technologies into products and ensur-
ing that they work together). In terms of physical design, 
most desktop models are still based on industry standard 
form factors, such as the bulky but flexible midtower chas-
sis. Standard motherboard designs are available from Intel 
and various third-party manufacturers. Other components, 
such as drives and add-on cards are built to fit into standard 
enclosures.
	 For desktop PCs, the emphasis is on the development of a 
new chassis as a basis for multiple models, or stock-keeping 
units (SKUs), which can be designed for different markets 
and with different configurations. A PC company executive 
explained that the design of a new chassis takes about nine 
months, but a new model based on an existing chassis can 
be built and tested in as little as two weeks. One vendor in-
troduces as many as 1,000 different consumer desktop SKUs 
in one year.

Development Processes for Notebook PCs

	 Notebook PCs have different characteristics that add 
complexity to the design and development process. Note-
books must be able to run on batteries; the display must be 
incorporated into the unit; the product must be lightweight 
yet very sturdy; and the product must be appealing visually. 
Components must be packaged very tightly into a product 
that is small, thin, light, portable, durable, and energy ef-
ficient, and that does not become too hot to handle from the 
heat generated by its operation. Notebook developers must 
make choices and trade-offs to optimize a number of fac-
tors (a bigger battery will run longer but add weight; more 
memory will improve performance but increase cost; a faster 
processor will increase speed but produce more heat).
	 New-product development involves solving problems as 
new technologies are added or new form factors are intro-
duced. Figure 1 illustrates the product development process 
for notebook PCs.
	 Manufacturability is a major issue for notebooks because 
they must be produced in high volume and at low cost. There-
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FIGURE 1  Product-development cycle for notebook PCs.
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fore, the final assembly must be a relatively simple process 
in which packing components and subassemblies can be 
put into a very tight space quickly and with a high level of 
reliability.
	 One of the most significant costs for notebooks can be 
warranteed repairs. Industry sources estimate that as many 
as 25 percent of notebooks require a warranteed repair dur-
ing the first year after purchase. A dramatic example was 
the recall of millions of notebooks in 2006 because of faulty 
Sony batteries. Both Sony and the notebook vendors who 
had to deal with the recalls and resulting consumer concerns 
incurred significant costs.

Product Development for Newer Products

	 No dominant technology architecture is available for 
smart phones, iPods, PDAs, and other newer products, most 
of which are unique to particular companies. Therefore, 
product development requires more fundamental design 
choices, such as the selection of core components and oper-
ating systems and knowledge is more tacit. In addition, col-
laboration across engineering disciplines is more important, 
especially for convergence products, such as smart phones 
and other mobile devices. Product development for a new 
device can take as long as 12 to 18 months.

Skill Requirements

	 Different skills are required for each stage of product de-
velopment (Figure 2). The design stage requires knowledge 
of markets and customer demand, as well as an understand-
ing of technology trends. Engineers, usually those who have 

moved into product management from other engineering 
jobs, must be able to talk to marketing people and understand 
how customer demand and technology trends converge. 
These individuals generally have both experience and ad-
vanced degrees.
	 The teams that develop new-product concepts and man-
age them through to fruition often include a software engi-
neer, a cost engineer, and a technical product manager, as 
well as a general project manager and people with business 
skills, such as finance and marketing. Another key skill at 
the design stage is industrial design, which is taught in uni-
versities but requires a strong sense of the aesthetic tastes of 
customers in a particular market.
	 A variety of engineering skills are required at the devel-
opment stage, primarily in mechanical, electronic and elec-
trical engineering, PCB layout, and software engineering. 
For notebook PCs, specialized skills are required in thermal 
dissipation, EMI, acoustics, shock and vibration, power 
management, materials, and radio frequency. For com-
munications products, such as smart phones, critical skills 
include radio frequency and software control of telephonic 
components. These skills require a combination of formal 
training and experience working in a particular specialty.
	 At the production stage, the necessary skills are mainly 
industrial engineering, quality assurance, manufacturing 
management, and logistics. In addition, this phase requires 
sustaining engineering, that is, support for products after they 
are in high-volume production to handle midlife upgrades, 
such as the addition of a faster processor, end-of-life com-
ponents, or problems that show up in the field.
	 In addition to technical skills, firms want engineers who 
can work in teams that may include people from different 

Dedrick -Kraemer Figure 2
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engineering disciplines, as well as marketing people, product 
managers, and other non-engineering professionals. Non-
engineers are particularly important during the design stage, 
but also throughout development for new product categories 
for which there are no road maps. Development of these 
products requires a mix of art and science, what one company 
refers to as the “Zen” of design, an intuitive understanding 
gained by working closely in teams led by “Zen masters” 
who have a sense of the features that should be included and 
the ones that should be left out.

Experience Requirements

	 Some firms look primarily for experienced engineers as a 
way of (1) avoiding the cost of training and (2) immediately 
increasing productivity. One executive said, “Over the last 
15 years, the industry has become so competitive that we 
have to hire mostly experienced people; we can’t wait for 
junior engineers to learn. We still recruit at colleges but not 
as much as in the past. It used to be 10 to 15 new hires a year. 
Now it is more like two per year. Nowadays, engineers get 
into the field and keep moving around in order to learn.”
	 Not everyone agrees, however. An executive from a nearby 
competitor said he liked to hire engineers right out of college 
and had set up an internship program with six universities 
so students could get experience during summer breaks. In-
terns in the program become part of core design teams right 
away, and after a few years are “very self-assured.” Most of 
these students spend two or three summers working with the 
company. More than half of the interns are offered jobs after 
graduation. Nearly all students accept, unless they are going 
on to graduate school.
	 A similar opinion of the value of new graduates was 
expressed by an executive at a component-making firm who 
runs an R&D organization. Most of his new hires, he said, 
are new Ph.D.s in their first jobs. He prefers to hire people 
without experience in manufacturing or development be-
cause they “don’t know that some things can’t be done.” If 
they go into manufacturing or development first, they often 
“learn” that some things can’t be done. His company wants 
people who are not “burdened by experience.”
	 At the other end of the spectrum, there is a shortage in 
the United States of experienced engineering managers to 
run projects and departments. Interviewees reported that the 
shortage is even more acute outside the United States. They 
defined two types of engineering managers—(1) engineering 
supervisors who manage engineering teams and (2) techni-
cal program managers responsible for getting products to 
market. The latter do not necessarily have deep technical 
knowledge, but they are good planners and organizers. The 
very best of them have a deep understanding of the technol-
ogy or of how a product will perform in a market. Engineer-
ing managers must see that various internal organizations 
(e.g., engineering, manufacturing, product managers) work 
together on a product and work with outside firms (e.g., 

ODMs and component suppliers). According to one execu-
tive, “They have to be able to whip people into order.”

Changing Requirements

	 The firms we interviewed reported that the share of jobs in 
software engineering is increasing. This trend is not obvious 
in government employment data for the computer industry 
(Table 2) but is evident in survey data of PC firms (Table 3). 
More software engineers are needed because functionality in 
many products is being added through software rather than 
hardware. This is true for smart phones, music players, and 
even hard-disk drives that can be customized for specific 
clients.
	 Interviewees described a need for people with both soft-
ware and hardware skills, especially for emerging products 
that involve close integration of software and hardware func-
tions, such as smart phones and other handheld devices with 
communications capabilities. A smart phone, for example, 
may support multiple radio frequencies (e.g., GSM, CDMA, 
WiFi) and a number of applications, such as e-mail, instant 
messaging, and Web browsing. The formatting of the bit 
structure from the applications is different for each radio 
protocol. Thus software for many products must be written 
to fit and run on specific integrated circuits, unlike PCs, in 
which software applications can run on any Intel-compatible 
hardware running Windows via Windows application pro-
gramming interfaces. For PCs, software development is 
largely independent of specific hardware configurations.
	 Examples of requirements include software engineers 
who understand telephony and how communication net-
works function or electrical engineers who know how soft-
ware controls telephony functions on a smart phone or en-

TABLE 2  Employment Levels for Selected Engineering 
Occupations in the Computer Industry, 2002–2005a

2002 2003 2004 2005

Computer software engineers-
applications (15-1031)

10,250 9,890 12,110 12,800

Computer software engineers-systems 
software (15-1032)

18,809 18,148 19,430 18,240

Computer hardware engineers 
(17-2061)

11,140 12,030 11,880 12,940

Electrical engineers (17-2071) 4,580 4,020 3,200 2,900
Electronics engineers, excluding 

computers (17-2072)
4,360 4,030 3,490 3,710

Industrial engineers (17-2112) 3,520 3,640 3,570 3,430
Mechanical engineers (17-2140) 2,100 2,470 2,160 2,280
Engineering managers (11-9041) 5,270 5,460 5,690 5,630
Industrial designers (27-1021) 260 290 190 180
Totals 60,289 59,978 61,720 62,110

	 aThe computer industry is defined as NAICS 334100 (Computer and 
Peripheral Equipment Manufacturing). Data for years prior to 2002 are 
based on SIC code 357 (Computer and Office Equipment). 
Source: Bureau of Labor Statistics, 2005.
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TABLE 3  Survey Results by Job Category (for 5 companies interviewed)

Engineering Job Category Major Activity 
Demand for 
Engineers

Availability 
in the United 
States 

Availability 
in Other 
Locationsa

Cost and Quality 
(relative to U.S.)a

Engineering managers R&D, design, development Stable or growing Tight Tight or enough Lower cost, lower quality
Engineering product managers Design, development Stable Tight or enough Tight or enough Lower cost, same quality
Hardware engineers Design, development Stable Tight or enough Enough Lower cost, same or lower quality
Electrical engineers R&D, design, development Falling or growing Tight or enough Enough Lower cost, same or lower quality
Electronic engineers Development Falling Tight or enough Enough Lower cost, same or lower quality
Mechanical engineers R&D, design, development Stable or growing Tight or enough Enough Lower cost, same or lower quality
Software engineers R&D, design, development Growing Tight Tight or enough Lower cost, same or lower quality
Industrial engineers Manufacturing n/ab n/ab Enough Lower cost, same quality
Industrial designers Design Stable Enough Enough Lower cost, lower quality

Note: Names of firms are confidential. Four were personal computing companies, and one was a component supplier.
	 aResponses regarding availability, cost, and quality for some skills in other locations vary by firm, depending on where these activities are located. We 
report one response when there was general consensus, more than one if there were different responses. Other locations included Singapore, Taiwan, Malaysia, 
and Ireland.
	 bFirms interviewed had no manufacturing in the United States, so demand and availability of industrial engineers were not relevant.

gineers who can program a microprocessor to communicate 
with a network. These skills are currently being taught on 
the job, because few universities have programs that combine 
training in computer science and electrical engineering.

Productivity and Demand for Engineers

	 The productivity of engineers has increased steadily, so 
fewer engineering resources are required per model/SKU 
(number of engineers/SKU is used as a productivity mea-
sure by some PC makers). However, because of the growth 
of the industry and the proliferation of SKUs, the overall 
demand for engineers has grown. For instance, 10 years ago 
one PC company reported having 50 engineers shipping 
50 to 75 SKUs per year in consumer desktops. Today, the 
company has 165 engineers shipping 1,000 to 1,200 SKUs 
per year. The increase in productivity is partly due to the 
use of CAD tools, but it also reflects the outsourcing of 
development to ODMs.

GLOBALIZATION OF THE INDUSTRY

	 The PC industry is highly globalized. Final assembly is 
being done in dozens of countries, but manufacturing is in-
creasingly concentrated in the Asia-Pacific region (Figure 3). 
The globalization of the PC industry was present almost from 
its inception in the late 1970s, as early PC makers imported 
a number of components from Asian suppliers. In the 1980s, 
leading PC makers, such as IBM, Compaq, Apple, and Dell, 
set up assembly operations for desktops and notebooks off-
shore, with production in all major world regions (Ireland, 
Scotland, and France in Europe; Malaysia and Singapore in 
the Asia-Pacific region; and Mexico in the Americas).
	 Subassemblies, such as motherboards and base units, 
were produced by Asian suppliers or U.S. CMs who located 
production near major vendors. Final assembly also has been 

increasingly outsourced to CMs and ODMs. Time-critical, 
build-to-order production is located in regional markets, and 
less time-sensitive, build-to-forecast production is located 
mostly in China.
	 U.S. PC makers began moving notebook production off-
shore in the early 1990s. Taiwan developed a homegrown 
industry focused on notebook PC production, led by a group 
of ODMs, such as Quanta and Compal, that developed spe-
cialized technical knowledge in issues critical to notebook 
performance, such as battery life, heat dispersion, rugged 
mechanicals, and electromagnetic interference. Notebooks 
were produced in Taiwan or Southeast Asia, but as pricing 
pressure on ODMs increased, the Taiwanese government 
removed restrictions on manufacturing notebooks in China, 
and the Taiwanese notebook industry moved en masse to 
the Shanghai/Suzhou area of eastern China. By 2005, more 
than 80 percent of the notebook computers in the world 
were produced by Taiwanese firms, almost entirely in China 
(DigiTimes, 2006).

Offshoring and Outsourcing of New-Product Development

	 Branded U.S. PC makers kept product development in 
house and onshore in the 1980s, but in the notebook market 
they fell behind Japanese competitors who had superior skills 
in miniaturizing components and developing small, light, 
thin products. IBM reacted to Japanese competition by mov-
ing notebook development to its subsidiary in Japan, which 
came up with the very successful Thinkpad design. Compaq 
worked with Citizen Watch Company in Japan to engineer its 
notebooks and produce key subassemblies. Apple contracted 
with Sony for one of the original Powerbook models (Busi-
ness Week, 1991).
	 In time, however, most PC makers turned to Taiwanese 
ODMs for manufacturing, not only to reduce costs, but also 
to avoid becoming dependent on Japanese partners who 
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FIGURE 3  Computer hardware production by region. Source: Reed Electronics Research, 2005.
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could become competitors. Gradually, Taiwanese ODMs 
developed specialized engineering skills and began to take 
over product development as well. Companies such as Dell 
and Gateway were able to enter the notebook market by 
working with ODMs on design and development, taking 
advantage of capabilities nurtured by their competitors.
	 A major factor influencing the outsourcing of product 
development was a “pull” from ODMs. Taiwanese ODMs 
often did not charge explicitly for product development, 
which they did to win production contracts (according to 
interviews in Taiwan and China). In addition, once an ODM 
had a contract, the PC maker had incentives to work with 
the same ODM for future upgrades and enhancements to its 
products. A great deal of tacit knowledge, known only by 
the ODM, was created in the development process. Also, the 
close linkage of development activities and manufacturing 
and the feedback to design from manufacturing and sus-
taining support, created linkages that favored a continuing 
relationship with that ODM to reduce costs and improve 
quality.
	 In addition to the pull from ODMs, there was a “push” 
by PC vendors. In recent years, some PC makers (notably 
Dell and HP) have set up their own design centers in Taiwan, 
thus offshoring some detailed system design, while keep-
ing concept design and system architecture in house. The 
companies had several motivations—lower cost engineers 
and programmers, faster development because test facilities 
were nearby, availability of experienced engineers, govern-
ment tax incentives, and proximity to emerging markets in 
Asia. Also, proximity to ODMs made it possible for a design 
center to send personnel to its ODM for problem solving and 
to use the ODM’s testing facilities. Taiwan also has a pool 
of skilled, experienced engineers who are less expensive 
than their U.S. counterparts. In addition, the Taiwanese 

government provides incentives to attract design centers and 
strengthen ties to U.S. high-tech companies. For instance, 
the Industrial Technology Research Institute set up by the 
Taiwanese government established an incubator in San Jose, 
California, to link Taiwanese venture capitalists and tech 
suppliers with entrepreneurs in Silicon Valley (Boudreau, 
2006).
	 At the same time, Taiwanese ODMs have been mov-
ing engineering work, as well as manufacturing, to China. 
ODM design teams in Taiwan are still responsible for the 
development of advanced technologies and new products 
that provide competitive advantage. As products mature, 
however, the development of product variations, incremental 
improvements, and life-cycle support has moved to China, 
where they are close to manufacturing and can take advan-
tage of lower costs.
	 As Figure 4 shows, notebook PC makers and ODMs 
have also shifted new-product development activities from 
Taiwan to China, a trend driven by the lower cost of engi-
neers in China and the proximity to manufacturing facilities. 
Lu and Liu (2004) found that, after access to engineers, 
the second major factor for locating development activities 
is proximity to the manufacturing site. For notebooks and 
other products for which design-for-manufacturability is 
very important, it is valuable for a company to be able to 
build and test prototypes on the actual final assembly line. 
Also, the time frame for ramping up to mass production 
has been cut dramatically, as have overall product cycles as 
firms try to introduce new technologies quickly and avoid 
product obsolescence. If critical manufacturing processes 
and equipment (particularly tooling equipment) are in place 
at the manufacturing site, high-volume production can begin 
almost immediately after a design is finalized. ODMs save 
time and money by having both pilot and mass production 
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in China. Once the crucial decision to move expensive test-
ing equipment to China has been made, it is cost effective 
to move more development there as well, even if this means 
bringing in experienced engineers from Taiwan for a year or 
more to lead development teams.
	 The shift of product development to Taiwan and China 
depends not only on the stage of the activity but also on the 
maturity of the product. The Taiwan design centers of U.S. 
PC makers are mostly involved in developing new models 
based on existing product platforms. The development of 
new form factors or the incorporation of new technologies 
is still led by teams in the United States. Taiwanese ODMs 
tend to keep the development of the newest product genera-
tions in Taiwan, where they have close working relationships 
with key component suppliers such as Intel. They are more 
likely to move the development of more mature products 
to China.
	 The activities that are still being done in the United States, 
which do not appear likely to be moved in the near future, 
include R&D, concept design, and product planning. All 
companies, whether American, Japanese, Korean, or other, 
tend to concentrate R&D in their home countries. Product 
design benefits from proximity to leading markets where new 
innovations are first adopted. As long as the United States 
remains the leading market for innovations in the PC indus-
try and U.S. companies remain leaders in the industry, it is 
likely that these functions will remain mostly in the United 
States.
	 Although R&D activity in the PC industry is limited, de-
sign and product planning continue to expand as the market 
grows and rapid innovation in upstream technologies con-
tinues. Some of this work is moving to Taiwan, especially 

for notebooks, but most is still concentrated in the United 
States. Foreign PC makers, such as Lenovo, Acer, Fujitsu, 
and Toshiba design products in their home countries (e.g., 
China, Taiwan, Japan). However, Lenovo, which acquired 
IBM’s PC business, has left concept design and product 
planning for the global Thinkpad line in North Carolina, and 
most development in Japan.

U.S. ENGINEERING WORKFORCE 
IN THE PC INDUSTRY

	 Based on data from the U.S. government, the engineering 
workforce for the entire computer industry remained at about 
60,000 from 2002 to 2005 (Table 2). Before 2002, employ-
ment numbers were based on Bureau of Labor Statistics data 
for the broader category, Computers and Office Equipment. 
Thus the numbers are not comparable in absolute terms. 
However, employment levels remained stable from 1999 
to 2001. About half of the engineers in the industry are em-
ployed in the two categories of computer software engineers 
(applications and system software). The most growth took 
place in applications engineering, from 10,250 to 12,800. 
The biggest losses have been in electrical and electronics 
engineering, where a combined 2,500 jobs were lost. These 
changes may reflect a shift in focus from hardware to soft-
ware reported by interviewees.
	 In the United States, salaries in the computer industry 
have risen in every engineering occupation (Table 4) since 
2002, a pattern also seen in the broader industry category for 
1999 to 2001. In the PC industry, our interviews suggest that 
engineering salaries increased rapidly during the dot-com 
boom of the late-1990s, then stagnated, and now are rising 

FIGURE 4  Shifting location of product development for notebook PCs. Source: Market Intelligence Center, Institute for Information 
Industry, Taiwan. Based on figure provided to authors.
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TABLE 4  Mean Annual Wages for Selected Engineering Occupations in the Computer Industry, 1999–2005a

1999 2000 2001 2002 2003 2004 2005

Computer software engineers-applications $70,630 $74,350 $78,240 $81,270 $85,570 $95,180   $94,760
Computer software engineers-systems software $70,150 $76,130 $81,180 $91,430   $92,030
Computer hardware engineers $74,880 $78,760 $83,940 $82,820 $96,540 $96,980   $94,690
Electrical engineers $67,030 $71,870 $73,210 $75,490 $80,180 $82,810   $84,820
Electronics engineers, excluding computers $68,920 $70,940 $75,580 $76,930 $81,320 $85,270   $86,330
Industrial engineers $61,660 $64,070 $68,910 $73,330 $76,210 $77,480   $77,710
Mechanical engineers $59,830 $64,810 $67,310 $68,460 $73,620 $77,250   $78,740
Engineering managers $97,380 $104,550 $107,290 $125,080 $128,470 $129,450 $130,020
Industrial designers $59,570 $63,480 $65,180 $66,070 $80,280 $91,850   $94,800

	 aComputer industry is defined as SIC 357 (Computer and Office Equipment) for 1999–2001; NAICS 334100 (Computer and Peripheral Equipment Manu-
facturing) for 2002, November 2003, and November 2004. Although industry definitions differ, occupational definitions do not. Therefore we include data 
from the entire 1999–2005 period to show trends in salaries. Source: Bureau of Labor Statistics, 2005.

TABLE 6  Engineering Salaries in China, by Home Base 
of Notebook PC Companies

Company Home Base Base Salaries Paid in China

United States $15,000 (6–7 years experience)
$7500 (new graduates)

Japan or Europe Similar to U.S. companies
Taiwan $5,000 (new graduates)
China $5,000 (new graduates)

Source: Interviews with PC makers and ODMs in China, Taiwan, and 
Japan.

TABLE 5  Comparative Salaries for Electronics Engineers 
by Location

Average Base Salary

United States $78,000
Japan $63,000
Taiwan $20,000
China $10,000

Sources: For U.S., Bureau of Labor Statistics Occupational Employment Sta-
tistics. For Japan, Quan (2002). For Taiwan, EE Times (2003) and interviews 
with ODMs in Taiwan. For China, PR Newswire (2004) and interviews with 
PC makers and ODMs in Taiwan and China.

again. Overall, engineering salaries in the computer industry 
rose from $61,030 in 1999 to $78,210 in 2005, an increase 
of 28.1 percent, which compares to a 20.1 percent increase 
in the consumer price index for the same period (http://data.
bls.gov/cgi-bin/cpicalc.pl). These data suggest that foreign 
competition is not driving down salaries in the United States, 
as had been feared. They may also show that U.S. engineer-
ing resources are being shifted to higher value activities and 
that engineers are in fact becoming more productive, both 
of which would support higher salaries.
	 Compared to salaries in other major computer-producing 
countries, salaries for U.S. engineers are very high. For all 
engineering categories, including technicians, the average 
salary is $78,210 (Bureau of Labor Statistics, 2005). Salaries 
for engineering professions that require four-year degrees 
average more than $90,000 (Table 4).
	 The average salary for electronics engineers in all in-
dustries in the United States is about $80,000, compared to 
$60,000 in Japan, $20,000 in Taiwan, and less than $10,000 
in China (Tables 5 and 6). However, engineering salaries 
are reportedly rising fast in China, especially in industry 
clusters, such as the Shanghai/Suzhou area, as MNCs and 

Taiwanese firms compete with domestic companies for tal-
ent. The willingness of MNCs to pay higher salaries gives 
them access to more experienced engineers and graduates of 
top universities, but turnover rates are high.

SKILL AVAILABILITY IN THE UNITED 
STATES AND OTHER COUNTRIES

	 Limited national data have been collected on production 
and the availability of engineers in different countries. A 
Duke University study of engineering graduates in the Unit-
ed States, China, and India showed that even for these data, 
definitions are often incompatible (Gereffi and Wadhwa, 
2005). We could find no international data at all on the avail-
ability of engineers with skills in specific specialties, such as 
electrical, mechanical, industrial, or software engineers, so 
we must rely on interviews, our small survey of companies, 
and other qualitative information.
	 Gereffi and Wadhwa distinguish between dynamic and 
transactional engineers, a classification we found useful 
for characterizing engineering workforces in different 
countries based on our interviews. Dynamic engineers are 
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capable of abstract thinking and high-level problem solv-
ing using scientific knowledge, are able to work in teams, 
and are able to work with people from other countries and 
cultures. Dynamic engineers have at least four-year degrees 
in engineering and are leaders in innovation. Transactional 
engineers have learned engineering fundamentals but can 
not apply this knowledge to solving large problems. Most 
transactional engineers, who do not have four-year degrees, 
are responsible for rote engineering tasks.

United States

	 In our interviews, engineering managers and executives 
of U.S. companies described engineers in the United States 
and elsewhere in words very much like those of Gereffi and 
Wadhwa, with some additional country-level distinctions. In 
general, U.S. engineers are more dynamic and analytical than 
their international counterparts, and they have the ability to 
lead the innovation process.
	 The team culture in most firms means that most U.S. 
engineers understand working in cross-functional teams and 
project management. Even new U.S. graduates have been 
trained to work in teams as part of their university education. 
Also, many U.S. engineers have gained some international 
experience as members of engineering teems sent to Asia to 
work with local development teams, sometimes for weeks 
or months at a time.
	 In addition, a large number of immigrants have earned 
degrees in the United States and then remained in the coun-
try to work for U.S. firms. Because these individuals have 
knowledge of their home countries, they are often chosen to 
work with engineering teams in those countries. As part of 
the entrepreneurial culture in the United States, many U.S. 
engineers have gained business experience by working on 
product-development teams or by being involved in start-up 
companies. Entrepreneurial skills are critical in the early 
design process when technology road maps must be matched 
with market demand to develop new products. These skills 
cannot be easily learned in less entrepreneurial environments 
farther from leading markets.

Taiwan

	 Taiwan has a mix of dynamic and transactional engineers, 
including many mechanical and electrical engineers with 
strong hands-on experience. Taiwan has the deepest pool of 
notebook PC developers in the world, as well as engineers 
with extensive experience developing other products, such as 
PC motherboards, optical drives, low-end network devices, 
and add-on cards. In addition, some Taiwanese ODMs are 
moving into the mobile phone business.
	 Taiwanese engineers learn mostly on the job and develop 
great depth in specific disciplines such as EMI, board layout, 
and thermal and power management. Engineering gradu-

ates of Taiwanese universities are said to lack the analytical 
skills of their U.S. counterparts—skills that are important 
for working with key component suppliers to define new 
product architectures. They also have a poor understanding 
of international markets and generally lack the ability to 
design successful products on their own. Nevertheless, some 
Taiwanese engineers are strong managers and team leaders 
who can manage their own parts of a project and work ef-
fectively with PC makers.

China

	 Most Chinese engineers, even those with four-year de-
grees, fit the definition of transactional engineers. According 
to one interviewee, Chinese engineers “work perfectly at 
doing what they have been told but cannot think about what 
needs to be done; they lack both creativity and motivation. 
They are good at legacy systems, but not new things; they 
can’t handle ‘what if’ situations.”
	 Chinese mechanical and electronic design engineers are 
well trained but lack the hands-on skills that come with 
experience. However, they are gaining this experience and 
receiving significant training on the job from both multina-
tional and Taiwanese employers. One major ODM offers 
free training courses to engineers and brings in Taiwanese 
engineers to teach them. ODMs also work with local uni-
versities to develop courses in the skills they need. In the 
words of an ODM manager, “China is a gold mine of human 
resources, but if you don’t train them, you won’t be able to 
take advantage of it.” An American executive was equally 
enthusiastic, “The average might not be high, but there 
are so many that the cream of the crop must be very good. 
Chinese engineers feel ownership of the product, pride in it. 
American engineers will work their tails off on a project if 
they believe in it passionately, then will want to take off to 
go skiing or something. The Chinese will just move on to 
the next project.”
	 Chinese engineers do not have strong design skills or 
marketing knowledge, especially for foreign markets, but 
domestic Chinese companies are trying to develop those 
skills to create products for the fast-growing Chinese market. 
One interviewee noted that Taiwanese companies are mak-
ing long-term investments in training Chinese engineers and 
other professionals, and he expected that his U.S. company 
would move some of its product development to China as 
those skills were developed.

Japan

	 Industrial designers in Japan are not only very good at 
designing for the Japanese market, but can also create prod-
ucts for the U.S. market if they work with U.S. design and 
marketing people. Good examples are the IBM Thinkpad 
line and the successful Toshiba and Sony notebook products. 
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Notebooks account for more than 50 percent of Japan’s PC 
market, and many products are developed specifically for 
that demanding market. As a result, Japanese design and 
development teams have great depth of skills in all design 
and development areas. They also are very strong in design-
for-manufacturability, because most Japanese firms do their 
own design, development, and manufacturing (although 
lower value PCs and other products are increasingly being 
outsourced to Taiwanese companies).

IMPACTS OF OFFSHORING ON  
U.S. ENGINEERING EMPLOYMENT

	 Engineering employment in the U.S. PC industry has 
remained stable in recent years in spite of some offshor-
ing of new-product development. One interpretation is that 
offshoring may have been well established by the late 1990s 
and has not greatly affected U.S. engineering employment 
since then. By 2000, U.S. PC makers had either outsourced 
development and manufacturing to ODMs or, in the case of 
IBM, had assigned development to teams in Japan and had 
offshored manufacturing. As a result, much of the hardware, 
mechanical, electrical, and electronics engineering required 
for product development was already offshore, as was the 
industrial engineering associated with manufacturing. Soft-
ware engineering, engineering management, and a relatively 
small numbers of jobs in the various hardware, mechanical, 
and electrical disciplines necessary to support product design 
and management were left in the United States.
	 One result of the offshoring of notebook PC develop-
ment is that capabilities have been created in Taiwan, such 
as design-for-manufacturability and designing for small 
form factors, that can be applied to new product categories, 
such as handheld devices, smart phones, and digital music 
players. The fact that U.S. engineering employment in the 
PC industry is not growing during a time of rapid growth in 
demand and a proliferation of products and models probably 
indicates that more engineering is being done outside the 
United States. ODMs that have gained capabilities in the PC 
industry are now becoming major suppliers of mobile phones 
and are likely to become involved in other mobile consumer 
devices.

The Offshore Scene

	 Reports and data from our interviews show that Taiwan-
ese CMs and ODMs are rapidly expanding their engineering 
capabilities. Quanta, the largest notebook ODM, employed 
about 3,500 engineers in 2003. Since then, Quanta has 
opened a large new R&D facility outside Taipei that is ex-
pected to eventually house 6,000 engineers. The company 
is also adding engineers in China. Other ODMs have also 
increased their engineering resources as they take over most 
of the development and production of the global notebook 

industry. One interviewee at a U.S. PC maker estimated 
that the ratio of in-house engineers to ODM engineers on its 
development projects is about 1:3 for consumer desktops, 
but closer to 1:1 for notebooks and commercial desktops. 
A smaller PC maker, by contrast, had only 50 engineers 
overseeing its ODMs, which develop all of its products.
	 Most of the work that has moved offshore is transactional 
engineering, including board layout, tooling, electrical and 
mechanical engineering, and software testing. These jobs 
require engineering skills and experience in specific areas, 
such as power management, EMI, and heat dispersion.
	 Most engineering work related to manufacturing has 
also been moved offshore, although there are enough high-
level industrial and process engineers in the United States to 
oversee manufacturing in both places and travel to Asia to 
troubleshoot when necessary. These jobs do not require great 
analytical skills, but because a large share of the engineering 
work required for new-product development falls into the 
transactional category, the number of engineers offshore can 
be very high.
	 For instance, the world’s largest CM, Foxconn, is said 
to have 10,000 tooling engineers, including 2,000 design-
ers (Datamonitor, 2005). Many of these may be technicians 
with less than a four-year degree. Nevertheless, this example 
shows how a Taiwanese company can employ large num-
bers of low-cost engineers for more routine work that must 
be done very quickly to bring high-volume production on 
line. As one U.S. executive said, “We don’t do much PCB 
layout, tooling, or testing any more. You can’t compete with 
the large numbers of Asian engineers for that kind of work. 
The U.S. can’t compete on numbers of engineers. We have 
to take what we’re great at in the U.S. and leverage the rest 
of the world’s skills.”

The U.S. Scene

	 The more advanced engineering work is, the less vulner-
able it is to offshoring. Taiwanese and Chinese engineers 
and companies are considered weaker in system-level design 
and in software than U.S. engineers. In addition, they lack 
the ability to develop entirely new products that are likely 
to appeal to the U.S. market. All of the notebook vendors 
we interviewed agreed that they would not turn over concept 
design, product management, or product architecture to an 
ODM and that they only buy off-the-shelf designs from 
ODMs for low-end products or when they need to fill out a 
product line very quickly.
	 One PC maker said that a relatively small number of in-
house engineers is necessary for performing the advanced 
tasks that remain in the United States. Even though these 
are critical activities, they are not where the bulk of the 
engineering work is. The same point was made by two top 
engineering executives at U.S. PC companies. As one of 
them told us, “The jobs that are really important and are in 
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the U.S. involve product architecture where you need senior 
engineers, hardware and software engineers generally, and 
mechanical engineers and industrial design people.” The 
other said, “The core of the design process is in the United 
States. We define the product—how it looks, how it will 
be assembled, materials used, features and technologies to 
incorporate. We determine the mechanical and electrical 
architecture.”
	 R&D, which depends on high-level researchers with 
advanced degrees, often Ph.D.s, is also less vulnerable to 
offshoring. Other reasons for keeping R&D in this country 
are the strategic importance of some R&D projects and the 
need to protect intellectual property. Unlike product develop-
ment, R&D and manufacturing are not necessarily interde-
pendent. Thus R&D jobs have not been “pulled” offshore by 
manufacturing.
	 R&D requires highly specific skills, and the key to suc-
cess is finding people with those skills. If they happen to be 
offshore, firms are more likely to bring them to the United 
States, or to hire foreign graduates of U.S. universities, 
than to move the R&D offshore. One component maker, for 
instance, has 150 researchers at its R&D lab in the United 
States, about half of whom are from outside the United States. 
Unlike companies in other industry segments, such as Intel 
and IBM, which have R&D labs outside the United States, 
the U.S. PC industry has kept its R&D in this country.
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ABSTRACT

	 The construction industry is a large contributor to the 
U.S. and world economies. Participants in the industry are 
responsible for designing and constructing the built environ-
ment including infrastructure, housing, offices, and other 
facilities. This diverse industry has many project types and 
requires that many engineering disciplines (civil, electrical, 
mechanical, chemical, and architectural) work together. Em-
ployment in the industry is currently strong and is supported 
by a strong U.S. and global construction market.
	 Offshoring of engineering services in the construction 
industry is not new. U.S. companies have had offshore of-
fices in low-income countries for many years to perform 
design and construction management services. But with the 
increase in information technology and the drive to reduce 
engineering costs on projects, offshoring in the industry has 
increased recently. In particular, many large capital projects 
being built by U.S. companies are being designed with some 
level of engineering work in low-cost engineering centers. 
To date, offshoring of design services for smaller projects 
is limited to a relatively small amount of CAD drafting, 3D 
modeling, and engineering detailing performed by offshore 
technicians, architects, and engineers.
	 Although offshoring is having an impact on the U.S. con-
struction industry and the structure of jobs in the industry, the 
impact is limited at this time. The United States remains a net 
exporter of design services in the construction industry and 
employment for engineers remains strong. But the industry 
is prone to economic cycles that could have a significant 
impact on this situation in the future. Therefore, it would be 
prudent to consider taking steps to minimize potential nega-
tive impacts of offshoring. U.S. companies will certainly 

continue to use lower cost labor in other countries to remain 
competitive globally and to make the construction of more 
facilities by U.S. companies economically viable.
	 Measures that should be considered to address the impacts 
of offshoring include supporting the education and develop-
ment of globally focused engineers; supporting the export of 
engineering services from the United States; ensuring that 
national security and intellectual property are appropriately 
protected when design services are offshored; and encourag-
ing young people to pursue productive careers in engineering 
in the construction industry.
	 The construction industry is a large, diversified industry 
that focuses on the design, delivery, and renovation of a wide 
range of facilities, from large petrochemical plants, bridges, 
buildings, tunnels, roads, and ports to residential units. These 
facilities play a significant role in housing the population 
and providing core infrastructure. Engineers from many 
disciplines perform many different tasks in this diversified 
industry, including facility programming, design of engi-
neered systems, construction engineering and management, 
and facility management.
	 The revenues for the global construction industry total 
$3.9 trillion per year (Tulacz, 2005). The United States has 
the largest construction market of any country with a current 
annual value of approximately $1.22 trillion, 9.2 percent 
of the gross domestic product of the United States (USCB, 
2006b). U.S. companies also perform more than $34 billion 
per year in international work (ENR, 2006a).
	 The U.S. construction market has recently grown sig-
nificantly. Figure 1 shows the annual construction spending 
from 1993 to 2005. The average annual growth rate during 
this period was 7.3 percent. Construction spending in the 
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FIGURE 1  Construction spending, 1993–2005. Source: USCB, 2006b.

U.S. market increased by 12 percent from 2003 to 2004 and 
11 percent from 2004 to 2005. This rate slowed slightly in 
2006 to 8.5 percent (USCB, 2006b).
	 The global construction market has also been growing in 
response to the need for infrastructure and housing in devel-
oping nations such as China and India, along with continued 
investments in high-income countries. Data on the overall 
size of the global industry are limited and not very reliable, 
but Engineering News Record data collected from multiple 
sources show that the global construction market grew from 
$3.4 trillion in 1999 (ENR, 2000) to $3.9 trillion in 2004 
(Tulacz, 2005), a growth rate of 14.7 percent over a five-year 
period.
	 The U.S. share of international work (work performed 
by a company not headquartered in the country where the 
construction is done) has been declining. In 2005, U.S. con-
struction companies listed in Engineering News Record “Top 
225 International Contractors” had revenues of $34.8 billion, 
or 18.4 percent of the international work done by the largest 
225 international contractors (ENR, 2006a). This percentage 
is down from 36.5 percent in 1985, although it has remained 
relatively stable for the past 10 years.
	 One of the most significant challenges facing the U.S. 
construction industry is the supply of workers, both field 
employees and professional employees. Fewer people are 
interested in working in the construction trades, which has 
raised problems for the consistent delivery of quality facili-
ties. Significant efforts are being made to recruit new design 
professionals into the industry, but these efforts face many 
barriers, including a negative perception of the construction 
industry and low salaries relative to other industries. The 
limited recruitment of new design professionals, combined 
with an aging population of experienced engineers who are 
approaching retirement, is making it difficult for the industry 

to find employees to design and manage the construction of 
facilities.
	 This paper focuses on offshoring of design and construc-
tion management services in the construction industry. 
However, there is no universal definition for offshoring 
(Trefler, 2005), and the definition is important. The American 
Society of Civil Engineering (ASCE) has defined offshoring 
in the construction industry as “the practice of acquiring 
architectural/engineering services from sources outside of 
the United States” (ASCE, 2005). But, because some level 
of design services have historically been performed in other 
countries for international construction projects, this defini-
tion seems incomplete. For example, if a power plant is being 
constructed by a U.S. contractor in India, some design work 
has historically been performed in India, and some design 
work may have also been performed in the country of the 
large equipment suppliers. Therefore, I propose that we use 
the following definition:

Offshoring of design services in the construction industry 
is the relocation of work that is typically performed in one 
country to design professionals in the same company in an-
other country, or to a different company in another country, 
to reduce wage rates.

	 Sometimes offshoring is performed through offshore 
outsourcing, that is, when a company hires an external 
company to perform a service in another country. At other 
times services are performed by company employees located 
in a company office in another country. Large international 
construction companies work in many international locations 
and have set up offshore offices to perform services on their 
international projects. Many of these services would not typi-
cally be performed in the United States, and thus they are 
not covered by the definition of offshoring, which considers 
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the potential shift in work from the United States to offshore 
locations. But recently companies have been either setting up 
offices, using existing offices, or hiring companies abroad to 
perform design services that have previously been performed 
in the U.S. office. These services do fit the proposed defini-
tion of offshored services.

ENGINEERING SERVICES IN THE 
CONSTRUCTION INDUSTRY

	 The construction industry can be divided into several 
categories. For the analysis of offshoring, it is helpful to 
separate the industry into two market sectors: (1) the engi-
neering, procurement, and construction (EPC) sector, and (2) 
the architectural, engineering, and construction (AEC) sec-
tor. Companies that perform work in the EPC sector focus on 
large industrial or infrastructure facilities. Companies in this 
sector tend to be large and employ many engineers and engi-
neering technicians to work on the design and construction 
of large projects, such as power plants, refineries, industrial 
facilities, offshore platforms, and public works such as water 
purification plants, wastewater treatment plants, dams and 
rail projects. Companies in the AEC sector are much more 
diversified. Engineers in this sector work on the design and 
construction of buildings and residential facilities. The AEC 
sector is fragmented and is serviced by a large number of 
small companies. A number of companies perform work in 
both the EPC and AEC sectors, but these companies typically 
have different divisions for each sector.
	 This paper addresses the offshoring of engineering 
services in both sectors of the construction industry. The 
residential construction portion of the AEC sector (approxi-
mately 55 percent of U.S. construction) (USCB, 2006a) is 
not included because, even though there are some large resi-
dential developers that construct many units per year, a ma-
jority of residential design and construction companies are 
very small and offshoring remains limited in this sector.
	 There are almost 2.8 million construction firms employ-
ing more than 7 million people in the United States (U.S. 
Census Bureau, 2002), but the vast majority of these com-
panies are very small; about two-thirds of them have fewer 
than 5 employees (BLS, 2006b). However, Bechtel, the larg-
est U.S. contractor by revenue in 2005, had total revenues 
of $14.6 billion, with $7.2 billion in international markets 
(ENR, 2006b). Therefore, approximately 0.6 percent of 
the U.S. market revenue flows through this one company. 
The contractor with the largest share of the U.S. domestic 
market was Centex with $12.6 billion in U.S. revenue, 
approximately 1 percent of the U.S. market (ENR, 2006b). 
The combined revenue of the 400 largest contractors for 
2005 totaled $200 billion (19 percent of the U.S. market) 
(ENR, 2006b).
	 As these figures show, the construction industry is very 
different from many other industries, which are controlled 
by a small number of large companies. It is also important 

to recognize that a very large percentage of the revenue for 
the top 400 contractors is subcontracted to specialty firms. 
Therefore, the industry is very diverse with many different 
companies contributing to facility construction.
	 Design work, which includes architectural and engineer-
ing services, is one portion of the overall revenue in the con-
struction industry. According to Engineering News Record, 
which ranks the top 500 design firms in the United States 
each year, they generated $59.25 billion in design revenue in 
2005, an increase of 11.8 percent over 2004 (ENR, 2006c). 
Engineering is important to all phases of the construction and 
delivery of a capital facility. The primary phases for deliver-
ing and operating a facility have been defined by Sanvido et 
al. (1990) as managing, planning, designing, constructing, 
and operating a facility. The involvement of engineers in 
each of these phases varies, from the initial facility con-
cept through the operation and renovation of a completed 
facility.
	 The projects most likely to involve offshore engineers 
have certain identifiable characteristics. Engineers typically 
perform work on large, unique projects. Owners rarely use 
the same design for multiple buildings or facilities. Even if 
they do, the design must be modified to accommodate site 
conditions, and projects must comply with building codes in 
the location of the project. To design a facility to meet local 
codes and to take into account local geotechnical, weather, 
and cultural conditions requires significant local knowledge. 
Thus local design firms have an advantage. No matter the 
location of the project, some degree of onsite construction 
will always be necessary. Thus onsite engineering support 
is always necessary.
	 Another important factor is that owners are typically ac-
tively involved in the design of their facilities, which requires 
frequent interaction between owners, or owners’ representa-
tives, and architects and engineers. Finally, many owners do 
not want the detailed design information for their facilities 
widely distributed to international locations. Thus security 
of the data is important on many projects. These factors can 
all make it more difficult to manage engineering teams from 
various locations, and therefore more difficult to execute a 
project with offshore engineering labor.

DATA-COLLECTION METHODOLOGY

	 The data used in this paper to analyze the current status 
of offshore outsourcing in the construction industry are 
taken from several sources, including the Bureau of Labor 
Statistics, the U.S. Census Bureau, the Bureau of Economic 
Analysis, the National Science Foundation, and Engineer-
ing News Record. Data are also taken from two surveys 
performed at Pennsylvania State University. The first survey 
was completed in 2004 and was sponsored by the Construc-
tion Industry Institute (CII). This survey was developed with 
significant industry input from a research team (CII Project 
Team 211) with 16 industry and four academic members. 



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

140	 THE OFFSHORING OF ENGINEERING

Throughout this paper, this survey is referred to as the 
“CII survey.” Following the survey, more than 20 detailed 
interviews were conducted with survey participants to gain 
additional insight into their global sourcing strategies and 
challenges.
	 A second survey was distributed in July 2006 to the top 
U.S. design firms listed in the Engineering News Record 
“Top 225 Global Design Firms.” The survey was distributed 
to the directors of engineering or design of the 82 U.S. firms 
on the list. However, because only nine responses were 
received (a response rate of 11 percent), no statistical data 
will be presented from this survey. The survey did identify 
current perceptions of several large design firms in the in-
dustry, which are incorporated into the recommendations and 
comments in this paper. The small response to this survey 
illustrates the challenges of collecting data related to offshor-
ing in the construction industry.
	 In general, it is difficult to draw accurate conclusions 
about offshoring based on the available data. No single 
source of data can be referenced to identify specific infor-
mation about the current status or trends in offshoring in the 
construction industry. For example, no reliable data source 
provides a breakdown of domestic and foreign employees 
performing engineering and architectural services in con-
struction companies. For future studies, we need to identify 
and develop methods to improve the collection of accurate 
data on the offshoring of engineering and architectural ser-
vices jobs.

ENGINEERING EMPLOYMENT AND EDUCATION

Demand for Engineers

	 Civil engineering is the primary engineering discipline 
in the construction industry, but many other engineering 
disciplines are also important, including electrical, mechani-
cal, industrial, environmental, and architectural engineering 
(Grigg, 2000). However, the remainder of this analysis 
focuses on civil engineering, which is the most representa-
tive engineering discipline in the industry. The unemploy-
ment rate for civil engineers in the U.S. market is only 2.2 
percent (Rafferty, 2004). Of the 1.4 million engineers in 
the marketplace in 2004, 237,000 were civil engineers, the 
largest percentage (16.4 percent) of any single engineering 
discipline (BLS, 2006c). (The percentage of electrical engi-
neering and computer science combined is larger.) Although 
there are many civil engineers in the workforce, the average 
starting salary for these graduates is one of the lowest for 
any engineering discipline. As of May 2004, the median 
salary for graduating civil engineers was $43,679 for a B.S., 
$48,050 for an M.S., and $59,625 for a Ph.D. (BLS, 2006c). 
The overall median salary for practicing civil engineers in 
May 2004 was $64,230, the second lowest of all engineering 
disciplines. The U.S. Department of Labor projects that an 
additional 39,000 civil engineers will be needed by 2014, 

a 16.5 percent increase (Hecker, 2005). This is one of the 
largest projected increases for an engineering discipline 
(the percentage increase is larger for environmental and 
biomedical engineers, but they are much smaller disciplines 
by quantity).
	 In addition to the statistics, it is clear from discussions 
with industry executives that one of the most significant chal-
lenges they face is the staffing of projects, which includes 
the recruitment and retention of engineers. Throughout the 
construction industry, there is currently a high demand for 
design and construction professionals in engineering and 
architecture in the U.S. market. In addition, the engineering 
workforce is aging, creating a shortage of experienced engi-
neers in many large EPC companies. Because of this, these 
companies can offshore their engineering work with little 
impact on the size of the existing workforce in the United 
States.
	 In addition to engineers, architects are the other primary 
professional design participants with a significant impact on 
offshore outsourcing in the construction industry, particularly 
in the AEC sector. The Bureau of Labor Statistics (2006a) 
reported that there were approximately 129,000 architects 
in the United States in 2004, many of them professionally 
registered design practitioners. Architects had a reported 
median salary of approximately $60,300 (May 2004), and 
average projected growth for 2014 is 22,000 architects (17.3 
percent).
	 It is also important to consider the size of the overall 
construction workforce. In 2004 5.2 percent of the overall 
workforce in the U.S. was working in construction supervi-
sion or in the construction trades (Hecker, 2005). This does 
not include manufacturing jobs related to the construc-
tion industry through the supply of building materials and 
equipment.

Supply of Engineers

	 In the United States, 7,827 B.S degrees were awarded in 
civil engineering in 2004, a decrease of more than 25 per-
cent from 1981, when 10,678 were awarded (see Figure 2). 
The decline in civil engineering is similar to the decline in 
degrees in all engineering disciplines. In 2001, 59,258 B.S. 
degrees were awarded in all engineering disciplines, 23.6 
percent fewer than the high of 77,572 in 1985 (NSF, 2004). 
But, although the number of engineering graduates in all 
disciplines has been declining since 1985, with only a slight 
increase between 1993 and 1995, the number of graduates 
in civil engineering increased sharply in the mid 1990s. Un-
fortunately, the number has declined from its peak in 1996.
	 In a recent study by Duke University, the number of 
degrees (bachelor’s and sub-baccalaureate) awarded for en-
gineering, computer science, and information technology in 
2003–2004 was estimated to be 644,106 in China; 222,335 in 
the United States; and 215,000 in India (Gereffi and Wadhwa, 
2005). Obviously, significant numbers of engineers are 
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FIGURE 2  Bachelor’s degrees in civil engineering, 1971–2004. Source: NCES, 2005.

graduating from universities in lower wage countries, many 
in civil engineering, although the total number of engineers 
in these countries is a subject of debate. We do know that 
several of the largest universities in China are graduating 
civil engineers, including Tsinghua University with 811; 
Central South University with 593; and Wuhan University 
with 219 (Gereffi and Wadhwa, 2005).
	 U.S. companies can find and employ engineers in other 
countries (e.g., India, China, and Eastern Europe) for lower 
wages. Wage rates vary based on region and demand, but fig-
ures developed by Hira (2003) show that a typical engineer in 
the United States receives an annual salary of $70,000, while 
an engineer in China receives $15,120, and an engineer in 
India receives $13,580. Thus there is clearly a wage disparity 
between engineers in different countries. However, based on 
interviews with engineering directors in several companies, 
the wages for qualified engineers in Mumbai, India, and 
some other locations are increasing significantly.

CURRENT OFFSHORING IN THE 
CONSTRUCTION INDUSTRY

	 Limited data are available to quantify the current value of 
work being performed in lower wage, offshore locations. At 
this time, no single source of data in the public domain docu-
ments either the dollar value of offshore engineering work or 
the amount of engineering time spent by engineers in lower 
wage locations. The best data sources available at this time 
are surveys and interviews with industry practitioners. Data 
collection from these sources has obvious limitations, how-
ever, including the potential for inaccurate self-reporting, 
poor response rates, and reliance on perceptions instead of 

quantitative data. With these limitations in mind, survey and 
interview data can provide insights into the current status and 
future trends in offshoring.
	 To date, the offshoring of engineering services to lower 
wage locations has primarily been focused in the EPC sec-
tor. Large EPC contractors, and the owners who hire these 
contractors, were the focus of the CII Survey. Administered 
in July 2004, the survey had a total response of 46 people 
representing 33 companies (20 construction companies and 
13 large-facility owners) (Messner et al., 2006a).
	 Some large construction companies have been very active 
in international markets and have been offshoring engineer-
ing work for more than 15 years (Rubin et al., 2004). Com-
pared to several other service industries, the construction 
industry as a whole has been slow to adopt offshoring, but 
larger companies, as well as companies in several niche mar-
kets in the industry, have started to offshore tasks for some 
large-scale operations. Some examples of niche markets are 
the development of 3D models during the design process, the 
conversion of 2D sketches to CAD models, and the devel-
opment of engineering shop drawings for trade contractors 
(e.g., mechanical and steel subcontractors).
	 The United States is a net exporter of construction, 
architectural, and engineering services. According to data 
compiled by the Bureau of Economic Analysis (cited in 
Nephew et al., 2005), the United States had a trade surplus 
in construction architecture and engineering services (CAE 
services) of $2,991 million in 2004� (see Figure 3). The 

� The export value in the Bureau of Economic Analysis data does not 
include merchandise exports or outlays abroad for wages, services, materi-
als, or other expenses. The import value is a total value.
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FIGURE 3  Trade surplus for construction, architectural, and engineering services, 1992–2004. Source: Bureau of Economic Analysis, cited 
in Nephew et al., 2005.

annual values vary widely depending on the number and type 
of large projects in any given year. It is interesting to note 
that the United States still has a trade surplus in CAE services 
with low-income countries that are known for providing low-
cost engineering services to the EPC and AEC sectors of the 
construction industry. In 2004, the United States exported 
$107 million of CAE services to India (the location of many 
offshoring centers used by EPC companies) and imported 
$42 million in services. This trade value does not include 
company employees located in India, but does include con-
tracted services by Indian companies. Therefore, the value 
reflects only contracted offshoring, not all architectural and 
engineering offshoring. For large EPC companies, many of 
the offshore offices are sole ventures that are not included in 
the import data. Nevertheless, it is clear that the volume of 
CAE services performed under contracts with companies in 
low-income countries is not great, and the United States has 
maintained a net surplus of services.

Offshoring in the Engineering, Procurement, 
and Construction Sector

	 Offshoring in the EPC sector of the construction industry 
is not new. One survey respondent to the CII study stated 
that “the use of low cost engineering centers has emerged 
as a common practice among many large engineering, 
procurement and construction (EPC) companies. This has 
primarily been driven by the realization that a large portion 
of the detailed engineering-design work can be treated as a 
commodity.”
	 Large capital facility projects in the EPC sector often 
require many hours of engineering work, much of it related 

to detailed engineering, including the sizing and routing of 
piping; the design and location of electrical conduits and 
wiring; and the detailing of structural elements. This type 
of repetitive, detailed engineering work makes offshoring 
more attractive than in some other design practices because 
it is easier to systematize this type of work and less direct 
communication is required between the designers.
	 Of the companies that participated in the CII survey, 74 
percent had international offices that were participating in 
multi-office execution strategies for the delivery of projects. 
Many had offices in low-cost engineering locations, such 
as India, China, Czech Republic, Russia, Romania, Poland, 
Mexico, and Taiwan. Some of these offices were established 
specifically to provide low-cost engineering services for 
company projects. Others were developed to perform spe-
cific design tasks for domestic construction projects. Large 
projects in low-wage countries often require that some design 
work be done locally. In addition, it is sometimes necessary 
to use engineers in the local environment for code verifica-
tion and other engineering work that requires a detailed un-
derstanding of the local environment. It is important to note 
that many companies have international engineering offices 
in high-wage countries, such as England, Finland, and United 
Arab Emirates, to develop global virtual teams.
	 One goal of the CII survey was to determine the factors 
that influence companies to establish global engineering 
teams for the execution of projects. Table 1, which shows sur-
vey results for EPC-sector companies, indicates that the top 
five factors that drive engineering firms toward the offshoring 
of engineering work are (1) the need to reduce the costs of 
engineering services, (2) competition, (3) global customers, 
(4) the need to locate services close to a project, and (5) the 
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TABLE 1  Factors Affecting Global Virtual Teaming in the 
EPC Sector

Drivers of Offshoring

Average Score 
(1 = low, 
5 = high) Ranking

Need to reduce engineering-services costs 4.3 1
Competition 3.2 2
Global customers or local customers 3.2 3
Need to locate services close to the project 

location
3.1 4

Need to shorten engineering schedule 2.9 5
Need to expand detailing work for the same 

cost
2.8 6

Country, client, or funding source 
requirements

2.8 7

Need to understand/comply with codes and 
standards

2.7 8

Company policy (e.g., global procurement 
of services)

2.6 9

Need to balance engineering workload 
among multiple offices

2.5 10

Developments in technology 2.4 11
Availability of engineers 2.4 12
Need to improve engineering quality 2.3 13
Need to maintain consistency of  

products/services
2.3 14

Changing education/demographics 2.1 15

Sources: EPC and owner data, Messner, 2006b.

need to shorten the engineering schedule. Of these factors, 
the need to reduce costs, with an average score of 4.3 out 
of 5, ranked significantly higher than the other factors.
	 Companies in the EPC sector face several significant 
challenges, including an aging engineering workforce. In the 
EPC sector, there is a growing shortage of engineers with 10 
to 25 years of experience. In a study by Gibson et al. (2003), 
69 percent of the workforce was 40 years of age or older. The 
study also concluded that the supply of new engineers would 
be “insufficient to replace departing engineers and to support 
the level of growth desired by some owners and nearly all 
contractor firms.”

Offshoring in the Architectural, Engineering, 
and Construction Sector

	 Offshoring in the AEC sector primarily affects two profes-
sional groups, engineers and architects. Until very recently, 
very little work on U.S. projects was performed by offshore 
architects or technicians. This is changing, however, as 
companies are looking for opportunities to offshore lower 
skilled technicians’ jobs to lower cost markets. An example 
of this type of service is the transformation of hand-drafted 
documents into 2D CAD or 3D CAD models. This straight-
forward task, traditionally performed by CAD technicians 
or young architects, can be performed without extensive 
knowledge of a project. Other tasks being outsourced include 
the development of intelligent building information models 

and the creation of design details for a completed conceptual 
design. Little reliable data are available about the extent of 
these services being performed offshore, but the current 
perception is that the number of jobs currently performed 
offshore is relatively small. However, a few companies with 
larger offices in lower income countries present a different 
scenario.
	 The other primary professional services that can be pro-
vided offshore are engineering tasks for a building project, 
such as engineering design for the foundation, structure, 
mechanical system, electrical system, storm-water manage-
ment, lighting, and other technical systems. The design of 
these technical systems requires expertise in both design and 
analysis. Again, there is no reliable source of data on the size 
or scale of offshoring in building engineering disciplines. 
Some companies offshore work, such as steel detailing for 
fabrication, wood-truss detailing, and mechanical-ductwork 
detailing; and based on survey results, the number of these 
companies is growing. Companies that are offshoring are 
typically not interested or not willing to share detailed infor-
mation about their initiatives. However, the range of services 
being offshored is believed to be relatively limited.
	 Several reasons have been provided for the limited off-
shoring in the AEC sector:

	 •	 Most AEC firms are small, which make the economies 
of scale for offshoring less attractive when considering 
an initial investment.

	 •	 Some projects involve secure or sensitive information 
the owner does not want distributed to non-U.S.-based 
service providers.

	 •	 Design professionals must have significant interaction 
with the owner and other design professionals, which 
can be challenging when offshoring a project.

	 •	 Local knowledge about the project conditions is im-
portant (e.g., soil conditions, local codes, standard 
construction practices, standard materials, and archi-
tectural norms in the country).

	 •	 Under current market conditions, design professionals 
can get reasonable fees with their existing labor force, 
which limits the incentive to reduce costs.

	 Service providers in low-wage countries are organizing to 
provide design services with offshore labor to architecture 
and engineering companies. To date, no large offshore com-
panies, such as Tata Group, Wipro, or Infosys in information 
technology, have had a significant impact. As more foreign 
companies and domestic consulting companies provide and 
manage these services, it will become easier for architectural 
and engineering companies to become involved in offshoring 
on a smaller scale (Bryant, 2006). At that point, the primary 
issue will be how much work companies will be willing to 
perform with offshore labor. Most architectural and engineer-
ing companies are small, and offshoring large parts of their 
business would be a significant undertaking.
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TABLE 2  Perceived Effect of Offshoring on Cost, Time, 
and Quality by CII Respondents

Performance 
Metric

Impact on Metric

More 
than 10% 
increase

0–10% 
increase Same

0–10% 
reduction

More 
than 10% 
reduction

Engineering cost 4% 2% 7% 39% 48%
Construction cost — 4% 75% 17% 4%
Engineering time 2% 18% 48% 24% 8%
Overall project 

delivery time
— 9% 59% 30% 2%

Engineering 
quality

6% 11% 65% 18% —

Construction 
quality

2% 19% 72% 7% —

Source: Messner, 2006b.

	 Many architects and engineers are also very aware of their 
responsibility as service providers to the facility owner, as 
well as their legal responsibilities for the final design. There-
fore, many may hesitate to begin offshoring because of a per-
ceived loss of control over the design process and challenges 
in communication and oversight. It is much more likely that 
detailed analysis and modeling work will be performed with 
offshore labor, because these tasks have traditionally been 
performed by technicians and lower level engineers who 
are just starting their careers. Consistent procedures have 
been developed for these well defined tasks that can ensure 
quality performance with little oversight. It is interesting to 
note that these same tasks have increasingly been replaced 
by software tools that can perform them automatically. For 
example, the detailing of steel continues to get easier as new 
computer applications automate the sizing and detailing 
of steel members and connections and new 3D modeling 
software makes it easier to develop detailed 3D information 
models for facilities.

EFFECTS OF OFFSHORING ON ENGINEERING COST

	 In the previous section, the primary driver for offshoring 
was shown to be cost reduction. Therefore, a critical ques-
tion for the future of offshoring is if or how much offshoring 
reduces engineering costs. Several indicators suggest that 
offshoring, when properly executed, can reduce overall engi-
neering costs, at least for large-facility projects and specific, 
well defined tasks for smaller projects.
	 The CII survey included questions about respondents’ 
perceptions of how some offshore engineering work affected 
the cost, time, and quality of projects. For any project, one 
must consider not only initial engineering-design cost, but 
also the total delivered-facility cost. Therefore, the survey 
asked about the effects on engineering and construction 
costs, as well as on time and schedule. Table 2 shows that 
most of the contractors who felt that offshoring could reduce 
costs projected the cost savings to be more than 10 percent. 
In addition, they believed this reduction could be achieved 
with no increase (and a potential decrease) in construction 
cost. Opinions differed markedly about potential savings in 
time, with the average response being that there was no ef-
fect. Most participants felt that engineering quality was the 
same or slightly lower with offshoring but that construction 
quality was the same or better.
	 Cost is one of the main concerns in facility design, and 
the cost of architectural and engineering-design services 
varies widely as a percentage of the cost of a project. Typi-
cally, these costs are from 7 to 18 percent of the total capital 
cost of a project, depending on its complexity and size. The 
cost of design services is impacted by labor rates for design 
professionals and productivity of the workforce. Even though 
engineers in lower income countries earn significantly less 
than U.S. engineers, some costs increase with offshoring, 

such as added travel, planning time, and information-system 
costs.
	 A detailed study of projects by one large owner illustrates 
the potential savings on large capital facility projects based 
on the use of low-cost engineering labor. The study analyzed 
five projects completed between 1992 and 2001. The owner 
was able to reduce engineering costs on all projects from an 
average of 16.9 percent for a typical facility to a design cost 
of only 10.2 percent. This means a total reduction in design-
service costs of 40 percent compared to the typical costs 
(Messner, 2006a). The project team did not notice specific 
negative impacts for construction costs, although the com-
pany had to overcome many challenges in the execution of 
the projects with engineers from different locations.
	 This information is not meant to justify offshoring of 
engineering services or to convince a company to pursue off-
shoring. It is intended to present findings based on opinions 
and some quantitative analysis of the impact of offshoring on 
the cost structure of large capital facility projects. Like many 
other industries, the construction industry is extremely cost 
conscious. Therefore, economic factors must be considered 
when predicting future trends. If design and construction 
firms can consistently reduce their overall engineering costs 
through offshoring without negatively impacting quality, 
then they will certainly continue the current trend of offshor-
ing engineering work to countries that maintain a supply of 
low-cost engineers.
	 Different construction industry participants reaped differ-
ent benefits from offshoring. Facility owners, for example, 
may attempt to lower the cost for engineering services on a 
project. During an interview, one executive stated that “some 
projects become viable due to outsourcing, thereby creating 
more jobs once the project is complete.” Thus offshoring 
might not only benefit the owner, but might also increase 
employment in the local economy.
	 There are also potential costs of offshoring for U.S. citi-
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zens, such as a decrease in engineering and architectural jobs 
in the U.S. market and downward pressure on the salaries of 
U.S. engineers. Another potential cost is a decrease in tax 
revenue paid to the U.S. government for services subcon-
tracted to offshore companies. But it is also important to 
note that if companies get more work because their design 
costs are lower, the overall tax revenue may increase. One 
thing is clear—if U.S. companies lose contracts because of 
their higher cost structure for engineering, they will also lose 
engineering and architectural jobs and bring in less revenue. 
In addition, fewer U.S. products will be incorporated into 
designed projects.

THE FUTURE OF OFFSHORING IN THE 
CONSTRUCTION INDUSTRY

	 Predicting what the future holds for the construction 
industry is difficult, especially because of the limited data 
on offshoring. There is a clear and consistent perception on 
the part of executives that the level of offshore outsourcing 
will increase. When asked about plans for their companies, 
92.5 percent of contractors in the CII survey said they plan 
to increase offshoring. Many interview subjects said they 
believe an increase in offshoring in the industry is inevitable 
because of the need to reduce the costs of design services 
and the limited number of engineers in the U.S. market who 
can meet the industry’s needs.
	 Some interviewees felt that the increased offshoring 
would be detrimental to the quality of design services in the 
industry. As one survey participant put it, “Eventually, all 
owners will get what they want—low cost designs—high 
cost problems.” Many engineering disasters have been 
caused by poor coordination, communication, and un-
derstanding of design responsibilities. The possibility for 
these kinds of problems increases when engineering work 
is done by global virtual teams. Many who had already es-
tablished operational, low-cost engineering centers abroad 
believe that they can develop quality engineered solutions 
and documentation at a lower cost in their design centers, 
provided the design teams are properly structured and man-
aged. Some even use the lower cost structure to create more 
detailed designs than they would typically develop in the 
United States. Because design costs are lower, they argue, 
they can save in construction costs with added detailing and 
coordination.
	 Much of the quality debate associated with offshore out-
sourcing depends on the industry perspective and industry 
segment. For example, if you consider the construction in-
dustry a service industry, then it is more difficult to provide 
good service to a client when separated by distance and 
culture, which cannot be avoided with global engineering 
teams. But if you view engineering services as well defined 
tasks (more like a commodity), then you are more likely to 
consider a low-cost engineering center a viable option for 
performing cost-effective design services with little impact 

on quality. Both opinions are predicated on a widely held 
perception by U.S. practitioners that engineering services 
performed in low-cost centers is of lower quality. However, 
a few believe that the quality differential is generated not by 
lower quality engineering but by poor communications and 
management.

ADDRESSING THE ISSUES RAISED BY OFFSHORING

	 Because offshoring in the construction industry will con-
tinue to increase, it is important that steps be taken to mini-
mize the negative impacts of offshoring and take advantage 
of possible benefits. In the following sections, some of these 
steps are described briefly.

Preparing Engineers for Global Team Responsibility

	 One very important step that can be taken is to ensure 
that engineers who enter the construction industry, no matter 
what their discipline, are prepared to work toward a global 
design management role. This will require that students learn 
about global issues along with the managerial skills they will 
need to manage a global virtual team.
	 Recent changes in the assessment of education outcomes 
by the Accreditation Board for Engineering and Technology 
(ABET) reflect the change in focus from input (or teaching) 
to outcomes (or learning) (ABET, 2000). Since the imple-
mentation of Engineering Criteria 2000 (EC 2000) by ABET, 
the emphasis on professional skills has increased (Lattuca et 
al., 2006). International travel by students and participation 
in study-abroad programs have also increased in the past 10 
years (Lattuca et al., 2006). It is critical that these activities 
continue to be supported and expanded.
	 Efforts are also under way to add four outcomes for 
students in civil engineering programs to the 11 EC 2000 
criteria. These outcomes, “the knowledge, skills and traits 
necessary to become a licensed professional engineer,” are 
described in The Civil Engineering Body of Knowledge for 
the 21st Century: Preparing the Civil Engineer for the Future 
(ASCE, 2004). In this report, outcomes related to business, 
public policy, the understanding of the role of a leader, and 
leadership principles are defined and described. These ad-
ditional criteria would expand the range of knowledge of 
engineering graduates and help prepare them to participate 
in global engineering teams. The recommendations in this 
study are consistent with recommendations developed by the 
National Academy of Engineering in The Engineer of 2020 
(NAE, 2004).

Leadership and Research by Professional Societies

	 Professional societies have the opportunity and the re-
sources to analyze offshoring and point the way to changes 
that will help the U.S. construction industry and other in-
dustries address the effects of increased offshoring. Some 
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professional societies have issued policy statements to ad-
dress the issue. The American Society of Civil Engineering, 
for example, has approved the following policy statement on 
offshoring of engineering services (ASCE, 2005):

The American Society of Civil Engineers (ASCE) believes 
that the offshoring of engineering services should be accom-
plished in a manner that protects the public health, safety and 
welfare. ASCE believes that A/E [architectural and engineer-
ing] services must address the following criteria:

•	 Appropriate homeland security requirements;
•	 Licensing laws related to responsible charge;
•	� Principles and/or requirements of Qualification-Based 

Selection using full disclosure of staffing and location; 
and

•	 Fair trade agreement practices which apply.

	 In January 2004, the National Society of Professional 
Engineers (NSPE) Board of Directors approved a much more 
restrictive position statement:

. . . the outsourcing of engineering should be done only 
when the talent cannot be found in the US. If outsourcing of 
engineering work is done, it should be done using the same 
rules, regulations, and laws that employers and employees 
are subject to in the US.

In addition, NSPE says that outsourcing should not jeopar-
dize national security and that all parties should be aware of 
the location of offshore work and the conditions under which 
it is performed (Boykin, 2004).
	 These policy statements differ significantly. For profes-
sional societies to accurately analyze the impact of offshor-
ing and provide guidance for engineers and companies in 
the construction industry, they will need additional data to 
support these policy statements. Professional societies have 
an opportunity to provide accurate information to their con-
stituents on this topic that could lead to the development of 
recommendations for public policy.

Government-Imposed Trade Barriers

	 One thing is clear from surveys and interviews with ex-
ecutives in the construction industry. Whether or not they 
support increases in offshoring, none of the respondents for 
this research wants the U.S. government to intervene by es-
tablishing trade barriers that would impact the flow of trade 
in engineering services in the industry. Executives in com-
panies that already use lower cost engineering centers feel 
that limiting the use of offshore engineers would negatively 
impact their ability to compete on a global scale. Execu-
tives in companies that do not offshore engineering services 
believe that government restrictions would simply not work 
over the long term.

Retraining to Meet Changing Demand

	 As offshoring increases, the demand for engineers, archi-
tects, and technicians with particular skills in the industry 
will change. For example, some technicians are specifically 
focused on the development of 2D CAD or 3D models from 
existing paper-based drawings or sketches. This type of work 
is easy for companies to offshore. Unless these workers are 
taught some new skills, they risk losing their jobs. Compa-
nies and the government should consider providing programs 
to support the retraining of technical employees in areas 
that are in higher demand in the U.S. market. As offshore 
engineers gain expertise (move up the value chain), U.S. 
engineers will have to continually outpace their lower cost 
counterparts in productivity or knowledge. It is important 
that these engineers be provided with guidance and retrain-
ing to enable them to remain active participants in the U.S. 
market.

Government Support for Exporting Engineering Services

	 For the long-term competitiveness of design professionals 
in the U.S. market, U.S. firms must remain competitive on 
a global scale. This will require that the U.S. government 
facilitate the entry of U.S. engineering and architectural 
firms into foreign markets. The more work they do in inter-
national markets, the more overall work will be managed 
and executed by U.S. employees, even if some of the design 
work for these projects is performed by an offshore work-
force. The U.S. government already provides some support 
for the export of architectural and construction services, but 
not at the same level as some foreign governments (Vonier, 
2006). The continued expansion of markets and revenue for 
companies is critical to maintaining a thriving international 
and domestic construction industry.

Ensuring Information Security

	 For national security reasons, data related to U.S. and sen-
sitive facilities abroad must be appropriately managed. This 
does not necessarily mean that work cannot be performed 
in international locations, but additional security measures 
must be implemented when sensitive information is involved. 
Facility information related to infrastructure systems and 
building projects in the United States should not be readily 
available to all people throughout the world.

Recruiting and Retaining Engineers 
in the Construction Industry

	 Finally, we must send a realistic message to potential 
engineering and architectural college students. Many fac-
tors, including salary and the image of the industry, impact 
a student’s decision to pursue engineering in the construction 



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

OFFSHORING OF ENGINEERING SERVICES IN THE CONSTRUCTION INDUSTRY	 147

industry. Prospective students and their parents receive many 
negative messages through the media about the potential im-
pacts of offshoring on engineering jobs in the United States. 
Unfortunately, media stories rarely distinguish between the 
types of jobs being offshored. Although offshoring will 
clearly have long-term effects on the structure of the con-
struction industry and the way engineering work is done, 
there will continue to be a strong domestic demand for well 
educated, motivated engineers.
	 We should aggressively encourage young people to enter 
engineering disciplines that support the construction indus-
try, and universities must continue to work hard to retain 
students in engineering fields by putting more emphasis on 
career progression, career coaching, salary comparisons, and 
even the intangible benefits of seeing the results of a project. 
Prospective students should be presented with an economic 
picture of the industry that makes sense, and the industry 
should find ways to provide more support to students and 
develop a more robust talent pipeline.

CONCLUSIONS

	 Offshoring in the construction industry will clearly have 
an impact, but it may not mirror the trends in other service or 
manufacturing industries. To date, most offshore outsourcing 
has been done for large capital facility projects that require 
many engineering hours. These projects are undertaken only 
by large engineering companies in the United States and 
other high-income markets throughout the world. Most U.S. 
companies are currently aggressively hiring new engineers 
in the U.S. market, even as they expand their engineering 
workforces in lower income countries. Therefore, to date 
offshoring has not had a significant impact on the employ-
ment of engineers in the U.S. construction industry, although 
some lower level engineering technician and engineering 
work has been relocated offshore.
	 The fragmented nature of the AEC sector of the con-
struction industry, combined with the sheer complexity 
and unique qualities of each project and the necessity of 
understanding owners’ requirements, make offshoring on a 
large scale more difficult in the construction industry than in 
some other industries. Some companies have focused on the 
systematization of global virtual teaming processes to ben-
efit from offshore engineers, but many have not yet revised 
their standard business practices to use lower cost engineers 
to provide services. A significant number of executives are 
concerned that the use of lower cost engineers will have 
a negative impact on the quality of engineering services, 
thereby decreasing, or even cancelling out, the benefits of 
reducing engineering labor costs.
	 So far, employment prospects for new college graduates 
or experienced engineers in the U.S. engineering workforce 
in the construction industry have not been much affected by 
offshore outsourcing. This does not mean that this situation 

will remain as it is. The construction industry is dependent 
upon the capital-project spending of other industries (e.g., 
the oil, housing, and transportation industries, and private-
sector companies, etc.) Therefore, construction spending in 
any particular segment of the industry is constantly changing. 
If spending declines in market sectors with high rates of off-
shoring (e.g., the power market), employment by companies 
in those sectors could easily be impacted.
	 The United States is a net exporter of design services 
(architectural, engineering, and construction services) in 
the construction industry, and the export of these services 
provides significant benefits to construction companies and 
suppliers to the construction industry, as well as some other 
companies. When U.S. design firms perform a project design, 
they tend to use materials and equipment that are familiar to 
them, which are likely to be produced by U.S. suppliers, and 
they tend to support the use of U.S. contractors, who often 
have working relationships with the U.S. firms. Thus other 
sectors of the U.S. economy also benefit.
	 Many large design firms believe that the use of offshore, 
low-cost engineering centers enables them to remain cost 
competitive in the low-margin environment typical of en-
gineering projects in the construction industry. Some argue 
that using lower cost engineers in international locations, 
such as India, Mexico, and Eastern Europe, gives them an 
advantage in winning engineering contracts. Without this 
cost advantage, they argue, those contracts might be awarded 
to competitors in other countries, thereby impacting the U.S. 
engineering community, as well as other construction com-
panies and suppliers in the U.S. market.
	 While offshoring is not currently causing a decline in 
engineering employment in the construction industry, it is 
very important that the industry and the country focus now 
on fundamental changes to address the clear trend toward 
offshoring. Recommendations for preparing for the future 
include expanding the range of engineering education to 
improve teamwork and leadership skills; increasing support 
for U.S. companies competing for work overseas; ensuring 
that national security and intellectual property are appropri-
ately protected when companies use offshore design profes-
sionals; providing guidance to engineers in the industry; 
and supporting research to improve our understanding of 
offshoring and improve the quality of data. Finally, we must 
encourage young people to pursue careers in engineering in 
the construction industry.
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THE CHANGING NATURE OF 
SEMICONDUCTOR ENGINEERING WORK

	 The main forces affecting the nature of engineering work 
in the semiconductor industry are the evolution and global-
ization of technology. U.S. semiconductor firms are in many 
cases leading these changes both at home and abroad. But 
with increased global competition, U.S. chip engineers must 
continually upgrade their skills, deal with mobility among 
employers, and rely upon their own resources, rather than 
their employers, to manage their careers.
	 At present, global competition does not seem strong 
enough to undermine the positive employment and wage 
effects of the industry’s continued growth for most workers, 
although job opportunities for older workers and those at 
the bottom of the job distribution have deteriorated. Many 
overseas companies, such as Taiwan’s foundries and India’s 
design-services providers, complement U.S. companies and 
have lowered barriers to entry at a time when the costs of 
design and manufacturing are skyrocketing. This situation 
plays to the strengths of U.S. engineering by keeping viable 
the fabless start-up system for bringing innovation to market. 
The cost reductions enabled by Asian suppliers of fabrication 
and design services are also contributing to falling semicon-
ductor prices, and thus supporting the continued expansion 
of markets, both at home and abroad.
	 The semiconductor (or integrated circuit [IC] or chip) in-

dustry involves three distinct stages of production—design, 
fabrication, and assembly and packaging. Each stage has 
been affected differently by globalization and offshoring:

	 •	 Design: The design of integrated circuits is carried 
out primarily by engineers. The offshoring of design 
activities to low-cost locations has been accelerating 
since the mid-1990s.

	 •	 Fabrication: Wafer fabrication involves a large number 
of process and equipment engineers, who account for 
approximately 25 percent of total direct workers at a 
manufacturing or fabrication facility (called a “fab”). 
Offshoring and onshoring of IC factories appears to 
have reached a relatively mature and stable stage.

	 •	 Assembly and packaging: The final stage of IC manu-
facturing is the most labor intensive, but engineers 
make up only 6 percent of the typical assembly plant 
workforce. Assembly offshoring began in the 1960s, 
and assembly and packaging are now performed 
almost entirely abroad. Assembly and packaging are 
not discussed in this paper because the employment 
implications for U.S. engineers are insignificant.�

	 The semiconductor industry produces a wide range 
of products, from relatively simple discrete diodes and 
transistors all the way to complex “systems on a chip.” 
Most market statistics reported here and elsewhere reflect 
“merchant” semiconductor sales, that is, sales to unrelated 
companies. A less visible share of the industry is devoted 

� For an analysis of the globalization of assembly, see Brown and Linden 
(2006).

 This paper was prepared for the National Academy of Engineering 
Workshop on the Offshoring of Engineering: Facts, Myths, Unknowns, and 
Implications, October 24–25, 2006, Washington, D.C. The paper is based on 
research conducted for a forthcoming book by Brown and Linden, Change 
Is the Only Constant: How the Chip Industry Deals with Crisis.
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to “captive” chip design and manufacture internal to a com-
pany. This model is most prevalent in Japan but still exists 
in the United States, primarily at IBM, where nearly 50 
percent of chip output in 2000 was for captive use.� Other 
systems companies, such as Apple Computer or Cisco, that 
don’t make or sell chips may nevertheless design them for 
internal use. These chips may or may not be counted in mer-
chant data depending on whether they are manufactured by 
a branded ASIC company, such as LSI Logic (which would 
be counted), or by a manufacturing-services “foundry,” 
such as Taiwan Semiconductor Manufacturing Corpora-
tion (which wouldn’t be included). All foundry sales are 
excluded from this analysis to prevent double counting.
	 The work of engineers who design, manufacture, and 
market chips has been transformed by the continuous pro-
gression of manufacturing technology, which has evolved 
for more than 30 years along a trajectory known as “Moore’s 
Law,” the name given to a prediction made in a 1965 article 
by Gordon Moore. Moore, who co-founded Intel a few years 
later, predicted that the cost-minimizing number of transis-
tors that could be manufactured on a chip would double 
every year (later revised to every two years). The industry has 
maintained this exponential pace for more than 30 years.�

	 Moore’s prediction was based on several factors, such as 
the ability to control manufacturing defects, but the driving 
technological force has been a steady reduction in the size 
of transistors. The number of transistors leading-edge pro-
ducers can fabricate in a given area of silicon has doubled 
roughly every three years. From 1995 to 2003, the pace ac-
celerated and the number doubled every two years.�

	 This relentless miniaturization is now reaching the mo-
lecular level. The smallest “linewidth” (feature on the chip 
surface) has shrunk from two microns in 1980 to less than 
one-tenth of a micron (100 nanometers [nm]) a quarter-
century later. Viewed in cross-section, the thickness of hori-
zontal layers of material deposited on the silicon surface is 
currently about 1.2 nm. For an idea of the scale involved, the 
width of a human hair is about 100 microns, and the width 
of a molecule is about 1 nm (one-thousandth of a micron).
	 This progress has involved considerable expense for 
R&D, and the cost of each generation of factories has 
steadily increased. By 2003 the price tag for a fab of mini-
mum efficient scale was more than $3 billion.
	 The Moore’s Law trajectory has led to growing complex-
ity of the industry’s most important chip designs. The size of 
a design team depends on the complexity of the project, the 
speed with which it must be completed, and the resources 
available. Design teams can be as small as a few engineers, 
and project duration can vary from months to years. A chip 

� IC Insights data reported in Russ Arensman, “Big Blue Silicon,” Elec-
tronic Business, November 2001.

� The revision occurred in 1975 (John Oates, “Moore’s Law is 40,” The 
Register, April 13, 2005).

� Mark LaPedus, “ITRS chip roadmap returns to three-year cycle,” Silicon 
Strategies, January 21, 2004.

like Intel’s Pentium 4, with 42 million transistors fabricated 
on a 180 nm linewidth process, engaged hundreds of design 
engineers for the full length of a five-year project.�

	 Functional integration has reached a point at which certain 
chips encompass most of the individual components that 
populated the circuit board of earlier systems, giving rise to 
the name “system on a chip” (SOC). SOC integration offers 
the benefits of speed, power, reliability, size, and cost relative 
to the use of separate chips.
	 Although the manufacturing costs of an SOC are lower 
than for the separate components it replaces, the fixed costs 
of a complex design can be significantly higher. A major 
reason is that system-level integration has drawn chip com-
panies into software development because system software 
should be generated in parallel with the system-level chip to 
ensure coherence. Chip companies also offer their customers 
software-development environments, and even applications, 
to help differentiate their chips from those of their competi-
tors. In a large chip-development project, software can now 
account for half the engineering hours.
	 U.S. chip companies accounted for about half of the 
industry’s revenue in 2005, with Intel alone commanding 
about 15 percent of the market. The only U.S.-based firms 
in the 2005 global top 10 were Intel and Texas Instru-
ments, but the United States has a great many mid-size 
companies that account for about half of the top 50. Some 
of these are “fabless” companies that design and market 
chips but leave the manufacturing to other companies, pri-
marily Asian contract manufacturers known as foundries. 
All new entrants to the chip industry in recent years have 
adopted the fabless model.
	 Fabless revenue has grown much faster (compound annual 
growth rate of 20 percent) than the semiconductor industry as 
a whole (7 percent) over the last 10 years. In 2005, the largest 
fabless companies, Qualcomm, Broadcom, and Nvidia, each 
had revenues of more than $2 billion.
	 The discussion in this paper of how the labor market for 
semiconductor engineers, both domestic and worldwide, 
has been changing in response to changes in skill require-
ments is based on our ongoing interview-based research on 
the globalization of the semiconductor industry. Since the 
early 1990s, the Berkeley Sloan Semiconductor Program 
has collected data at semiconductor companies globally.� In 
the past seven years the authors have interviewed managers 
and executives at dozens of semiconductor companies (both 
integrated and fabless) in the United States, Japan, Taiwan, 

� Terry Costlow, “Comms held Pentium 4 team together,” EE Times, 
November 1, 2000. “Linewidth” refers to the size of the features etched on 
a wafer during the fabrication process. Each semiconductor process genera-
tion is named for the smallest feature that can be produced.

� The Competitive Semiconductor Manufacturing Program is a multi-
disciplinary study of the semiconductor industry established in 1991 by 
a grant from the Alfred P. Sloan Foundation with additional support from 
the semiconductor industry. Further details are available at esrc.berkeley.
edu/csm/ and iir.berkeley.edu/worktech/.
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India, China, and Europe. We also use data from the Bureau 
of Labor Statistics, the Semiconductor Industry Association, 
and the Institute of Electrical and Electronic Engineers, as 
well as other published and proprietary sources (e.g., indus-
try consultants).
	 We begin by looking in detail at data sets on employ-
ment and earnings of U.S. semiconductor engineers, H-1B 
workers, and overseas engineers. We then discuss the factors 
affecting the U.S. labor market for semiconductor engineers, 
including technological change, immigration policy, and 
higher education practices. A discussion of globalization 
follows in terms of offshoring by U.S. companies, the 
availability and quality of low-cost engineers in Asia, and 
the development of the semiconductor industry in Taiwan, 
China, and India. In the final section we consider the outlook 
for the U.S. chip-industry workforce.

THE U.S. LABOR MARKET FOR ENGINEERS

	 Factors that have affected the semiconductor industry in 
the past six years include a severe recession during 2001, a 
recovery that stalled in 2004, a large decline in venture fund-
ing for start-ups that picked up again in 2006, changes in the 
number of H-1B visas, and a drop and subsequent recovery 
in foreign student applications to U.S. graduate engineering 
schools since 9/11. In light of these changes in government 
policies and swings in the business cycle, disentangling an 
underlying, long-term trend in the offshoring of engineering 
jobs is extremely difficult. Readers should keep this caveat in 
mind when reading the following analysis of the U.S. labor 
market for semiconductor engineers, as well as the discus-
sion of engineering jobs in selected countries.
	 Because of inadequacies and gaps in the available data, 
we use more than one source for our analysis. To identify 
trends in the employment levels and earnings of semiconduc-
tor engineers, we use two major national data sets that have 
different strengths and weaknesses. The Bureau of Labor 
Statistics’ Occupational Employment Statistics (OES) (www.
bls.gov/oes/home.htm) provides a large job sample collected 
from establishments that report detailed occupational char-
acteristics. However, comparisons of data from different 
years are not exact because OES is designed for cross-section 
comparisons rather than comparisons over time.� Moreover, 
OES does not provide educational characteristics.
	 The American Community Survey (ACS) (http://www.
census.gov/acs/www/), a relatively new household survey 
started in 1996 to update the census between decennial 

� The OES survey methodology is designed to create detailed cross-
sectional employment and wage estimates for the U.S. by industry. It is less 
useful for comparisons of two or more points in time because of changes 
in the occupational, industrial, and geographical classification systems, 
changes in the way data are collected, changes in the survey reference pe-
riod, and changes in mean wage estimation methodology, as well as perma-
nent features of the methodology. More details can be found at http://www.
bls.gov/oes/oes_ques.htm#Ques27.

surveys, provides not only detailed educational characteris-
tics of workers, but also occupational and industry charac-
teristics of their jobs. Thus ACS is much better suited to our 
labor market analysis. However, the sample size for ACS 
for 1996–2002 is too small for detailed analysis. For these 
reasons, we look at both the OES and ACS data sets in our 
analysis. Because they yield somewhat different results, 
however, we caution the reader against drawing strong con-
clusions based on either data set alone. The inconsistencies 
and gaps reflect a need for better data collection by govern-
ment agencies.
	 We also use the very large Census Longitudinal Employer-
Household Dynamics (LEHD) data set that links employees 
and employers to describe semiconductor career paths and 
firm job ladders between 1992 and 2002. This enables us to 
look at how workers form career paths by piecing together 
jobs offered by semiconductor firms.

Employment and Earnings (OES Data)

	 We begin by looking at employment levels and annual 
earnings for selected engineering jobs in 2000 and 2005, 
based on OES data. For the semiconductor industry, we use 
the North American Industry Classification System (NAICS) 
“Semiconductor and Other Electronic Component Manu-
facturing” (NAICS four-digit level 3344), which includes 
relatively low-value components such as resistors and con-
nectors. The most relevant subcategory, “Semiconductor 
and Related Device Manufacturing” (NAICS 334413), 
accounted for 39 percent of employees (and 45 percent of 
nonproduction workers) in the 3344 category in 2003, but 
occupation-specific data are not available at this level of 
industry detail.�

	 In 2005, 2.4 million people were employed nationally in 
“engineering and architecture” occupations,� with average 
annual earnings of $63,920 (see Table 1). Another 2.9 mil-
lion people were employed in “computer and mathematical” 
occupations, with average annual earnings of $67,100. Na-
tional employment in engineering and architecture fell 7.5 
percent from 2000 to 2005, and average annual earnings of 
these workers rose 18.2 percent (more than the CPI-urban, 
which rose 13.4 percent).10 Computer and mathematical 
jobs increased slightly (0.7 percent) from 2000 to 2005, and 
average annual earnings of these workers rose 15.6 percent, 
slightly more than inflation.
	 The semiconductor industry (NAICS 3344) employed 
450,000 workers in 2005, with 21 percent in engineering and 
architecture occupations (36 percent of them as technicians 
or drafters) and 6.4 percent in computer and math occupa-
tions (40 percent of them in computer support or administra-
tive positions). These two groups do not include managers, 

� U.S. Census Bureau, “Statistics for Industry Groups and Industries: 
2003,” Annual Survey of Manufactures, April 2005.

� This is the broad occupational category used for engineers in the OES.
10 http://data.bls.gov/cgi-bin/surveymost?cu.
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TABLE 1  Employment Levels and Earnings for Engineers in All Industries and in the Semiconductor Industry, 2000 and 
2005

2000 2005

Employment

Average 
Annual 
Earnings Employment

Average 
Annual 
Earnings

Percentage 
Change in 
Employment

Percentage 
Change in 
Earnings

Architecture and Engineering Occupations (total) 2,575,620 $54,060 2,382,480 $63,920 –7.50% 18.24%
—in Semiconductors 132,150 $52,100 95,520 $68,720 –27.72% 31.90%
	 Electrical Engineers (total) 162,400 $66,320 144,920 $76,060 –10.76% 14.69%
	 —in Semiconductors 10,050 $69,560 10,620 $82,400 5.67% 18.46%
	 Electronic Engineers (total) 123,690 $66,490 130,050 $79,990 5.14% 20.30%
	 —in Semiconductors 14,170 $65,400 15,700 $82,430 10.80% 26.04%
	 Aerospace Engineers (total) 71,550 $69,040 81,100 $85,450 13.35% 23.77%
	 Chemical Engineers (total) 31,530 $67,160 27,550 $79,230 –2.62% 17.97%
	 Civil Engineers (total) 207,080 $58,380 229,700 $69,480 10.92% 19.01%
	 Computer Hardware Engineers (total) 63,680 $70,100 78,580 $87,170 23.40% 24.35%
	 —in Semiconductors 5,990 $70,780 14,440 $89,870 141.07% 26.97%
	 Industrial Engineers (total) 171,810 $59,900 191,640 $68,500 11.54% 14.36%
	 —in Semiconductors 12,580 $64,420 11,030 $74,250 –2.32% 15.26%
	 Mechanical Engineers (total) 207,300 $60,860 220,750 $70,000 6.49% 15.02%
Computer and Mathematical Occupations (total) 2,932,810 $58,050 2,952,740 $67,100 0.68% 15.59%
—in Semiconductors 27,080 $66,660 28,770 $77,800 6.24% 16.71%
	 Computer Programmers (total) 530,730 $60,970 389,090 $67,400 –6.69% 10.55%
	 Software Engineers, Applications (total) 374,640 $70,300 455,980 $79,540 21.71% 13.14%
	 —in Semiconductors 5,890 $72,680 8,250 $86,860 40.07% 19.51%
	 Computer Software Engineers, Systems (total) 264,610 $70,890 320,720 $84,310 21.20% 18.93%
	 —in Semiconductors 8,280 $76,660 7,090 $90,820 –14.37% 18.47%

who represent 8.2 percent of semiconductor employees. 
Nationally, some 12 percent of electronics engineers, 7.3 
percent of electrical engineers, 18 percent of computer-
hardware engineers, 5.8 percent of industrial engineers, and 
approximately 2 percent of computer-software engineers 
(applications and systems) are employed in the semiconduc-
tor industry. Together these six occupations account for 54 
percent of engineering jobs in the semiconductor industry 
(or 85 percent if techs, drafters, and computer-support jobs 
are excluded).
	 Engineering jobs (“Architecture and Engineering Oc-
cupations”) in the semiconductor industry fell a surprising 
28 percent between 2000 and 2005 (Table 1, line 2).11 How-
ever, if we look at the major categories for semiconductor 
engineers, jobs increased for electrical engineers (6 percent), 
electronics engineers (11 percent), and computer hardware 
engineers (141 percent). Semiconductor jobs for industrial 
engineers fell 2 percent, the only specialty in which job 
growth for semiconductor engineers was lower than for 
engineers nationally.
	 Jobs for software engineers (“Computer and Mathemati-
cal Occupations”) in the semiconductor industry increased 
by 6 percent between 2000 and 2005, while all jobs in these 
occupations increased less than 1 percent nationally. The in-
creases were unevenly distributed, however. Semiconductor 
industry jobs for software-applications engineers increased 

11 Comparison of 2000 and 2005 is not exact because SIC 367 was used 
in 2000 for the industry code and NAICS 334400 was used in 2005.

by 40 percent, while jobs for software-systems engineers fell 
by 14 percent.
	 On average, engineers in the semiconductor industry 
command higher salaries than their counterparts in other 
industries. In 2005, semiconductor industry engineers earned 
7.5 percent more than engineers nationally, and software 
engineers in the semiconductor industry earned 16 percent 
more than software engineers nationally. In any given spe-
cialty, engineers in the semiconductor industry had average 
annual earnings of 3 percent (for electronics engineers) to 
9 percent (for computer software engineers, applications) 
higher than engineers in other industries. Engineers in the six 
main semiconductor engineering specialties all experienced 
average growth in real earnings (i.e., above the inflation rate 
of 13.4 percent for the period), ranging from 1.9 percent for 
industrial engineers to 14 percent for computer-hardware 
engineers. Note that these comparisons are not adjusted for 
education or experience, which are taken into consideration 
in the next section using a different data set.
	 Of course, employment levels between 2000 and 2005 
did not increase continuously. Applications software engi-
neers experienced a dip in employment in 2004 after strong 
employment growth in 2003, and electrical and electronics 
engineers experienced a dip in employment in 2003 followed 
by very strong growth in 2004. This is consistent with the 
jump in the national unemployment rate for electrical and 
electronics engineers to 6.2 percent in 2003, as it converged 
for the first time in 30 years with the general unemployment 
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rate, before falling back in 2004 to a more typical rate of 
2.2 percent.12

	 Overall we can say that the labor market for semiconduc-
tor engineers appeared to be relatively strong in the five years 
after the dot-com bust in 2000, when earnings nationally 
were mostly stagnant during the economic recovery, with 
income gains going mainly to the top decile (especially the 
top 1 percent). Semiconductor engineers even experienced 
better job and earnings growth than engineers in the same 
specialties in other industries. Although employment for 
industrial engineers and software-systems engineers in 
the semiconductor industry fell, employment for the other 
four specialties increased. Although earnings growth was 
relatively high only for computer-hardware engineers and 
electronics engineers in the semiconductor industry, all 
six specialties had relatively high average annual earnings 
in 2005, ranging from $74,250 for industrial engineers to 
$90,820 for software-systems engineers.

Age-Earnings Profiles by Education 
and Experience (ACS Data)

	 To analyze the earnings structures of U.S. semiconduc-
tor engineers by education and experience, we use another 
data set, the ACS (http://www.census.gov/acs/www/). We 
calculated age-earnings profiles for three educational levels, 
less than a bachelor’s degree (< B.S.), a bachelor’s degree 
(B.S.), and a graduate degree (M.S./Ph.D.),13 using ACS data 
for 2000, 2002, and 2004 for a sample of workers defined as 
follows:

	 •	 age 21 to 65
	 •	 industry code 339 (electronics components and prod-

ucts, comparable to NAICS 3344 and 3346)
	 •	 occupation codes (selected electrical and electronics, 

software, and other engineering occupations and se-
lected managerial occupations)14

12 Data were provided by Ron Hira. BLS redefined occupations begin-
ning with the 2000 survey covering 1999, but there is no evidence that the 
redefinition has contributed to the post-bubble unemployment rise. See also 
Kumagai (2003).

13 < BS includes workers with a high school degree or GED but no B.S. 
degree (the proportion of this group that did not have an associate degree 
was 41 percent in 2000, 27 percent in 2002, and 13 percent in 2004); BS 
includes college graduates who do not have a higher degree; MS/PhD in-
cludes workers with a Masters or Ph.D. degree (the proportion of this group 
that had only a Masters was 90 percent in 2000, 81 percent in 2002, and 82 
percent in 2004). Workers without a high school degree and workers with 
professional degrees (e.g., MD, DDS, LLB, JD, DVM) are excluded.

14 We used several different samples of occupation codes in order to 
test for sensitivity of age-earning profiles to the definition of semiconduc-
tor engineer occupations. In the results presented here, we included SOC 
172070, 172061, 151021, 151030, 151081, 172131, 172110, 172041, 
119041, 113021, 111021, 112020, 113051, and 113061. When we restricted 
the sample to fewer occupation codes, the age-earnings profiles remained 
mostly stable, with the earnings of the top 10 percent increasing for older 
groups with the inclusion of more managerial occupations.

The age-earnings profiles for the B.S. (Figures 1 and 2) and 
M.S./Ph.D. groups (Figures 3 and 4) show how the annual 
earnings of semiconductor engineers increase with knowl-
edge and skill levels (educational level) and experience (age) 
for 2000 and 2004.
	 The results are also given in Table 2, which shows earn-
ings profiles for all three educational levels for 2000, 2002, 
and 2004, with earnings adjusted for inflation (in 2004 dol-
lars using CPI-urban).15 One cautionary note: because the 
sample size for 2000 is small, the results for that year are 
less reliable than for 2002 and 2004. Also some of the age-
education groups were too small to show full results.16

Returns-to-Experience

	 Median and average real earnings increased with expe-
rience (age) for all educational groups through the prime 
ages. After that, median (but not necessarily average) 
earnings declined for older workers (age 51–65). However, 
average earnings did not decline for older workers in any 
education group in 2000 or for older M.S./Ph.D.-level 
workers in 2002, and median earnings did not decline for 
older < B.S. workers in 2004. The general increase and 
subsequent decline in median earnings implies that these 
engineers typically received a positive return-to-experience 
until they were in their fifties and sixties, when earnings 
for many of them declined. The decline can be explained, 
at least in part, by the number of weeks worked (Table 3). 
Workers older than 50 were much more likely than younger 
workers to work less than a full year (defined, conserva-
tively, as less than 48 weeks of paid work).
	 Comparing degrees, engineers with B.S. degrees typically 
had higher returns-to-experience than engineers with ad-
vanced degrees. B.S. holders earned one-half to three-fourths 
more in their peak years (age 41–50) than in their entry years 
(age 21–30). Engineers with graduate degrees (M.S./Ph.D.) 
earned 10 to 20 percent more in their peak years (age 41–50) 
than they did a decade earlier (age 31–40), shortly after their 
entry-level years.
	 The variance in earnings increased with age for prime-
aged and older engineers (see 90/10 ratio in Table 2). The in-
crease in variance is typically thought to reflect faster grow-
ing pay for higher performers, and pay for top earners would 
be expected to increase as engineers become managers. 

15 Earnings for n percent represents the earnings where n percent of obser-
vations are below this value and (100 – n) percent of observations are above 
this value. Earnings for the 50th percentile represent the median.

16 For education-age-year cells (3 × 4 × 3 = 36) with fewer than 10 ob-
servations, no results are shown (two cells). For cells with fewer than 20 
observations (and at least 10 observations), only mean and median income 
and full weeks worked are shown (six cells).

 The sample sizes by year and education (not age) are as follows: 
		  2000	 2002	 2004 
	 < BS	   44	 129	 127 
	 BS	 151	 367	 363 
	 MS/PhD	   78	 250	 271
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Brown -Linden Figure 1
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FIGURE 1  Age-earnings profile for B.S. holders in 2000.

Brown -Linden Figure 2
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FIGURE 2  Age-earnings profile for B.S. holders in 2004.

However, the increase in variance between prime-age and 
older engineers reflects a sharp drop in pay at the bottom end 
of the scale (the 10th percentile group), especially in 2004. 
These profiles indicate that many older engineers are facing 
declining and inadequate job opportunities.

Returns-to-Education

	 As expected, median and average earnings increased 
with education. Comparing real median earnings for the 
younger groups, we see that the return for a B.S. degree has 
been fairly high, with college graduates typically earning 
20 percent to 65 percent more (depending on age and year) 
than those who finished high school but not college. Put an-

other way, in 2002 and 2004, a typical young engineer (age 
21–30) with a B.S. degree earned the same pay as a typical 
engineer without a B.S. but with 10 years more experience 
(age 31–40).
	 The graduate-degree premiums over a B.S. (median earn-
ings for M.S./Ph.D. compared to B.S.) were not stable over 
the short time period shown, so it is difficult to determine 
the trend for returns for graduate education. The graduate-
degree premium for the youngest group, when many were 
still in school, was 36 percent in 2002, but fell to 8 percent in 
2004. The graduate-degree premium for workers in the early 
stages of their careers (age 31–40) was 7 percent in 2000, 
then shot up to 25 percent in 2002 and 36 percent in 2004, 
confirming our interview-based findings that the relative 
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Brown -Linden Figure 3
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FIGURE 3  Age-earnings profile for M.S./Ph.D. holders in 2000.

Brown -Linden Figure 4
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FIGURE 4 Age-earnings profile for M.S./Ph.D. holders in 2004.

demand for younger M.S. and Ph.D. holders is increasing as 
a result of increasing technical complexity in manufacturing 
and design. A typical engineer (age 31–40) with an M.S. or 
Ph.D. earned slightly less than the average engineer with a 
B.S. but with 10 years more experience (age 41–50).
	 For workers in their peak years (age 41–50), the graduate-
degree premium fell from 16–19 percent in 2000 and 2002 to 
9 percent in 2004. For the oldest workers, the graduate-degree 
premium fell even more dramatically, from 38–49 percent in 
2000 and 2002 to 13 percent in 2004. For engineers older 
than 40 in 2004, the graduate degree premium was only 10 
percent, indicating weak incentives for domestic workers to 

pursue graduate degrees, even though our fieldwork indicates 
that the industry needs them.
	 The variance in earnings was higher for engineers with 
graduate degrees than for engineers with B.S. degrees in 
2004. In both 2002 and 2004, the variance in earnings for 
older engineers with B.S. and graduate degrees was very 
high, with the 90/10 ratio ranging from 4.3 to 7.6.

Earnings over Time

	 The ACS earnings profiles showed slower growth of 
average earnings between 2000 and 2004 than the OES data 
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showed between 2000 and 2005, primarily because the ACS 
earnings were higher than in OES data in 2000 and com-
parable in 2004 and 2005. However patterns varied across 
occupations. In the ACS data, average computer science 
earnings grew much faster than average electrical and elec-
tronics earnings, where growth did not keep up with inflation 
(not shown in tables). In comparison, the OES data showed 
comparable positive earnings growth for these occupations 
between 2000 and 2005.
	 Although ACS data were developed to be compared over 
time, while OES data were not, the small sample sizes of the 
ACS data make them less representative and less reliable 
than the OES data. For these reasons, we cannot say with 
confidence how much earnings by semiconductor engineers 
grew from 2000 to 2005.

Summary

	 Overall the earnings data indicate potential problems in 
the high-tech engineering market. Although the graduate-
degree premium appears to be adequate for younger workers, 
the low returns-to-experience for engineers with graduate 
degrees make returns on investment in a graduate degree 
inadequate over an engineer’s entire career, especially the 
returns implied by the 2004 ACS data. The returns to a BS de-
gree were adequate for engineers younger than 50. However, 
older workers at all three educational levels experienced a 
troubling drop in median real earnings. The data also indicate 
that the variance in earnings for high-tech engineers is grow-
ing, partly because earnings at the bottom of the distribution 
are rising very slowly, or even falling, as engineers age. Thus, 
although the high-tech engineering labor market appears to 
be strong nationally, data by age and education indicate that 
engineering jobs at the bottom end may be deteriorating and 

that older engineers may be finding fewer high-quality job 
opportunities.

Career Paths for Semiconductor 
Professionals (LEHD Data)

	 We now look briefly at how the jobs and earnings of semi-
conductor workers, including engineers, changed from 1992 
to 2001 based on a very large linked employer-employee 
data set, the Census Bureau’s LEHD.17 The data cover all 
occupations, engineers as well as office workers, techni-
cians, managers, and others. We focus here on prime-age 
male and female workers (ages 35–54) in two educational 
groups—medium (some college) and high (college graduate 
and above).
	 The career paths are shown for modal groups, that is, the 
largest groups of workers who had held one, two, or three 
jobs, with at least one job in a semiconductor establishment 
during the decade. Other (smaller) groups of workers also 
changed jobs but had different career paths.
	 For those who had held two jobs; the first job was outside 
the semiconductor industry and the second job in it. For 
those who had held three jobs, the first two were outside 
the semiconductor industry, and the last one was in the 
industry.

Career Paths

	 Semiconductor workers followed two distinct types of 
career paths—loyalist and job changer (see Table 4). Work-
ers who already worked for semiconductor employers and 
had good job ladders (high initial earnings and good earn-
ings growth) tended to become loyalists, that is, they did not 
change jobs during the period studied. The career paths of 
loyalists were considerably better than the career paths of 
job changers.
	 Workers on inferior job ladders outside the semiconductor 
industry tended to become job changers, and most of them 
eventually ended up on a relatively good job ladder. Job 
changers had relatively low initial earnings in jobs outside 
the semiconductor industry and experienced substantial 
earnings growth (usually 20 to 30 percent for younger and 
10 to 20 percent for older workers) by taking jobs in the 
semiconductor industry. Among job changers, two-jobbers 
began with higher pay outside the industry and were able to 
enter the semiconductor industry sooner than three-jobbers. 
Although highly educated three-jobbers experienced healthy 
earnings increases when they changed jobs outside the semi-
conductor industry, the increase was smaller than when they 
got jobs in the industry. Because the overall earnings growth 

17 This material is taken from the Sloan-Census project that produced 
the book Economic Turbulence by Brown et al. (2006) and related papers 
(see www.economicturbulence.com). See Chapter 5 for an overview of job 
ladders and Chapter 6 for an overview of career paths in the semiconductor 
and four other industries (software, finance, trucking, and retail food).

TABLE 3  Engineers Working Less Than a Full Year (48 
Weeks), by Degree Level, for 2000, 2002, and 2004

Age Ranges

21–30 31–40 41–50 51–65

2000
	 Less than a Bachelor’s Degree a 10% 0 35.71%
	 Bachelor’s Degree 25% 3.28% 2.56% 10.53%
	 Master’s Degree or Ph.D. a 3.23% 4.55% 12.5%
2002
	 Less than a Bachelor’s Degree 14.81% 0 14.89% 31.82%
	 Bachelor’s Degree 13.7% 11.11% 9.24% 28.57%
	 Master’s Degree or Ph.D. 13.33% 16.13% 3.7% 26.09%
2004
	 Less than a Bachelor’s Degree 35.71% 7.69% 3.70% 20%
	 Bachelor’s Degree 15.85% 10.62% 9.82% 10.71%
	 Master’s Degree or Ph.D. 25% 7.34% 12.35% 17.78%

Note: The value in each cell is the proportion of engineers in that age group 
with the indicated degree who worked less than 48 weeks in the indicated 
year.
	 a<10 observations (not shown)
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TABLE 4  Semiconductor Career Paths, Workers Age 35–54

Males Females

Loyalists Two Jobs Three Jobs Loyalists Two Jobs Three Jobs

Medium Education A $32,564 $15,046 $12,458 $13,084 $8,148o $7,314
B .054 .056 .058 .039 .030 .041
C $55,780 $25,926 $21,998 $19,641 $10,999 $10,999

High Education A $36,084 $22,893 $18,197 $14,990 $10,132 $9298
B .059 .048 .047 .044 .028 .030
C $65,207 $36,925 $29,068 $23,569 $13,356 $12,570

Notes: �A = mean initial earnings (2005 dollars, inflated from 2001 dollars using the CPI-urban). 
B = net annualized earnings growth rate (in log points) over the 10-year simulated career path. 
C = simulated 2001 final average earnings (2005 dollars).

Source: Adapted from Economic Turbulence (Brown et al., 2006), Chapter 6, Table 6.1. Original calculations by authors from Census LEHD data. These career 
paths are for all workers in all occupations in the industry. They include engineers, as well as office workers, technicians, managers, and other occupations.

of two-jobbers and three-jobbers was about the same over 
the 10-year period, the two-jobbers usually maintained their 
initial earnings advantage.
	 Although job changers usually experienced higher earn-
ings growth over the decade than loyalists, the growth did not 
offset their much lower initial earnings. Thus loyalists ended 
the period with substantially higher earnings. The legendary 
job hoppers in Silicon Valley (engineers who left good jobs 
for even better ones), constituted a smaller group than the 
job changers shown here, who left relatively low-wage jobs 
for jobs that paid slightly more.

Job Ladders

	 Data (not shown here) indicate that large firms provided 
85 percent of semiconductor jobs. Firm fortune matters in 
the job ladders offered by large, low-turnover firms, as we 
see by comparing firms with growing employment to firms 
with shrinking employment. Large growing firms with low 
turnover provided 50 percent of the jobs in the industry, and 
these firms are typically known for providing good jobs. 
Semiconductor jobs in these firms tended to last a relatively 
long time—27 percent lasted for at least five years during 
the decade studied.
	 Large shrinking firms with low turnover provided an 
interesting contrast. Even though these firms were reduc-
ing employment, new hires still accounted for 30 percent 
of jobs; however, less than 20 percent of jobs lasted more 
than five years. Thus these firms appeared to be replacing 
experienced workers with less-expensive new hires. When 
we compared ongoing and completed long-term (more than 
five years) jobs, we found that shrinking large firms tended 
to shed experienced workers with lower earnings growth, 
because annualized earnings growth was higher (by half a 
percentage point) in ongoing jobs than in completed jobs for 
all groups.
	 These patterns marked a change in the way big companies 
deal with difficulties. IBM provides a good example of how 
downsizing programs evolved from the 1980s to the 1990s. 

In 1983, IBM offered workers at five locations a voluntary 
early retirement program in which workers with 25 or more 
years of experience would receive two years of pay over a 
four-year period. IBM offered voluntary retirement programs 
again in 1986 and 1989.18 Because these programs were vol-
untary for the general workforce, rather than for targeted job 
titles or divisions, the change in workforce usually did not 
turn out as the company might have chosen: better workers 
often opted to leave, and weaker workers, without good job 
opportunities elsewhere, often opted to stay.
	 The deep recession in the early 1990s finally pushed IBM, 
DEC, and Motorola, once known for providing employment 
security, to make layoffs.19 The new approach to downsizing 
included voluntary programs for targeted workers. If these 
workers did not accept the termination program, they could 
be subject to layoffs, making the program less than voluntary 
in reality. In 1991 and 1992, IBM selected workers eligible 
for termination, which included a bonus of up to a year’s 
salary. In this way, more than 40,000 workers were “transi-
tioned” out of the company. Downsizing continued through 
1993, and by 1994 IBM was actually laying off workers.20

	 With the dot-com bust in the early 2000s, semiconductor 
companies undertook massive layoffs. By the end of 2001, 
Motorola had laid off more than 48,000 workers from its 
peak of 150,000 employees in 2000.21 As swings in demand 
became more volatile, the idea of lifetime employment in 
the semiconductor industry became a thing of the past, al-
though selected workers still had excellent job ladders and 
long careers.
	 The data in Table 5 show that for large firms with low 
turnover, growing firms offered higher initial earnings than 
shrinking firms to both men and women (by 7 to 37 percent), 

18 http://www.allianceibm.org/news/jobactions.htm.
19 Some of the observations about specific firms here most likely reflect 

divisions of these large, complex firms beyond their production of semicon-
ductors. We think the patterns discussed reflect the impact of globalization 
on high-tech firms.

20 http://www.allianceibm.org/news/jobactions.htm.
21 http://www.bizjournals.com/austin/stories/2001/12/17/daily22.html.
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TABLE 5  Job Ladders for Semiconductor Industry Workers, Age 35–54

Growing, Large Firms 
with Low Turnover

Shrinking, Large Firms 
with Low Turnover

Growing, Large Firms 
with High Turnover

Growing, Small Firms 
with Low Turnover

Growing, Small Firms 
with High Turnover

Males
	 Medium Educated A $21,462 $18,012 $14,810 $15,517 $17,115

B .054 .061 .063 .068 .076
C $36,592 $33,266 $27,860 $30,771 $36,592

	 Highly Educated A $23,057 $21,541 $21,388 $21,070 $20,600
B .059 .061 .040 .075 .055
C $41,582 $39,503 $32,018 $44,493 $35,761

Females
	 Medium Educated A $13,024 $9519 $10,589 $8,506 $8,879

B .039 .036 .021 .048 .085
C $19,128 $13,722 $12,890 $13,722 $20,791

	 Highly Educated A $14,080 $10,334 $12,424 $10,692 $9897
B .044 .036 –.002 .054 .064
C  $22,038  $14,970  $12,059  $18,296  $18,712

Notes: �A = mean initial earnings (2005 dollars, inflated from 2001 using the CPI-urban). 
B = net annualized earnings growth rate (in log points) across the simulated career path. 
C = simulated 2001 final average earnings (2005 dollars).

Source: Economic Turbulence (Brown et al., 2006), Chapter 5, Table 5.1. Original calculations by authors from Census LEHD data. The career paths are for 
all workers in all occupations in the semiconductor industry, including engineers, office workers, technicians, managers, and other occupations.

and the growing firms compared to shrinking firms offered 
lower earnings growth to men and higher earnings growth 
to women. Overall men’s job ladders are more similar in 
growing and shrinking firms than women’s job ladders, and 
so men seem more protected from economic turbulence than 
women. A comparison of “stayers” (i.e., ongoing long jobs) 
and “movers” (i.e., completed 1–3 year jobs) shows that an-
nualized earnings growth for short jobs was only two-thirds 
that of long jobs in both growing and shrinking large firms. 
These results indicate that growing firms used high initial 
earnings to attract talented workers, among whom only a 
select group was given access to career development with 
long, steep job ladders.
	 Compared to growing firms, large shrinking firms paid 
lower initial earnings but offered higher earnings growth 
for short jobs; the job ladders for younger men were better 
relative to those of older men. These results indicate that 
large firms, both growing and shrinking, used market-driven 
compensation systems based on salaries in the spot market 
for engineers. Growing firms appeared to provide long job 
ladders with career development for a select group, while 
other workers faced either a plateau or “up or out.” Pos-
sibly workers not on the fast track left voluntarily for better 
jobs elsewhere. Shrinking firms appeared to keep selected 
experienced workers and replaced the others with new hires 
at market rates. New hires appeared not to have access to 
long job ladders with career development, even though the 
older workers still had long job ladders. These findings are 
consistent with changes we observed in our fieldwork at large 
U.S. companies in the 1990s.
	 Small growing firms with low turnover were likely to be 
early-stage fabless companies that hired mainly technical 
personnel and offered relatively good job ladders for college-

educated workers. Although these firms offered relatively 
low initial earnings, their earnings growth was high. After 
10 years, earnings at these companies surpassed earnings of 
experienced workers in large shrinking firms and were close 
to earnings at large growing firms with low turnover. Small, 
growing firms may be an increasingly important source of 
good job ladders.
	 Overall, economic turbulence has had negative effects on 
job ladders. Over the decade studied, growing large firms 
with low turnover allowed highly paid new hires to compete 
for access to long job ladders with career development, while 
shrinking large firms with low turnover forced experienced 
workers to compete to keep their jobs, which were either 
being eliminated or being filled by new hires paid at market 
rates. In any case, the era of lifetime jobs with career devel-
opment appears to be over, and many workers must improve 
their job prospects through mobility.

FACTORS THAT INFLUENCE 
ENGINEERING WORK AND WAGES

	 The U.S. labor market for engineers is affected by a va-
riety of long-term forces, including technological change, 
immigration policy, and educational practices. In this section 
we consider the effects of each of these.

Technological Change: Wafer Size

	 Engineering jobs in chip fabs have evolved over the last 
several technology generations, driven primarily by simulta-
neous increases in wafer size and automation, both of which 
have been important for raising productivity and keeping 
the industry on its Moore’s Law trajectory. We look at how 
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engineering work within the fab changed during the transi-
tion from 150 mm to 200 mm wafers. Our analysis is based 
on detailed data gathered in the mid-1990s by the Berkeley 
Competitive Semiconductor Manufacturing (CSM) Program 
at a sample of fabs running 150 mm and 200 mm wafers in 
four countries.22

	 Larger wafer size requires major reengineering of equip-
ment and process technology. In addition, materials handling 
and information systems must be highly automated to handle 
the increased weight and value of each wafer safely and to 
minimize human error. Automation changes the composition 
of the workforce by increasing the need for engineers and 
decreasing the need for operators. In the CSM data, the per-
centage of engineers increased from 15 to 24 percent of the 
total workforce between 150 mm- and 200 mm-generation 
plants; at the same time the percentage of operators declined 
from 73 to 62 percent (see Table 6). The overall employment 
level of the fab stayed approximately the same at about 750 
workers.
	 The shift in jobs from operators to engineers resulted in 
an increase in higher paying, high-skilled jobs at the expense 
of lower paying, low-skilled jobs. However, the earnings 
structure across occupations also changed (see Table 7). The 
initial pay of technicians and engineers was more than one-
third higher in the 200 mm fabs than in the 150 mm fabs, 
and their pay premium over operators increased.
	 In terms of returns-to-experience (i.e., maximum pay 
compared to initial pay), experienced engineers fared poorly, 
as their ratio of maximum to initial pay fell from 2.8 (150 mm 
fabs) to 2.0 (200 mm fabs). The returns-to-experience for 
technicians and operators remained stable, as the experi-
enced techs and operators had the same pay improvement in 
the 200 mm fab as the new hires.
	 Over time, experienced engineers lost out as their average 
maximum real salary was actually lower in the 200 mm fabs 
than in the 150 mm fabs. In interviews, we learned that fabs 
were more interested in having young engineers with knowl-
edge of new technology than they were worried about losing 
older engineers. Consequently, they were willing to increase 
wages of new hires without raising the wages of experienced 
engineers. With rapidly changing technology, an ample sup-
ply of new hires, and low turnover, companies were able to 
flatten engineers’ career ladders (see, for example, Figure 4, 
above) with no adverse consequences.
	 We do not have comparable data for 300 mm fabs, which 
have completely automated materials handling and wafer 
processing. Complete automation is necessary because of the 
high value of each 300 mm wafer, which has an area 2.25 
times that of a 200 mm wafer. The 300 mm wafer is heavier 
and more awkward to handle, which raises the risk of it being 

22 Twenty-three fabs in four countries were part of the CSM survey. For 
this table, the 150 mm wafer fabs were matched to the 200 mm wafer fabs 
by company, so that human resource policies could be compared for the two 
groups. This reduced our sample to 14.

dropped by human handlers—not to mention the ergonomic 
risk to humans.
	 Because new 300 mm fabs process advanced circuits, 
such as circuits with 90 nm or 65 nm processes, the amount 
of inspection, number of metrology steps, and number of 
in-line engineering-related activities are significantly higher 
than for their older 200 mm counterparts for the same wafer 
throughput. As a result, most of the labor savings achieved 
through the automation of materials handling, which requires 
approximately 30 percent less labor input, is reapplied 
to new engineering tasks, which are much higher value-
added and more intellectually challenging and require more 
troubleshooting.
	 The overall number of workers is not reduced as a result 
of advanced factory automation. Instead, there is a shift in 
task composition. The percentage of workers with higher 
engineering and technical problem-solving skills is greatly 
increased, while the percentage of workers required for wafer 
movement and equipment starting and stopping is greatly 
decreased. However, the proportion of engineers remains 
the same.23

H-1B Visas

	 U.S. visa and educational policies directly impact the sup-
ply of engineers, especially those with advanced degrees, in 
the domestic market. In this section, we look at the earnings 
of H-1B visa holders. The H-1B visa is used by foreigners 
employed temporarily in positions that require specialized 

23 Personal communication, April 2005. 

TABLE 6  Workforce Composition (mean head count in 
matched 150 mm and 200 mm fabs)

150 mm Fabs 200 mm Fabs

Operators 547 (73%) 470 (62%)
Technicians   91 (12%) 107 (14%)
Engineers 114 (15%) 181 (24%)
Total 752 758

Source: Brown and Campbell, 2001.

TABLE 7  Workforce Compensation (mean wage or salary 
in matched 150 mm and 200 mm fabs)

150 mm Fabs 200 mm Fabs

Initial 
Pay

Maximum 
Pay

Initial 
Pay

Maximum 
Pay

Operators (hourly) $5.88 $15.47 $7.12 $18.44
Technicians (hourly) $6.68 $11.50 $9.12 $15.83
Engineers (monthly) $1,785 $5,019 $2,381 $4,689

Source: Brown and Campbell, 2001.
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tions, of which 14,035 were granted to U.S. firms. Overall, 
49 percent stated a specific salary rate, and 51 percent stated 
a minimum-maximum salary range (reported separately 
in Table 8). We analyzed four occupational groups, which 
represent most of the semiconductor applications: electrical 
engineering, computer-related jobs, manufacturing-related 
jobs, and business and administrative jobs. Since most H-1B 
applications were made by U.S. firms, we focus on these. 
More of the applications by non-U.S firms were for business 
and support jobs (15 percent) or for other kinds of engineer-
ing jobs (18 percent); 80 percent of these stated earnings 
rates. Compared to the earnings stated by U.S. companies, 
the earnings stated by non-U.S. companies for EE and CS 
applications tended to be slightly higher on average with a 
larger 90/10 ratio, but lower on average for non-EECS jobs 
with a larger 90/10 ratio.
	 U.S. chip companies were most likely to apply for H-1B 
visas for EE jobs (37 percent with average rate $77,560 or 
average minimum of $66,944) or CS jobs (52 percent with 
average rate $78,537 or average minimum of $75,685). The 
other applications were primarily for other engineering jobs 
(8 percent with an average rate $79,806, or average minimum 
of $65,425).
	 EE applications primarily stated a specific rate; the dis-
tribution tended to be approximately 15 percent above the 
distribution for the minimum when a range was given. In 
contrast, CS applications primarily stated a range, whose 
minimum had a distribution close to the distribution of the 
specific earnings rates, where they were used. A possible 
interpretation, consistent with the OES data in Table 1, is that 
the high computer science minimum indicates that software 
programmers in the chip industry are receiving a premium.
	 We checked the applications in 2005 by all other compa-
nies and industries (called “other firms” here) for EE and CS 
jobs to see if they used comparable rates and ranges, since 
H-1B visas might be functioning differently in different in-
dustries. The top chip companies accounted for 56 percent of 
all EE applications but only 5 percent of CS applications.
	 We can compare H-1B application rates to actual earn-
ings for EE-CS engineers. In the ACS data, EE-CS engineers 
earned, on average, $69,000 to $96,000 (overall average 
$86,000) from 2000 to 2004, and in the OES data they earned 
$66,000 to $84,000 (overall average $74,000) from 2000 to 
2005. The average rates on H-1B visa applications granted 
to the top 20 semiconductor companies fell between these 
two averages. However, it is difficult to make comparisons 
of these earnings independent of worker experience and edu-
cation, because many semiconductor companies hired H-1B 
visa workers as new EE-CS graduates, often with graduate 
degrees, from U.S. universities.
	 Interestingly, the “other firms” mostly specified earnings 
rates in their H-1B applications for both EE and CS jobs. The 
rates used on EE applications by “other firms” have a lower 
mean and 10th percentile compared to the top chip firms; the 
rates used on CS applications by “other firms” have a con-

knowledge and at least a bachelor’s degree. H‑1B visas are 
granted to companies (rather than workers). A company 
must submit an application that includes a job title and the 
intended wage or earnings, which must reflect the prevailing 
wage rate. With various application fees and legal expenses, 
the initial cost to an employer is in the range of $2,500 to 
$8,000 per application.24 H-1B employees can work only 
for the sponsoring U.S. employer25 and only do the activi-
ties described in the application. A foreigner can work for a 
maximum of six continuous years (including one extension) 
on an H-1B visa.
	 The current law limits the number of H-1B visas that 
may be certified to 65,000 per fiscal year. Many companies 
think this number is too low, and businesses have lobbied 
for higher limits. The numerical limitation was temporar-
ily raised to 195,000 in FY2001, FY2002, and FY2003.26 
Note that only initial applications are included in the annual 
limit; requests for extensions beyond the initial three-years 
are not included. Applications by universities and nonprofit 
research institutions are also not counted against the cap. In 
addition, there are 20,000 special exemptions for foreigners 
with master’s and Ph.D. degrees from U.S. universities. Even 
in 2003, before U.S. graduates with advanced degrees were 
exempted, many H-1B visa holders had advanced degrees 
(M.S. 29 percent; Ph.D. 14 percent; professional degree 
6 percent).27 H‑1B visas are granted for a wide range of 
occupations, including engineering, medicine, law, social 
sciences, education, business specialties, and the arts.
	 We collected data from the H-1B applications certified28 
to the top 10 U.S. chip vendors and the top 10 non-U.S. chip 
companies (referred to here, for convenience, as the top 20 
companies) from 2001 through 2005 (U.S. government fis-
cal years). Companies can provide either a specific proposed 
pay rate or a minimum and maximum of the proposed pay 
range, and pay can be annual, monthly, weekly, or hourly.29 
The reasons for choosing either a specific rate or a range are 
worth exploring in future research. One possibility is that a 
specific rate may be stated when a company has a specific 
individual in mind for the visa; a range may be used when 
an individual has not yet been identified.
	 During the five-year period, the 20 companies in our 
sample were granted approval of 15,784 H-1B visa applica-

24 GAO (2003).
25 The U.S. employer may place the H-1B visa worker with another 

employer if certain rules are followed.
26 http://www.uscis.gov/graphics/howdoi/h1b.htm.
27 DHS (2004).
28 During this five year period, 1.6 percent of the applications were denied 

(including a small number that were put on hold). These applications are not 
included in our analysis. We also dropped one outlier, which was probably 
an input error, an application naming $10.6M as the pay for a senior test 
engineer. The prevailing wage was given as $93,330.

29 The two methods of applying (rate and range) are reported separately 
here. Most applications (95 percent) use annual earnings. Monthly, weekly, 
and hourly rates were converted to annual rates (12 months, 52 weeks, or 
2,000 hours).
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TABLE 8  H-1B Visa Applications Approved, 2001–2005

Observations (%) Mean Standard Deviation 10% 90%

Top Ten U.S. Chip Firms

Electrical and Electronics Engineering Job Codes
Rate given 3436 (24%) 77,560 16255 62,400 96,160
Range given min 66,944 13991 52,800 85,225

max 1792 (13%) 102,992 23410 73,375 130,000

Computer Science Job Codes
Rate given 2106 (15%) 78,537 18275 61,302 98,239
Range given min 75,685 18318 56,277 100,000

max 5234 (37%) 96,118 19662 75,000 125,000

Manufacturing Engineering Job Codes
Rate given 649   (5%) 79,806 16801 58,200 96,000
Range given min 65,425 14609 48,788 85,000

max 403   (3%) 104,798 25202 73,006 130,000

Business, Marketing, Administrative Support Job Codes
Rate given 163   (1%) 87,533 40824 50,400 130,000
Range given min 73,549 24725 44,200 106,000

max 252   (2%) 101,535 34193 64,900 140,000

Top Ten Non-U.S. Chip Firms

Electrical and Electronics Engineering Job Codes
Rate given 430 (25%) 80,161 18941 59,527 105,694
Range given min 77,580 18627 55,104 99,808

max 188 (11%) 106,911 31388 70,900 154,300

Computer Science Job Codes
Rate given 432 (25%) 79,525 18476 57,500 101,100
Range given min 68,712 13843 52,361 86,606

max 124   (7%) 91,773 22201 64,676 120,000

Manufacturing Engineering Job Codes
Rate given 292 (17%) 73,458 16419 53,600 95,000
Range given min 69,070 16997 53,100 102,168

max 19   (1%) 86,217 25232 60,270 132,000

Business, Marketing, Administrative Support Job Codes
Rate given 230 (13%) 81,882 39447 42,150 134,838
Range given min 60,406 24271 39,145 88,486

max 34   (2%) 82,882 36511 50,000 140,000

Other Chip and Non-Chip Firms

Electrical and Electronics Engineering Job Codes
Rate given 7701   (6%) 69,302 24175 45,000 100,000
Range given min 67,737 20807 45,000 95,256

max 2098   (2%) 84,710 28592 50,000 124,000

Computer Science Job Codes
Rate given 96720 (71%) 60,698 20371 42,000 87,250
Range given min 58,523 16860 42,000 81,600

max 29964 (22%) 77,277 25747 50,000 120,000

Note: companies can submit applications with a specific proposed rate to be paid or can provide a range (min, max). No duplicates were submitted.
Source: U.S. Department of Labor. Available online at http://www.flcdatacenter.com/CaseH1B.aspx.

siderably lower distribution compared to the top chip firms. 
Once again, consistent with the wage data in Table 8, H-1B 
applications for EE-CS jobs in the chip industry appear to 
carry a premium compared to other industries.
	 A GAO study in 2003 of H-1B visa holders compared 
the annual pay for selected occupations, including electrical/

electronics engineers (EEs), to a sample of U.S. workers 
using the Census Department’s Current Population Survey 
of 2002. As GAO notes, for a variety of reasons the annual 
salary comparisons are not exact. For one thing, we do not 
know if the visas were actually used.
	 The GAO comparison of EEs with H-1B visas and U.S. 
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citizenship in 2002 showed that the H-1Bs were younger 
(32 years vs. 41 years; 62 percent under 35 years old vs. 
28 percent) and much more likely to have graduate degrees 
(50 percent vs. 20 percent) (GAO, 2003, pp. 14, 15). When 
median annual salary of EEs aged 31 to 50 years old were 
compared, H-1Bs earned less than citizens (H-1Bs with 
graduate degrees earned $77,000, while citizens earned 
$88,000; H-1Bs with less than a graduate degree earned 
$65,000, while citizens earned $70,000) (GAO, 2003, p. 42). 
For younger EEs (age 18 to 30) without graduate degrees, 
however, H-1Bs earned more than citizens ($60,000 vs. 
$52,000) (GAO, 2003, p. 42). These data indicate that H-1B 
visa holders may be having a downward impact on labor-
market opportunities for mature engineers, but probably not 
for young engineering college graduates.

Applications for Selected Companies

	 H-1B visa applications for five large U.S. companies, 
IBM, Intel, Motorola/Freescale, Qualcomm, and Texas 
Instruments, together accounted for 76 percent of the H-1B 
granted applications in our sample (Table 9). Since Motorola 
spun off its chip operations as an independent company, 
Freescale, in 2004, we combined applications granted to 
Motorola and Freescale.
	 Of these five companies, IBM used the most H-1B visas; 
almost 4,000 were granted during the five-year period. Most 

IBM applications stated a range of earnings, with an average 
minimum ($82,072) that was considerably higher than the 
average minimum stated by the other four companies. Since 
IBM is now more of a services company then a hardware 
company, we assume that many of these applications were 
for jobs that were not chip-related.
	 Like IBM, Motorola most often stated a range of earn-
ings. Motorola’s average minimum ($62,866) was 25 percent 
lower than IBM’s. Even so, Motorola’s rates were slightly 
higher than the national EE-CS salaries in the OES.
	 The three companies that focus on semiconductors, Intel, 
Qualcomm, and Texas Instruments, tended to state actual 
earnings, and their average earnings were within 2 percent 
of each other. Stated earnings for Intel showed less variance 
than for QualComm or Texas Instruments. The three compa-
nies applied for H‑1B visas to fill jobs that required a variety 
of skills and experience. Overall, their rates seemed to reflect 
the national EE-CS salaries in the ACS.
	 By comparing Freescale’s applications to Motorola’s 
for 2004 and 2005, we can estimate the extent to which 
Motorola’s applications were for engineers in their semicon-
ductor business. Freescale was granted 11 percent as many 
H-1B visas as Motorola in 2004 and 18 percent as many in 
2005. Freescale’s pay rate had a much narrower range than 
Motorola’s, with the ratio of Freescale’s sample maximum to 
minimum rates between 2.5 and 2.7 (compared to Motorola’s 
ratio of 5.0 to 4.6). However Freescale’s averages for the 
minimum and maximum rates were very close to Motorola’s 
averages in 2004 and 6 percent higher than Motorola’s in 
2005. This indicates that semiconductor engineers had aver-
age earnings compared to the broad range of other workers 
at Motorola.
	 The proposed wages for the top-20 companies, as well as 
for these specific companies, indicate that H-1B visas were 
issued for a wide range of jobs, some of them high-level 
jobs that paid well over $100,000, and some low-level jobs 
that paid less than $50,000. To what extent the lower paying 
jobs are being used to keep semiconductor earnings low for 
domestic new hires, and to what extent the higher paying 
jobs are going to foreigners at the expense of qualified expe-
rienced U.S. engineers cannot be determined These remain 
important policy questions.

Inter-year Comparisons.  If we compare H-1B visas grant-
ed by year, we note that the number granted to each of these 
five companies jumped, either in 2003 or 2004, and remained 
high, even as the national limit and fee dropped dramatically. 
The semiconductor companies seemed to take advantage 
of the additional 20,000 H-1Bs available for workers with 
graduate degrees from U.S. universities that went into effect 
in 2004. Sixty-one percent of the H-1B visas awarded to the 
top-20 companies were awarded during the last two years 
(2004 and 2005) of the five-year period.
	 Intel’s applications for H-1B visas increased dramatically 
during the five-year period. One-quarter of its H-1Bs were 

TABLE 9  H-1B Visas Granted to the Top Five U.S. 
Companies, 2001–2005

Variable Observations Mean Standard Deviation

IBM
	 Rate given 395 $88,353.9 33462.38
	 Range given min 3599 $82,071.5 18307.34

max $96,150.2 19493.39

Motorola/Freescale
	 Rate given 264 $66,472.4 28978.98
	 Range given min 2256 $62,910.4 12993.04

max $92,573.9 18760.1

Intel
	 Rate given 1574 $78,065.1 11673.03
	 Range given min 1122 $65,921.4 10107.71

max $121,519.6 19650.69

Qualcomm
	 Rate given 1632 $76,775.5 14152.01
	 Range given min 0 0 0

max 0 0

Texas Instruments
	 Rate given 1076 $76,754.3 15717.13
	 Range given min 61 $73,352.4 20891.36

max $91,727.7 22138.06

Note: Companies can submit applications with a specific proposed rate to be 
paid or can provide a range (min, max). No duplicates were submitted.
Source: U.S. Department of Labor, H-1B Program Data. Available online 
at http://www.flcdatacenter.com/CaseH1B.aspx.
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granted in the first three years and three-quarters in the last 
two years. The company also shifted from stating minimum-
maximum ranges to actual wage rates, although the earnings 
rates remained comparable.

The H-1B Share of the Workforce.  We now look at how 
H-1B visa applications compare to employment levels at 
Intel, Motorola, and IBM. In 2005, Intel employed approxi-
mately 99,900 people worldwide, with more than 50 percent 
located in the United States. Motorola employed 69,000 
employees, with more than half employed outside the United 
States, and with 24,000 eligible for stock options. IBM 
employed 329,000 worldwide, approximately 40 percent of 
whom were eligible for the U.S. retirement plan (at the end 
of 2004, when the plan was discontinued).30

	 If we assume that Intel had 50,000 domestic employees 
and used its 1,280 H-1B visas to hire new workers in 2005, 
then approximately 2.6 percent of Intel’s domestic employ-
ees were newly hired H-1B visa holders. If most H-1B visa 
holders work for Intel for five years, then approximately 5.4 
percent of Intel’s 2005 domestic employees (and an even 
larger percentage of engineers) were H-1B visa holders.
	 If we assume that Motorola used its 728 H-1B visas to hire 
new workers in 2005 and that these professional specialists 
held similar jobs to those of Motorola employees eligible for 
stock options, then almost 3 percent of Motorola’s domestic 
professionals were newly hired H-1B visa holders. If most 
H-1B visa holders work for Motorola for five years, then 8 
percent of Motorola’s domestic professionals were H-1B 
visa holders (or 6 percent of Motorola’s domestic workforce, 
if one-half of the workforce was domestic) in 2005.31 Com-
parable calculations for IBM indicate that IBM hired 1,150 
H-1B visa holders in 2005, or 0.8 percent of the domestic 
workforce, and 2.8 percent of its domestic workforce (and 
a larger percentage of its professional domestic workforce) 
were H-1B visa holders.
	 These data indicate that semiconductor companies use 
H-1B visas strategically in hiring and managing their engi-
neering employees. In large U.S. companies, H-1B visa hold-
ers comprise an important part of the domestic professional 
workforce. One reason for the importance of H-1B visas is 
that major U.S. universities provide engineering graduate 
education to many foreign students, and upon graduation, 
these students are in great demand by U.S. companies.

30 These employment figures are from the company’s 10-K reports to 
the SEC: Intel at http://finance.yahoo.com/q/sec?s=INTC, Motorola at 
http://finance.yahoo.com/q/sec?s=MOT, and IBM at http://finance.yahoo.
com/q/sec?s=IBM.

31 This percentage was adjusted downward for the Freescale spinoff. We 
assumed that 15 percent of the H-1B visa holders hired in 2001, 2002, and 
2003 (the proportion of H-1B applications by Freescale compared to Mo-
torola in 2004 and 2005) worked for Freescale (not Motorola) in 2005.

U.S. Education of Foreign Students

	 Higher education has played an important role in the de-
velopment of the U.S. semiconductor industry, and M.S. and 
Ph.D. engineering graduates provide the essential workforce 
for semiconductor companies. Engineers who graduate at the 
highest level, the Ph.D., have attained not only state-of-the-
art knowledge, but also the ability to conduct research and to 
keep abreast of the latest technology during their careers.
	 Many U.S. graduate engineering students are foreign 
nationals. Figure 5 shows the number of engineering Ph.D.s 
(not including computer science) awarded at U.S. universi-
ties to students from five key Asian countries over a 12-year 
period. As the figure clearly shows, China has sent a large 
and growing number of doctoral engineers to the United 
States. At the other extreme, Japan sent very few students 
during the same period.
	 The number of students from Taiwan, which relied on 
U.S-educated Ph.D.s to develop its semiconductor industry, 
has declined since 1994. In our fieldwork in Taiwan in Feb-
ruary 2005, many semiconductor experts raised concerns 
about decreasing interest in U.S. graduate study because 
they still considered Taiwanese doctoral training inferior to 
U.S. training. The number of advanced engineering graduate 
students from India and Korea also declined in the late 1990s, 
although both have been increasing again since 2002.
	 We also looked at the granting of Ph.D.s in electrical 
engineering and computer science to U.S.-born and foreign-
born students. Figure 6 shows electrical engineering Ph.D.s 
by citizenship and gender for 1995 to 2004. Noncitizen 
male students earned significantly more diplomas than their 
U.S. counterparts throughout the period. Noncitizen female 
students earned more degrees than U.S. women beginning 
in 1998.
	 The same data for computer science students (Figure 7) 
show that the numbers of degrees awarded to citizens and 
noncitizens are much closer, although once again noncitizen 
male students were awarded more Ph.D.s than their U.S. 
counterparts nearly every year.
	 These figures clearly show that the United States is train-
ing hundreds of foreign advanced engineers every year, thus 
increasing the ability of foreign chip firms to compete with 
U.S. companies and making it easier for U.S. firms to find 
qualified personnel, either for their U.S. operations (when 
noncitizens can remain in the country) or their offshore 
subsidiaries.
	 In our earlier discussion of returns-to-education, we noted 
that the earnings premium for a domestic BSEE who pursues 
a graduate degree was relatively low. For foreign BSEEs, 
however, the financial incentive to pursue a U.S. graduate 
degree is much greater. A U.S. graduate degree opens the 
door for these students to high-paid jobs both in the United 
States and at home. In our fieldwork, we found that advanced 
degree holders in semiconductor centers like Shanghai and 
Bangalore, especially if they have some U.S. work experi-
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FIGURE 5 Engineering Ph.D.s in the United States by country of origin, 1993–2004. Source: National Science Foundation, Division of 
Science Resources Statistics, Science and Engineering Doctorate Awards: 2002 (App. Table 5), 2003 (App. Table 11), and 2004 (App. 
Table 11).
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FIGURE 6  Electrical engineering Ph.D.s by gender and citizenship status, 1995–2004. Source: National Science Foundation, Division of 
Science Resources Statistics, Science and Engineering Doctorate Awards: 2004 (App. Table 3).

ence, earn comparable salaries to their U.S. counterparts. 
Locally educated EEs earn much less.

GLOBALIZATION

	 Globalization is one of the primary forces affecting the 
work and rewards of U.S. semiconductor engineers. In 
this section we briefly describe offshore investments by 
U.S. semiconductor companies, provide some data on chip 

engineers, and then profile the state of the chip industry in 
Taiwan, China, and India.

Offshoring by U.S. Semiconductor Firms32

	 The three primary reasons for locating value-chain activi-

32 See Brown and Linden (2006) for a more detailed discussion of offshor-
ing by U.S. semiconductor firms.
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Brown-Linden Figure 7
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FIGURE 7  Computer science Ph.D.s by gender and citizenship status, 1995–2004. Source: National Science Foundation, Division of Sci-
ence Resources Statistics, Science and Engineering Doctorate Awards: 2004 (App. Table 3).

ties are (1) access to location-specific resources, especially 
engineering talent; (2) cost reduction; and (3) access and 
development of a local market. Often, all three reasons influ-
ence the decision of a company to move an activity to a new 
location via internal investment or outsourcing. For example, 
a company may move chip design to China to take advantage 
of low-cost engineering talent with knowledge of customized 
solutions for regional Chinese telecommunication systems, 
as well as to gain government approval for market access.
	 Because chip manufacturing is so capital intensive, 
offshore investments in chip fabrication have been driven 
historically by concerns about market access, particularly 
tariffs, more than by cost reduction. Thus most U.S.-owned 
offshore fabs are located in developed countries, such as 
Japan. In 2001, approximately one-third of U.S.-owned 
capacity was located offshore (Table 10). Conversely, about 
22 percent of the fab capacity located in North America was 
owned by companies based in other regions (not shown). 
Foreign companies still find the United States an attractive 
place to invest, as evidenced by Samsung’s recent commit-
ment to a new, multibillion-dollar fab in Austin, Texas.33

	 One factor that limits fab investment abroad by U.S. com-
panies is the availability of high-quality fabrication services 
for hire. In 2005, the outsourced fabrication market was 
worth $18 billion,34 most of it accounted for by dedicated 
contract manufacturers, known as “foundries,” in Taiwan. 
The first foundry, Taiwan Semiconductor Manufacturing 

33 David Lammers, “Analysis: Samsung fab deal ends drought for Austin,” 
EE Times, April 14, 2006.

34 Gartner Dataquest estimate reported in “Foundry Revenue Drops in 
2005, Gartner Reports,” Electronic News, March 27, 2006.

Corporation (TSMC), is still the largest. If TSMC sold chips 
under its own name, it would have been on the chip industry 
top 10 list in 2005, with $8.2 billion in revenue. Foundries are 
excluded from our calculations, however, to avoid double-
counting of their and their customers’ chips. Because the 
foundry price accounts for about one-third of the final chip 
value, TSMC actually manufactured nearly $25 billion worth 
of chips, which would make it number two (after Intel) in the 
overall chip industry.
	 On the one hand, the emergence of the foundry model in 
Asia has meant that less production capacity has been built in 
the United States. On the other hand, the foundry model has 
greatly facilitated the growth of the fabless design sector, one 
of the industry’s growth engines, as discussed in Section 1.35 
As a back-of-the-envelope calculation, we estimate that if all 
foundry production were based in the United States instead 
of Asia, it might add 11,000 industry jobs, of which about 

35 See Macher et al. (1998) for a discussion of the factors leading to 
the U.S. industry’s resurgence after its loss of global market share in the 
mid-1980s.

TABLE 10  Distribution of U.S-Owned Fab 
Capacity, 2001

North America 65.4%
Europe/Middle East 18.6%
Japan 13.0%
Asia (except Japan) 3.0%

Source: Calculations courtesy of Rob Leachman.
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2,600 would be highly paid engineering jobs.36 Keep in 
mind, however, that not all foundry sales are to U.S. custom-
ers. In 2003, for example, half of TSMC’s gross revenues 
came from non-U.S. sources.37

	 As a point of comparison, the Fabless Semiconductor 
Association reported that publicly traded fabless companies 
in North America employed approximately 45,000 workers 
as of December 2004.38 A review of company information 
suggests that more than half of these employees were soft-
ware or hardware engineers. The proportion that was located 
offshore is not known.
	 On the design side, U.S. chip firms have opened increas-
ing numbers of offshore design subsidiaries in Asia over the 
last decade. Specialized skills are an important reason U.S. 
semiconductor companies are investing overseas, particu-
larly in Europe. Britain, for example, has developed expertise 
in consumer multimedia, and Scandinavian countries are 
noted for skills in wireless network technology. U.S. firms 
regularly acquire small European companies to obtain both 
application know-how and teams of pre-trained engineers.
	 As is true of fabrication, design offshoring works both 
ways, and many foreign companies maintain design cen-
ters in Silicon Valley or elsewhere in the United States to 
take advantage of the high skills and productivity available 
there as well as to be closer to U.S. customers. Philips of 
the Netherlands, for example, bought VLSI Technology, 
a major ASIC company with more than 2,000 employees 
(about one-third of whom were fab workers), in 1999 for 
nearly $1 billion.39 Hitachi Semiconductor has a U.S. design 
group of several hundred strong.40 Toshiba has a network of 
seven ASIC design centers around the United States.41 Even 
foreign start-up companies may need a U.S. design team to 
work with U.S. customers or to access leading-edge analog 
design skills.
	 However, a reason for design offshoring that has gener-
ated a great deal of attention in the industry is cost reduc-
tion. For Silicon Valley firms, some cost reduction can be 
achieved by opening satellite design centers elsewhere in 
the United States, because some locations have average 
engineering salaries as much as 20 percent lower than in the 

36 TSMC, which accounts for about half the foundry industry, has one 
150mm, one 300mm, and five-and-a-half 200mm fabs outside the United 
States. These fabs probably have different rated capacities, but we can ap-
proximate employment by calculating 750 workers per plant, which works 
out to 5,625. Doubling that to approximate the entire foundry sector brings 
us to 11,250.

37 Note 27c of Form 20-F filed by TSMC with the Securities and Exchange 
Commission for fiscal year ended December 31, 2003.

38 FSA (2005).
39 “Philips to acquire VLSI Technology for $953 million,” Semiconductor 

Business News, May 3, 1999.
40 “Hitachi Forms North America Semiconductor Systems Solutions 

Unit,” Hitachi Press Release, September 2, 1998.
41 “Toshiba Expands Soc Design Support Network with Opening of San 

Diego Design Center,” Toshiba Press Release, November 26, 2002.

Silicon Valley area. But even these salaries are much higher 
than salaries in India and elsewhere, as discussed below.
	 Cost-driven, in-house offshoring incurs non-wage costs 
that partially offset the difference in salaries, especially 
during the early stages of establishing an offshore design 
center. One non-wage cost that is often mentioned is the 
lower quality and productivity of inexperienced engineers, 
which also adds monitoring costs. Another is the time and 
inconvenience of communicating across time zones, which 
can be considerable. Finally, additional control mechanisms 
may be necessary to protect key intellectual property. Ac-
cording to a venture capitalist, the actual savings from going 
offshore is more likely to be 25 to 50 percent than the 80 to 
90 percent suggested by a simple comparison of salaries.42

	 Nevertheless, U.S. firms are investing regularly in low-
cost design centers in Asia, especially in India. The first U.S. 
company to establish design operations there was Texas 
Instruments in 1985. Among the top 20 U.S. semiconductor 
companies, only two (Micron and Atmel) have not estab-
lished design centers in India. Nine of these top companies 
have opened Indian operations since 2004. The size of these 
operations varies widely, with Intel employing about 3,000 
engineers and smaller companies, like Marvell, employing 
fewer than 100 engineers.
	 The net impact on U.S. jobs from the offshoring and 
outsourcing of fabrication is hard to assess. As we said 
above, offshore fabs have been at least partially balanced by 
foreign-owned fabs in the United States. And although Asian 
foundries have probably contributed to a long-term reduction 
in U.S. chip manufacturing, the net loss of engineering jobs 
has probably been offset, at least partly, by the increase in 
design jobs at fabless companies. The government data in 
Table 1 suggest that despite the increase in offshoring in re-
cent years, the number of engineers employed in the industry 
has increased.
	 Data from the Semiconductor Industry Association (SIA) 
provide further support for this argument (see Table 11). The 
SIA data are based on an annual survey of large and medium-
sized U.S. semiconductor companies, which together ac-
count for approximately 80 percent of the U.S. industry’s 
sales. The results are then extrapolated to represent all U.S. 
semiconductor firms. Although the data may not be strictly 
comparable from year to year, they can be used to discuss 
general trends and confirm other data. The total engineer-
ing employment at the top 20 companies has increased 
significantly over the period in question, with the offshore 
engineering staff growing slightly faster in most years. The 
number of engineers located in the United States increased 
sharply at the end of the 1990s, before the recession caused 
an employment slump in the early 2000s. Another sharp in-
crease in U.S. employment is shown between 2004 and 2005, 

42 Interview, May 2004.
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although the OES data for those two years do not confirm 
this trend.43

	 The number of offshore engineers increased sharply in 
1998, and again in 2001, and again in 2005. Even with the 
ups and downs, the percentage of the workforce in the United 
States tended to hover between 70 and 80 percent from 1998 
to 2003; it then fell to 66 percent in 2004–2005. These data 
indicate a mild shift in employment of engineers offshore 
relative to the United States. If it continues, this shift could 
have a depressive effect on U.S. engineering employment 
and earnings.

The Semiconductor Industry in Japan, 
Taiwan, China, and India

	 Engineers in the U.S. semiconductor industry have long 
been accustomed to competition from abroad. However, 
the competition may now be within a single company, for 
example, between two design groups in different countries. 
In this section, we look at the availability, quality, and cost 
of chip engineers outside the United States.
	 A major problem with comparing semiconductor engi-
neering talent in different countries is that the engineers in 
China and India, and to a lesser extent in Taiwan, are younger 
and have less education than engineers in the United States 
and Japan. In India and China, technicians with two-year 
degrees are often classified as engineers (this happens much 
less often in the United States and Japan). Relatively little 
graduate training is available in semiconductor engineering 
in India and China, and what is available is not comparable 
to graduate programs in the United States and Japan. Taiwan 
is an intermediate case; undergraduate and master’s level 
engineering programs are comparable to those in the United 
States and Japan, although Ph.D. programs are still catch-
ing up.
	 Taiwan’s semiconductor industry was built largely by 
Ph.D. engineers who returned to Taiwan after receiving 
degrees and valuable work experience in the United States. 
A similar process is occurring in China and India. Thus we 
think Taiwan may provide a model of how semiconductor en-

43 The OES total for all software and other engineer categories was 73,650 
in the May 2004 data and 76,300 in the May 2005 data.

gineering will develop in India and China as the semiconduc-
tor industry in those countries matures, with the important 
difference that Taiwan is a much smaller country.
	 The semiconductor industry in India and China is still 
quite young in terms of design, although both countries are 
active in this area. In China, domestic companies, often with 
personnel and funds from Taiwan, are major players in the 
development of semiconductor design. In China’s fabrica-
tion sector, both multinational companies (MNCs) and do-
mestic companies (again with input from Taiwan) are very 
important players. In India, where subsidiaries of MNCs are 
the major players in the development of the semiconductor 
industry, fabrication has not yet begun.

Semiconductor Engineering in Asia

	 With the caveat that comparisons of semiconductor engi-
neers in the United States, Japan, Taiwan, China, and India 
involve comparing engineers with different education and 
experiences, Table 12 provides rough estimates (based on a 
combination of published sources and interviews) of salaries, 
worldwide fab investment by local companies, and the num-
ber of active chip designers (excluding embedded software). 
We also provide an index of protection of intellectual prop-
erty (IP), which is an important consideration in deciding 
which engineering activities might be moved outside the 
United States. However, the intellectual property protection 
rating covers all industries; thus low scores in the table may 
reflect lapses in specific sectors, such as pharmaceuticals, 
trademark goods, or recorded media, which are not relevant 
to the semiconductor industry.
	 The salary figures suggest that engineers in the United 
States and Japan earn much more than most Asian engineers. 
These data, however, are imprecise and have high variance; 
thus they provide only a general guide. The salaries are for 
engineers with at least five years of experience in the United 
States and for engineers aged 40 in Japan, the approximate 
age they leave the union and begin to receive higher salaries. 
Note that 40 is the age at which the salary trajectory for U.S. 
engineers begins to level out. Semiconductor engineers in the 
other countries tend to be younger and less experienced; thus 
the salaries for engineers in China and India are for individu-
als with one to three years of experience.

TABLE 11  U.S. Semiconductor Engineers by Location, 1997–2005

1997 1998 1999 2000 2001 2002 2003 2004 2005

U.S.-based Engineers 49,702 46,704 61,856 76,129 72,564 72,860 71,991 66,581 83,167
Offshore Engineers 7,253 19,692 17,446 19,964 27,226 29,813 30,876 34,632 42,193
Total 58,952 68,394 81,301 98,093 101,791 104,675 104,870 103,217 127,365
% in U.S. 	87.3% 	70.3% 	77.9% 	79.2% 	 72.7% 	 70.9% 	 69.9% 	 65.8% 	 66.3%

Source: David R Ferrell, “SIA Workforce Strategy Overview,” ECEDHA Presentation March 2005; 2004 and 2005 data: unpublished SIA survey results 
provided by Ferrell.
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TABLE 12  Estimates for Selected Countries

Annual 
Salaries 
for EE/CS 
Engineers

Value of Fabs 
Constructed, 
by Country of 
Ownership, 
1995–2006

Number 
of Chip 
Designers

Intellectual 
Property 
Protection, 
2004
(10 = high)

United States $82,000 $74 billion 45,000 9.0
Japan $60,000 $66 billion —a 7.2
Taiwan $30,000 $72 billion 14,000 6.5
India $15,000 $0 7,000 5.0
China $12,000 $26 billion 5,000 3.7

	 aWe have been unable to obtain an estimate for the number of chip 
designers in Japan.
Sources: U.S. salary from 2004 BLS Occupational Employment Statistics 
web site (average for electronics and software engineers in NAICS 3344); 
Japan salary (average for circuit designer and embedded software engineers 
aged 40 years old) from Intelligence Corporation’s data on job offers in 
2003; Taiwan salary information from March 2005 interview with U.S. 
executive in Taiwan; China and India salaries are estimated based on a com-
bination of interviews, business literature and online job offerings; value 
of fabs (when fully equipped) from Strategic Marketing Associates (www.
scfab.com), reported in “Chipmaking in the United States,” Semiconduc-
tor International, August 1, 2006; number of chip designers in U.S. from 
iSuppli as reported in “Another Lure Of Outsourcing: Job Expertise,” WSJ.
com, April 12, 2004; number of chip designers in Taiwan from interview 
with Taiwan government consultant to industry, March 2005; number of 
chip designers in India and China are author estimates based on conflicting 
published sources and discussions with industry analysts in 2005; intel-
lectual property protection data from Gwartney et al., 2006, Chapter 3. All 
numbers rounded to reflect lack of precision.

	 As the semiconductor industry quickly expands in China 
and India, wages are reportedly rising rapidly. For example, 
the salary range offered by SanDisk in Bangalore (JobStreet.
com, June 2005) for a design engineer with one to three years 
of experience was $9,200 to $18,400.44

	 The salary gap is narrower for comparable key employ-
ees. One report claimed in 1999 that the salary ratio between 
the United States and India for experienced design engineers 
or managers was only 3-to-1.45 Senior managers with foreign 
experience are paid a large premium that eliminates any 
cost advantage; this reflects the critical importance of these 
managers in implementing new technology and projects.46 
The overall differential between Indian and U.S. salaries 
has been declining as Indian salaries rise, and the earnings 
of domestically trained Indian engineers has been doubling 
in their first five years on the job.
	 Salaries are also difficult to compare because of dif-
ferent compensation packages. In the United States and 
Taiwan, profit-sharing bonuses that vary with the business 
cycle can be an important part of a compensation package. 

44 Converted at 43.52 Indian rupees to the dollar.
45 “Special report: India awakens as potential chip-design giant,” EE 

Times, January 22, 1999.
46 Interviews at 15 semiconductor design centers in Bangalore in No-

vember 2005.

In the United States, benefits, including health insurance, 
Social Security, and stock options, also make comparisons 
difficult.
	 The value of fab construction over the past decade pro-
vides a general idea of the presence of this part of the value 
chain in each country. China, at $26 billion, has made signifi-
cant inroads since its early public-private joint ventures with 
Japan’s NEC in the mid-1990s. In India, in sharp contrast, 
not a single commercial-scale fab has been constructed, 
although several have been proposed.
	 We also estimate the number of chip designers, a group 
that is critical to the development of the semiconductor in-
dustry. According to some sources, about 400 chip designers 
are being added each year in India and China.47 However, 
that number can be misleading, because there is some con-
fusion about the definition of “chip designer.” One industry 
executive claimed that there were only 500 “qualified IC 
designers” in China in 2004.48 A Taiwanese consultant didn’t 
even consider the later (and lower skilled) stage of physical 
design, called “place and route,” to be part of chip design.49 
By those criteria, about 30 percent of the Taiwanese design-
ers shown in the table would be eliminated.

Estimates of Higher Education

	 As we discussed above, engineering programs in U.S. 
universities have attracted large numbers of foreign students. 
The United States leads the world in higher education, es-
pecially in graduate training, as the Academic Ranking of 
World Universities (http://ed.sjtu.edu.cn/ranking.htm) by 
Shanghai Jiao Tong University shows (see Table 13). Fifty-
three of the top 100 universities are located in the United 
States; five are located in Japan. Of the top 500 universities, 
168 are in the United States, 34 are in Japan, and only 21 are 
in China, Taiwan, and India combined.
	 The numbers for bachelor of science engineering degrees 
in Table 13 must be treated with caution, because the qual-
ity of education varies widely from country to country. The 
numbers may indicate political and social commitment to 
advancing technical education rather than actual capability. 
Also, these numbers are changing as India, and especially 
China, expand their engineering degree programs. According 
to a widely cited Duke University study, the annual number 
of new EE-CS-IT bachelor’s degrees in China in 2004 had 
reached 350,000 (Gereffi and Wadhwa, 2005). But it is an 
open question how long it will take these new programs to 
develop quality teaching programs.
	 Although China and India have large numbers of engi-
neering graduates, according to our interviews graduates 
from U.S. universities are better trained, especially in 

47 For India: “Designs on the future,” Express Computer (India), February 
10, 2003; for China: PriceWaterhouseCoopers (2004), p. 7.

48 PriceWaterhouseCoopers (2004), p. 7.
49 E-mail exchange, March 2005.
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teamwork on projects and in using tools and equipment. For 
example, undergraduate students in India and China usually 
have no chance to work with automated chip design (EDA) 
tools, while EE students in the United States do. According 
to McKinsey, only 10 percent of Chinese and 25 percent of 
Indian engineering graduates are likely to be suitable for 
employment by U.S. MNCs (McKinsey Global Institute, 
2005).50

	 However, as we have already pointed out, the competi-
tion is not only between U.S. students trained in the United 
States and foreign students trained abroad. A large number 
of foreign students receive training in the United States.

Country Profiles

	 Next we look at the evolution of the semiconductor 
industries in Taiwan, India, and China and compare the 
technology capabilities of these countries with those of the 
United States. On the design side, the quality of engineers 
in Asian countries, both in universities and in companies, 
has been improving, as is clear from papers submitted to 
the International Solid-State Circuits Conference (ISSCC), 
which is IEEE’s global forum for presenting advances in 
chip design (see Figure 8). From 2001 to 2006, submissions 
from China, India, and especially Taiwan increased notice-
ably. The number of acceptances for Taiwan also increased 
dramatically, even as the overall acceptance rate fell from 53 
percent to 38 percent, and we expect that acceptances from 
India and China will increase in the near future as the quality 
of their university engineering programs improves.

50 These figures were arrived at by McKinsey based on a survey of HR 
managers at multinational subsidiaries in these and other countries that 
asked the question: “Of 100 graduates with the correct degree, how many 
could you employ if you had demand for all?”

Taiwan

	 Taiwan has the best-established semiconductor industry 
of the three Asian countries. According to Taiwan’s Ministry 
of Economic Affairs, the country ranked third (behind the 
U.S. and Japan) in semiconductor-related U.S. patents.51 

The foundry model originated in Taiwan in 1987, and three 
of the top five foundries are located there. Taiwan also has 
rapidly growing production of memory chips and numerous 
successful fabless chip companies, four of which reported 
revenues of more than $500 million in 2005.52

	 Table 14 shows the value of Taiwan’s semiconductor 
industry output by stage of production for 2005. Fabrication, 
at $18.9 billion, accounts for the largest share of the $34.8 
billion total, followed by chip design at $8.6 billion. Simi-
lar analyses are not possible in most major chip-producing 
countries where all stages of production are performed by 
large integrated producers. Taiwanese companies, however, 
have embraced the disaggregated business model, and only 
a handful of companies are involved in multiple steps in the 
value chain.
	 Since the late 1970s, Taiwan has benefited from focused 
government programs and the return of U.S.-educated and 
trained engineers.53 In 1980, the government created the 
Hsinchu Science-Based Industrial Park, which is still the 
island’s largest concentration of semiconductor firms. Hsin-
chu is also home to two of Taiwan’s leading engineering 
universities, and the government’s microelectronics lab, 
ERSO, which played a pioneering role in the development 
of the industry, including the creation of chip companies 
such as TSMC and UMC. ERSO conducts some of the most 
advanced research in the country, and its thousands of alumni 
are encouraged to commercialize technology via local start-
up companies.
	 The Taiwanese chip-design sector is mostly locally 
owned, although a few MNCs also operate design subsidiar-
ies there. Taiwanese companies have embraced the fabless 
model, and some 60 fabless companies were listed on the 
Taiwan Stock Exchange in December 2004.54 By compari-
son, about 70 fabless companies were listed on NASDAQ in 
2004. In 2001, the Taiwanese government renewed its efforts 
(Si-Soft) to improve local chip-design capabilities. As part 
of this initiative, the faculty teaching chip design more than 
doubled, from 200 in 2001 to more than 400 by 2005.55

	 One advantage for Taiwan’s fabless firms is the availabil-
ity of an important local market. Many Taiwanese systems 
companies design, assemble, and procure components for 
computers, communications equipment, and consumer elec-

51 Cited in “Taiwan ranks 4th in the world in US patents received,” Taipei 
Times, Oct. 17, 2006.

52 “Data Snapshot,” Semiconductor Insights: Asia (FSA), Issue 1, 2006.
53 Saxenian (2002).
54 FSA (2005).
55 Chikashi Horikiri, “Taiwan Transforms into IC Development Center,” 

Nikkei Electronics Asia, February 2006.

TABLE 13  Estimates of Higher Education for 
Selected Countries

Academic Ranking of 
World Universities, 2005

Engineering  
B.S. Degrees, 2001

Universities 
in Top 100

Universities 
in Top 500

U.S. 53 168 110,000
Japan 5 34 110,000
Taiwan 0 5 35,000
China 0 13 220,000
India 0 3 110,000

Source: Academic Ranking of World Universities values tabulated by 
authors from ARWU 2005 Edition, accessible at http://ed.sjtu.edu.cn/
ranking2005.htm; engineer B.S. degrees tabulated by authors for “Engineer-
ing” and “Math/Computer Science” from Appendix Table 2-33, “Science 
and Engineering Indicators 2004,” National Science Foundation except for 
India, which is an estimate for 2003–2004 from Appendix “USA-China-
India” in Gereffi and Wadhwa, 2005.



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

SEMICONDUCTOR ENGINEERS IN A GLOBAL ECONOMY	 171

Brown -Linden Figure 8

"fixed image"

U.S. Japan Korea Taiwan China India

Average annual rejections

Average annual acceptances

FIGURE 8  ISSCC acceptances and rejections by country, 2001–2006. Source: Tabulated from unpublished ISSCC data.

TABLE 14  Value of Taiwan’s Semiconductor 
Industry, 2005

Output Value 
(US$ billions) Growth Since 2004

IC design $8.63 5.8%
Foundry services $18.90 –3.0%
IC packaging $5.21 6.4%
IC testing $2.04 13.0%

Source: IEK-IT IS data, reported in “Taiwan IC production value reached 
US$34.8 billion in 2005, says government agency,” DigiTimes.com, 
January 19, 2006.

tronics for world-famous brands, including Hewlett-Packard, 
Nokia, and Sony. In 1999, 62 percent of Taiwan’s chip-design 
revenue came from local sales.56 Taiwan is second only to 
the United States in fabless firms by revenue, with firms 
specializing in cost-down, fast-follower capabilities. From 
a U.S. perspective, Taiwanese competition has shortened 
the market window during which U.S. chip companies can 
recoup their investments in chips before similar products are 
produced at a lower price.
	 Taiwan’s design teams were praised in our interviews for 
their execution, a vital trait in an industry where time-to-
market often means the difference between profit and loss. A 
frequent criticism, however, was that they were not yet truly 
innovative. Ironically, Taiwanese companies are locked in as 
technology followers by their reliance on business from local 
systems firms, which are as much as a generation behind the 
leading-edge technology.57

56 Data from Taiwan’s Industrial Technology Research Institute cited in 
Table 5, Chang and Tsai (2002).

57 Breznitz (2005).

	 In the early stage of development of its semiconductor 
industry, Taiwan depended upon graduate training in the 
United States. Since the mid-1990s, the number of Taiwanese 
receiving Ph.D.s in engineering has declined steadily, and 
today only a few are pursuing graduate training in the United 
States. Although graduate education has improved in Taiwan, 
we heard some concerns in our interviews about declining 
numbers of returnees from the United States. Past returnees 
brought with them both graduate training and work experi-
ence that included management skills as well as practical 
knowledge.
	 The Taiwanese government has instituted several pro-
grams to improve the local design sector, including a plan 
to train several thousand new design engineers in Taiwan’s 
universities, the creation of an exchange where local chip-
design houses can license reusable functional blocks, and an 
incubator where early-stage start-ups can share infrastructure 
and services.58 Another initiative is intended to attract chip-
design subsidiaries of major semiconductor companies; early 
takers include Sony and Broadcom (a major U.S. fabless 
company). In 2000, a government research institute created 
the SoC Technology Center (STC) to design functional 
blocks that can be licensed to local companies, a model 
Taiwan has used successfully in other segments of the elec-
tronics industry. STC has more than 200 engineers, most of 
whom have master’s degrees or better.59

	 For the Taiwanese semiconductor industry, China pres-
ents both a major challenge and a major opportunity. The 

58 “Trends  in  SOC design unthaw at  SOC 2004,”  EDN ,  
December 9, 2004.

59 SoC Technology Center interview, March 2005. “SoC” is a common 
industry acronym for “system-on-a-chip” meaning a complex semiconduc-
tor. integrating multiple functions.
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TABLE 15  Major Fabs in China, 2006

Company Fab Location

First 
Year of 
Production

Capacity 
(wafers per 
month, 8-inch 
equivalent)

Advanced 
Semiconductor 
Manufacturing Corp 
(ASMC)

Shanghai 1995 25,000

Shanghai Hua Hong 
NEC Electronics 
(HHNEC)

Shanghai 1999 50,000

Semiconductor 
Manufacturing 
International Corp 
(SMIC)

Shanghai, 
Tianjin, and 
Beijing

2001 150,000

Grace Semiconductor 
Manufacturing Corp 
(GSMC)

Shanghai 2003 27,000

He Jian Technology Suzhou 2003 42,000
Taiwan Semiconductor 

Manufacturing Co 
(TSMC)

Shanghai 2004 15,000; 
(40,000 planned)

Source: iSuppli data, reported in Cage Chao and Esther Lam, “Despite 
China-based foundries reporting full utilization rates in 1Q, Taiwan players 
not overly impressed,” Digitimes.com, March 22, 2006.

challenge is competition in the foundry and fabless sectors, 
especially for low-cost designs using older technology, as 
well as competition for talented engineers to work in China 
and bring with them their knowledge of advanced technology 
in design and manufacturing. The opportunity is the chance 
to partner with Chinese companies elsewhere in the value 
chain, enabling Taiwanese companies to provide high-end 
design services. In addition, Taiwanese companies would 
have access to China’s rapidly growing markets.
	 So far, political issues have made it difficult for Taiwan-
ese chip companies to develop partnerships and markets in 
China, even as they lose experienced engineers to Chinese 
competitors. Taiwan-born engineers are an important force 
in technology development in China, in much the same way 
that the United States was an important force in technol-
ogy development in Taiwan. Although China seems to be 
benefiting more than Taiwan from the flow of engineers, 
capital, and business activities between the two countries, 
this may change over time if the Taiwanese government 
changes its policy.

China

	 China appears to be following a similar pattern—
government sponsorship, local access to system firms (such 
as Haier, Huawei, and TCL) that are increasingly engaged 
in world markets, and active involvement of expatriates 
returning from the United States or experienced engineers 
relocating from Taiwan.60 In little more than a decade, with 
the help of foreign companies (as investors or as technology 
licensors) and the Chinese government, Chinese firms have 
developed impressive fabrication capability.
	 Table 15 shows the main chip fabs in China, based pri-
marily in Shanghai. The most striking feature is that they are 
all foundries working under contract rather than companies 
that design and manufacture their own products. U.S.-based 
chip companies have few high-profile deals with Chinese 
foundries—the major exception being Texas Instruments, 
which began working with Semiconductor Manufacturing 
International Corp (SMIC) in 2002 and added a deal to 
co-develop SMIC’s 90 nm process in 2004.61 Executives 
with U.S. experience have also played key roles. For ex-
ample, the CEOs of ASMC and HHNEC previously worked 
at AMD.62

	 Apart from SMIC, China’s foundries have adopted 
modest growth plans, especially compared to the headline-
grabbing predictions of two or three years ago.63 But chip 

60 Saxenian (2002).
61 Mark LaPedus, “TI, SMIC sign deal to develop 90-nm technology by 

Q1 ’05,” Silicon Strategies, Oct.28, 2004.
62 Chintay Shih, “Experience on developing Taiwan high-tech clus-

ter,” presentation at 4th ITEC International Forum, Doshisha University,  
June 17, 2006.

63 Mike Clendenin, “Deflated expectations in China’s IC biz,” EE Times, 
August 28, 2006. 

fabrication is now firmly established in China and will gradu-
ally expand. Although China’s fabs pose a growing chal-
lenge to Taiwanese foundries, from the perspective of U.S. 
chip firms they add welcome competition to the market for 
wafer processing.
	 A potentially more worrisome development for U.S. firms 
is the emergence of a fabless design sector in China. Since 
2003, China has claimed to have more than 400 chip-design 
firms. Many are small, poorly managed companies that 
deplete their seed money before they can bring a product to 
market. Others offer design services rather than their own 
products.64 One interviewee, echoed by others, claimed that 
many, if not most, firms outside the top 10 are engaged in 
various types of reverse engineering, which is often illegal.65 
Foreign firms are generally reluctant to bring lawsuits, how-
ever, for fear of displeasing the authorities and the likelihood 
of losing in Chinese courts. But at least two U.S. companies 
are suing Chinese rivals in export markets for intellectual 
property violations.66

	 China’s top 10 chip-design firms in 2005 had total rev-
enues of more than $1 billion, $400 million of which was 
from Hong Kong-based Solomon Systec, a designer of LCD 

64 Assessment of Byron Wu, iSuppli analyst, reported in “Analyst: China’s 
IC design houses struggling for survival,” EE Times, May 20, 2004.

65 Interview with a European chip executive, conducted by Elena 
Obukhova in Shanghai, December 2003.

66 See “An offshore test of IP rights,” Electronic Business, May 2004; 
and “SigmaTel Sues Chinese Chipmaker over IP,” Electronic News, 
January 6, 2005.
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drivers that was spun off from Motorola in 1999.67 The next 
largest firms (Actions [media player chips], $150 million, 
and Vimicro [PC camera image processors], $95 million) 
had IPOs on NASDAQ in 2005.
	 China’s large, growing domestic market provides op-
portunities for China’s chip design companies to grow and 
become profitable, and in the future Chinese companies may 
be able to design products for the global marketplace. The 
local systems firms provide a sizable market for local fabless 
start-ups. The best chip design work is being done by local 
systems firms and a few world-class start-ups headed by U.S. 
returnees.
	 The Chinese government has taken many steps to sup-
port chip-design firms, some of the largest of which are 
state owned. These measures include tax reductions, ven-
ture investing, incubators in seven major cities, and special 
government projects.68 A value-added tax preference for 
domestically designed chips was phased out under U.S. 
pressure and will reportedly be replaced by a WTO-friendly 
R&D fund, although this had not been announced as of this 
writing (September 2006).69

	 The return of Chinese nationals with education and work 
experience has been an important part of China’s recent 
technology development.70 Returnees provide valuable man-
agement experience and connectivity to global networks that 
tend to accelerate the development of China’s chip sector.71 
According to government statistics on student returnees, in 
2003, of the 580,000 students reported to have gone abroad 
since 1978, 150,000 had returned.72 The returnees had started 
5,000 businesses, including more than 2,000 IT companies 
in Beijing’s Zhongguancun Science Park (one-sixth the 
park total).73 China is working to attract more high-tech 
returnees with a range of specially targeted incentives and 
infrastructure.74

	 China is not yet an important destination for design 

67 Chinese government data cited in Mcallight Liu, “China’s Semicon-
ductor Market: IC Design and Applications,” Semiconductor Insights: Asia 
(FSA), Issue 1, 2006 and iSuppli data in Mark LaPedus, “iSuppli lists 
China’s top fabless IC rankings,” EE Times, April 21, 2006.

68 “Synopsys Teams with China’s Ministry of Science and Technology, 
SMIC,” Nikkei Electronics Asia, March 21, 2003; “An Uneven Playing 
Field,” Electronic News, July 3, 2003; “China nurtures home-grown semi-
conductor industry,” EBN, December 8, 2003; “China government to sup-
port Solomon Systech, Actions and Silan,” DigiTimes, April 14, 2005.

69 “China to form R&D fund to replace VAT rebate, says report,” EE 
Times, April 15, 2005.

70 Saxenian (2002).
71 “Story behind the Story: Design in China is growing, but not ex-

ploding,” audiocast by Bill Roberts, Electronic Business, September 1, 
2006, http://www.edn.com/article/CA6368425.html?text=%22design+in+ 
china%22#.

72 “More overseas Chinese students returning home to find opportunities,” 
November 16, 2003, http://www.china-embassy.org/eng/gyzg/t42338.htm.

73 “More overseas Chinese students return home,” January 1, 2004, http://
www.china-embassy.org/eng/gyzg/t57364.htm.

74 Mike Clendenin, “China starting to lure back its best brains,” EE Times, 
January 3, 2002.

offshoring by U.S. firms. Of the top 20 U.S. semiconductor 
companies, only a handful had opened design centers in 
China (compared to 18 in India) as of June 2006. Most of 
these design centers are targeting the local market for the 
time being, and, according to press reports, some are engaged 
in software or system design rather than chip design per se. 
Concerns about intellectual property protection appear to 
pose a greater barrier to foreign design activity in China 
than in India.75

	 Chip design in China is at an early stage, but the relatively 
young Chinese chip-design engineers will steadily build their 
experience. One factor that favors the development of local 
design companies is that Chinese engineers prefer to work 
for domestic start-ups and domestic companies rather than 
MNCs. Many young Chinese engineers, especially returnees, 
are willing to risk working for emerging companies that may 
earn them great wealth. Some companies, particularly those 
whose founders include expatriates with foreign education 
and experience, are likely to begin to impact global markets 
by the end of the decade. It is still too early to predict the fu-
ture relative importance of domestically owned and foreign-
owned chip-design activities, or to predict whether domestic 
firms will be involved mostly with contract services or with 
creating and selling chips.
	 The education of semiconductor engineers in China is 
also at an early stage. As discussed above, the quality of 
Chinese engineering graduates varies widely, and few have 
the knowledge and skills necessary to work on advanced 
technology or for MNCs. However, MNCs, including chip 
and EDA firms, have been involved in improving engineer-
ing education in China, and the government has been actively 
recruiting world-class engineering professors to Chinese 
universities. Over time we expect semiconductor engineer-
ing education, especially at the graduate level, to continue 
improving. For now, returnees from the United States and 
experienced engineers from Taiwan will continue to play an 
important role in transferring technology to China.

India

	 The semiconductor industry in India presents a very dif-
ferent picture. India faces benign neglect by the government, 
a lack of manufacturing for chips and systems, and fewer 
returnees from the United States.76 Unlike Taiwan and China, 
India has no high-volume chip manufacturing, although as 
many as five proposals to build foundries are in various 
stages of negotiation.77

	 India is estimated to have 120 chip-design firms, and 
revenues from chip design in 2005 were estimated to be 

75 “SIA Pushes Steps to Better IP Protection in China,” Electronic News, 
November 17, 2004.

76 Saxenian (2002).
77 Russ Arensman, “Move over, China,” Electronic Business,  

March 2006.
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$583 million.78 Most chip design is taking place in MNC 
subsidiaries, including most of the top 20 U.S. companies 
and many European companies. The flow of semiconduc-
tor engineering talent to MNCs has slowed the diffusion of 
technology to local firms, and India has no major fabless 
companies designing chips for sale under their own brand. 
Domestic chip-design companies with varied capabilities 
mainly provide design services. According to a study by the 
India Semiconductor Association, local design companies 
use a time- and material-based pricing method by which 
specific tasks are allocated to be carried out within set time 
lines.79 These companies tend to develop simple subsystems 
based on customer specifications.
	 Larger independent design-services firms are much more 
sophisticated. They use a fixed-price method, are able to 
provide end-to-end solutions that incorporate in-house pro-
prietary intellectual property, and offer design services across 
the VLSI design flow. The government is developing policies 
to support domestic chip-design firms.
	 In our fieldwork we found that Indian engineers prefer 
MNCs to local start-ups, which are perceived as risky by 
engineers and their family members. This is a contrast with 
China, where engineers are relatively eager to join start-ups, 
which often receive some government support.
	 Foreign chip companies have been attracted by Indian 
engineers’ knowledge of English and the successful Indian 
software sector. Many early investments by chip companies 
were focused on software, the writing of microcode that 
becomes part of a chip. Over time, Indian affiliates have 
taken on a bigger role, eventually extending to complete chip 
designs from specification to physical layout. This transition 
sometimes happens quickly. Intel, for example, opened a 
software center in Bangalore in 1999 and began building a 
design team for 32-bit microprocessors in 2002.80

	 Since most domestically trained engineers lack knowl-
edge of the technology being transferred, the necessary 
management skills, and knowledge of the entire product 
cycle, American MNCs are highly dependent on returnees 
with advanced degrees from the United States to develop 
new projects in India. So far there have been few instances 
of design engineers in India leaving MNCs to start their own 
companies, as often happens in the United States. However, 
we heard of at least two cases in the past two years at one 
U.S. subsidiary. We also heard that leaving an MNC to start 
a company is becoming more acceptable among Indian en-
gineers, many of whom are motivated to help India develop 
rather than to accumulate great wealth.81

	 Foreign subsidiaries face formidable problems in their 
Indian operations, including a very tight labor market and 

78 Data from Frost & Sullivan, in Chitra Giridhar, “India design firms as 
product innovators,” Electronic Business, July 18, 2006.

79 “Study: Indian design firms prefer time and material model,” EE Times, 
Sept 22, 2006.

80 “Intel, TSMC Set Up Camps In Developing Asian Markets,” WSJ.com, 
August 30, 2002.

81 Personal communications in Bangalore, November 2005.

inadequate infrastructure. As in China, the quality of Indian 
engineering graduates varies greatly. This problem is exac-
erbated in India because most engineers there want to study 
computer science rather than electronics, and many are not 
aware of the job opportunities in semiconductors. Graduate 
education in EE is in its infancy, and doctoral education 
in the seven major technical universities is not up to U.S. 
standards. The very low wages paid to professors, the lack 
of expensive and constantly changing EDA tools, and the 
difficulty and expense of having sample chips fabricated, all 
contribute to problems in the development of world-class 
graduate education.
	 In addition, India has not attracted nearly as many return-
ees as China. The low flow of new domestic graduates and 
returnees into the EE labor supply, coupled with the need for 
at least three to five years of experience for fully productive 
chip designers, has meant that the supply of design engi-
neers has not kept pace with increasing demand. As a result, 
wages for chip designers have been rising rapidly, both at 
the entry level and during the first five years. As mentioned 
above, salaries for engineers with five years of experience 
are double entry-level salaries.
	 Inadequate infrastructure, especially in Bangalore, also 
poses serious problems for chip-design centers. Because of 
the lack of a stable energy supply and lack of office space, 
foreign subsidiaries must make substantial investments to 
provide both offices and electricity. Bangalore, the country’s 
primary city for high-tech, is plagued by narrow, pothole-
filled roads that are often gridlocked, forcing employees to 
spend long hours commuting. In addition, high-tech com-
panies are spread throughout the city, making commuting 
between companies, or even between company locations, 
very time consuming.
	 In addition, the housing stock in Bangalore has not kept up 
with growth, and housing prices and rents have been rising 
rapidly. Many employees are faced with a choice of living 
in inadequate housing or living far from work. The housing 
and schooling problems are especially severe for returnees 
from the United States, who want to replicate the quality 
of U.S. housing and schools their families know. Several 
executives told us that their cost of living in Bangalore was 
almost as high as in the United States because of the high 
cost of housing and international schools.82

	 The shortage of engineering talent and weak infrastruc-
ture have constrained the rate of growth in the semiconductor 
design industry, both for foreign subsidiaries and for local 
companies, in India generally, and in Bangalore particularly. 
Some companies have been moving operations to areas that 
have better infrastructure and are less expensive than Ban-
galore. However, the talent shortage remains, especially for 
experienced engineers with advanced degrees.

82 Personal communications in Bangalore, November 2005.
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OUTLOOK AND CONCLUSION

	 The United States remains the world leader in the semi-
conductor industry in terms of market share, development of 
successful new companies, supply of experienced engineers, 
and graduate engineering education. Moreover, the United 
States is the leading location for system design, the stage at 
which most semiconductor purchase decisions are made.83 
Our competitors, especially Japan, Korea, Taiwan, and the 
European Union, look to the United States for lessons on 
encouraging innovation and start-ups in the semiconductor 
industry. Nevertheless, competition from low-cost countries, 
especially China and India, which have rapidly growing and 
potentially large markets, may pose competitive threats to 
U.S. companies and engineers in the future.

Outlook for U.S. Engineers

	 The job market for U.S. semiconductor engineers shows 
there is some strength in employment and earnings growth, 
but also shows evidence of labor market problems, espe-
cially for older engineers and for the bottom 10 percent at 
all educational levels. We also observed signs of a decline 
in the earnings premium for graduate degrees (M.S./Ph.D. 
compared to a B.S.), and low returns-to-experience for en-
gineers with graduate degrees. The situation is especially 
difficult for older engineers whose skills can rapidly become 
obsolete. Experienced design engineers are often forced to 
work on mature technologies, which pay less and may pres-
ent fewer interesting problems. For example, according to a 
salary survey in 2004 by EE Times, the average annual salary 
for U.S. and European engineers skilled at designing for the 
latest chip-process technology was $107,000, whereas engi-
neers designing for more mature analog technology averaged 
$87,000.84

	 Results of a regional survey of Silicon Valley, considered 
the cradle and creative font of the semiconductor industry, 
reveal that the recent job climate there is difficult. Over-
all the number of jobs in Silicon Valley has continually 
decreased since 2001, and jobs in the semiconductor and 
semiconductor-equipment industries declined 23 percent 
between 2002 and 2005, although the average wage rose 
12 percent during the same period. Thus the survey paints a 
mixed picture of the health of the industry.85

	 Not surprisingly, industry participants disagree about the 
significance of offshoring for the U.S. job market. A 2004 
survey by EE Times of more than 1,453 chip- and board-
design engineers and managers showed that about half 
believed that foreign outsourcing would lead to a reduction 

83 iSuppli data reported in Dylan McGrath, “U.S. still top design influ-
encer; China, India rising fast,” EE Times, September 28, 2006.

84 “After 10-year surge, salaries level off at $89k,” EE Times, August 
28, 2003.

85 Joint Venture: Silicon Valley Network, “2006 Index of Silicon Valley,” 
available online at http://www.jointventure.org/PDF/Index%202006.pdf. 
The data are from state unemployment insurance data, which is the basis 
for the Census data.

in head count. Qualitative opinions were also divided, with 
optimists noting that reduced costs have strengthened com-
panies and increased job security, and pessimists bemoaning 
downward pressure on wages and employment as well as the 
possible loss of intellectual property and, in the long run, 
industry leadership.86

	 We have observed that some movement of design jobs 
is related to the business cycle. There was a wave of design 
offshoring at the height of the dot-com bubble. Then, when 
the cascading effect of the subsequent downturn reached the 
semiconductor industry, chip companies began cutting staff 
at home. Now that the recovery requires the expansion of 
design operations, chip companies appear to be expanding 
design operations abroad faster than at home.87 It is too early 
to predict where this relative shift in the geographic distribu-
tion of employment will find its new equilibrium.
	 Even experts disagree about whether or not the United 
States is educating too few engineers and scientists and is 
facing a shortage.88 This is partly because economists find it 
hard to believe there can be a shortage in a labor market when 
real earnings across the board are stagnant. This is partly a 
reflection of government policies that affect the immigration 
and education of high-tech engineers.

Policy Issues

	 The industry’s offshoring has gone well beyond the point 
at which blunt instruments such as trade policy can help 
engineers without harming companies. Taxes or quotas on 
traded activities or goods would raise costs for the many 
companies that have already invested offshore in a wide 
array of design and manufacturing activities for both the 
foreign and domestic chip markets. Policy changes are thus 
unlikely to improve the demand side of the labor market.
	 Industry has, however, been actively lobbying for changes 
on the supply side in the form of changes to educational and 
immigration policies that increase the supply of high-tech 
workers. The winter 2005 newsletter of the Semiconductor 
Industry Association includes two articles on the subject, 
“Maintaining Leadership as Global Competition Intensifies” 
by the organization’s president and “America Must Choose 
to Compete” by the outgoing CEO of Intel.
	 One of the main targets of industry analyses is education. 
Higher education policies, which reflect both university de-
cisions and government funding, determine the number and 
country of origin of students at all levels, but especially at 
the graduate level. Foreign nationals in our M.S. and Ph.D. 
programs in science and engineering have a direct impact on 
the supply of knowledge workers, both in the United States 
and in China and India. Foreign graduates of U.S. universi-

86 “It’s an outsourced world, EEs acknowledge,” EE Times,  
August 27, 2004.

87 See, for example, “The perfect storm brews offshore,” Electronic Busi-
ness, March 2004.

88 See, for example, Freeman (2003, 2005); Task Force on the Future of 
American Innovation (2005); NRC (2000, 2001); Butz et al. (2004).
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ties must obtain temporary visas, usually H1-B visas, before 
they can work in the United States after graduation. Legisla-
tion is under consideration to provide permanent residency 
status to foreigners educated in the United States. We are 
hopeful that this policy will be implemented soon.
	 Government policies regulating immigration, especially 
the issuance of H-1B (Non-Immigrant Professional) and 
L-1 (Intra-Company Transfer) visas, also have a significant 
impact on the number of foreign engineers engaged in 
semiconductor and software work. In a delayed response to 
the recession, changes in policy that took effect in 2004 set 
severe limits on the number of visas for foreign workers. 
When the number of H-1B visas was thus reduced, many 
U.S. companies used the opportunity to send foreign nation-
als with U.S. education and experience back to India and 
China to help build operations there.
	 An area of policy that has received less attention is com-
pensation for engineers who are harmed by offshoring. As 
a result of the offshoring of chip design, consumers have 
benefited from lower prices and new products (although 
much of that benefit is received outside the United States). 
Some of the short-term cost of offshoring, however, is be-
ing borne by engineers in particular companies or industry 
sectors in which companies are restructuring globally. 
Currently, white-collar workers like chip designers do not 
qualify for trade-adjustment assistance from the government 
when their jobs are sent abroad. It would make sense to 
help these highly-skilled workers with retraining and other 
forms of assistance to enable them to remain productive. As 
Federal Reserve Chair Bernanke remarked, “The challenge 
for policy makers is to ensure that the benefits of global 
economic integration are sufficiently wide-shared—for 
example, by helping displaced workers get the necessary 
training to take advantage of new opportunities—that a con-
sensus for welfare-enhancing change can be obtained.”89

	 Finally, we need more and better data. As researchers in 
other industries have noted, more labor market data, both for 
the United States and for our trading partners, are necessary 
for proper assessments of the effects of offshoring.90 In the 
meantime, national policies affecting education, labor mar-
kets, and innovation will continue to be based upon informed 
speculation.

How Should U.S. Engineers Respond?

	 American engineers are naturally responding to the 
impact of the changing labor market on their careers. The 
highly rewarded career path of working for one company 
for an entire career is no longer an option. Most engineers 
today must expect to work for several firms. In fact, chang-
ing jobs is now the most effective way for them to advance 

89 Edmund L. Andrews, “Fed Chief Sees Faster Pace for Globalization,” 
New York Times, August 25, 2006.

90 See the excellent study by Tim Sturgeon et al. (2006).

their careers, both in terms of improving pay and learning 
new technologies and skills. Networking with colleagues 
from one’s alma mater and former companies as well as 
through professional associations is an excellent way of 
keeping up with job opportunities as well as learning about 
new technologies.
	 Our advice to semiconductor engineers is to embrace the 
mobile labor market and look to job changes as a way of 
advancing. Each job should be chosen carefully to improve 
skills and take advantage of previous job experience. En-
gineers must continually stay in touch with their networks 
and share knowledge with their colleagues about what is 
happening in the field and about job opportunities. In short, 
engineers today must be in charge of their careers; they can 
no longer depend on employers to provide them with the 
training they need to keep up their skills.
	 Foreign nationals working for U.S. companies can use 
their networks to develop careers both in the United States 
and in their home countries. Returnees who are willing to 
return home for short- or long-term stints can bargain for 
good salary packages from U.S. employers. U.S. nationals 
should also go abroad to develop contacts and expertise in 
specific cultures and regional markets.
	 Semiconductor engineers are known for their flexibil-
ity and ability to solve challenging problems and to learn 
new technologies. The semiconductor industry is likely to 
continue to undergo constant crisis and change, and chip 
engineers should use these industry characteristics to their 
advantage in planning their careers by seeking jobs where 
they can learn about new technologies and new markets. To 
be successful in the industry, an engineer must see change 
as an opportunity rather than a problem.

Lessons Learned

	 In its short history, the semiconductor industry has faced 
continual challenges and has done an extraordinary job of 
overcoming them, often in innovative ways that were not 
anticipated. The industry has also continually experienced 
large swings in demand and prices, and we expect the cycli-
cal nature of the industry to continue, even as the long-term 
trend moves upward. Our predictions for the future of the 
industry and recommendations for setting policy must not 
extrapolate from conditions in the short run, especially dur-
ing a downturn. We must look to the long-term history of 
the industry to ensure that policy decisions, either by gov-
ernments or by companies, are made on a solid foundation. 
Macro-policies that ensure a strong economy with steady 
growth are critical to the development of the semiconductor 
industry, which is negatively affected by national recessions 
and high interest rates.
	 Government support for higher education, especially 
graduate education, should be the cornerstone of public 
policy to support innovation. A strong university system 
with state-of-the-art graduate training and strong links to 
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companies is critical for innovation in the semiconductor 
industry. U.S. universities are essential to educating Ph.D.-
level engineers, who are as likely to be from Asia as from the 
United States. Social networks, such as workers’ contacts at 
their former universities and former employers, are important 
adjuncts to a company’s formal knowledge base. Company 
awareness of this is critical to ensuring that employees’ 
knowledge is recognized and used rather than flowing out-
ward into these networks.

Conclusion

	 The semiconductor industry is in the intermediate stages 
of the complex, dynamic process of globalization. At this 
point it is hard to predict the impact of offshoring on the 
competitive position of the U.S. semiconductor industry and 
on the earnings and employment of domestic engineers, and 
whether the new equilibrium will be acceptable. Thus policy 
interventions must be flexible.
	 Offshoring is an important step in the integration of India 
and China into the global economy. These countries appear 
to be pursuing different roles vis-à-vis the United States, 
with China’s chip industry acting more as a competitor (e.g., 
fabless start-ups) and India’s playing a more complementary 
role (e.g., design services). Both countries will certainly 
become more important in high-tech industries, both as 
markets and suppliers. However, their ability to move up the 
semiconductor technology curve is constrained at the mo-
ment by a lack of graduate education, undeveloped financial 
systems, and inadequate intellectual property protection, as 
well as severe problems facing their political systems.
	 We expect that the United States will maintain its leader-
ship position in the semiconductor industry, and we expect 
the industry and its resourceful engineers to continue to find 
ways to overcome challenges. For now, modifications in 
government policies affecting universities, immigration, and 
workers affected by trade would alleviate some of the labor 
market problems we have described.
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Implications of Offshoring for Engineering 
Management and Engineering Education

Anne Stevens

	 An initial hypothesis of the study group was that offshor-
ing is a huge risk and a major issue for all of us in engineering 
in the United States. But, from another point of view, it is not 
as big a risk as all the hype makes it out to be. Which is it?
	 In terms of engineering, how much is actually being off-
shored? If we look back at history, we have been offshoring 
engineering, distribution, marketing, and selling of products 
all over the world since the early 1900s. Ford Motor Com-
pany has been operating in Argentina, Brazil, and Mexico 
for more than 90 years. General Motors, too, has been par-
ticipating in business, including offshoring engineering, for 
just as long.
	 But what are the facts? One problem in understanding 
the issue is some confusion about both the binning of the 
data and the accuracy of the data. But what is important is 
what we do with what we know. What are the implications 
for engineering management? What are the issues? the op-
portunities? What should we do as an academy, as leaders 
in academia and industry and government?
	 What is the role of engineering managers? Does that role 
have to change? Should engineering managers be spending 
their time differently? Do they require new skills? If so, what 
are they? What is our plan to give engineering managers, in 
their 20s, 30s, 40s, 50s, or 60s, those skills?
	 The first issue is that in some countries, such as India, 
there is a “hire-ability” measure for one-year engineers, 
three-year engineers, and 10-year engineers. It was noted 

that 10-year engineers really wouldn’t be considered for 
hiring because they would be too hierarchical. I do believe 
that in some of our industries—such as Ford and General 
Motors and some others—in some academic areas, and in 
the government, we do have an issue with hierarchical struc-
ture. To be competitive in the new world, we must know 
what is going on in the global economy. Old hierarchies 
cost money. They cost the morale of young employees. And 
they are inefficient in terms of bringing products or services 
to the marketplace or education to students. What is really 
important is how we transition these hierarchies into more 
nimble structures. There are already many nimble structures 
in existence today. Just look at firms like Google.
	 The second issue is workforce transition and adaptability. 
A 50-year-old engineer who is in or out of the market today 
for various reasons needs reentry plans. Another issue is 
the middle class. Companies like Ford Motor Company and 
General Motors are displacing tens of thousands of hourly 
workers, who were the foundation of the middle class in the 
United States. Their ancestors were farmers who came off 
the land and into the factory. Companies started paying $5.00 
a day, which grew the domestic automotive market. The is-
sue is about transitioning people in the prime of their lives 
who have amassed much education and experience. How 
can they—as well as other segments of the population—be 
mainstreamed back and contribute value to our economy or 
our educational system?
	 The third issue is allocating the right level of resources 
to the right areas of R&D. Where, what, when, who, how 
much? Bob Galvin, a keynote speaker for this workshop 
and retired Motorola CEO, is still very active and is work-
ing to realize important engineering activities. There are 

 Anne Stevens is chairman, president, and CEO of Carpenter 
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many more Galvins out there. The question is how we use 
their brainpower and their energy to address some of these 
issues.
	 As for engineering management, we have to retool, but 
not just retool. We must change our attitude in several ways. 
It is critical that we tap into the skills and inherent creativ-
ity and innovation in the millennial generation, the group 
born between 1977 and 1995, which is going to be bigger 
than the baby boomer generation. Estimates range from 60 
to 74 million. So we must look at the millennial generation. 
These are the customers of the future, the politicians of the 
future, the students of today and of the future. Engineering 
management cannot expect to lead this generation with the 
same set of skills that were used to lead many of us.
	 The millennial generation will be a huge economic and 
social force in our world. Their perceptions and attitudes 
are different from those of previous generations. They are 
a connected generation. The Net is their primary source of 
news; the next closest source is radio. Compare that with 
older generations, which strongly prefer TV. Technology has 
always been part of their lives. Whereas prior generations see 
the Net as something to connect to, millennials see the Net 
as a way to connect to each other and the world.
	 Here are a few personal examples of the millennial 
generation.
	 First story: I have a granddaughter, Courtney Anne. She’s 
nine years old, but the story I am going to tell you took place 
when she was four. Courtney Anne’s other grandfather, my 
daughter’s father-in-law, has a Ph.D. He is a very, very edu-
cated, savvy professional. He is retired now. Courtney Anne 
was sitting with him at the computer. I don’t know what he 
was saying, but he was pretty upset. She looked at him and 
said, “What are you trying to do, Pop-pop?” He told her, and 
she said—at four years old—“let me show you how.”
	 The second story took place when I was with Ford. A 
young man sent a letter to Jack Nasser who was then CEO 
of Ford Motor Company. “Jack, let me tell you something. 
I’m 13 years old, but I know I need to start thinking about 
things now. I know for sure in the future that what I want to 
be is CEO of Ford Motor Company. The thing I don’t know 
is what I should be studying. What is my field when I go 
to get a university degree? Where do I start in Ford Motor 
Company when I come in, knowing that I want your job?”
	 Public Affairs was fascinated with this young gentleman. 
I got a phone call asking if I would please meet with him 
when he came into the company, which I did. He came in 
with his mother. They flew in from California. We set up 
a very interesting day for this young man. We put him in 
the design studio with the designers. We took him into the 
manufacturing facility. The individual engineers who met 
with him at the end of the day were absolutely shocked, 
because in the design area, this young man knew more about 
future design trends from what he had read than many of the 
designers did sitting at the tubes. When he was taken around 

the manufacturing plant by a superintendent, he asked more 
questions about the power train of the trucks than the super-
intendent could answer. All this information was learned 
from the Web!
	 These are the kinds of individuals we are going to be 
dealing with, as customers, employees, and students. They 
are different, and the rules have changed.
	 The last example: I was privileged to give the com-
mencement speech this year for the engineering students at 
the University of Michigan. Before my address I had lunch 
with several of the best and brightest in the class. They had 
a lot of questions for me, and I had one question for them. 
My question was what don’t I know about them, what is it 
that people in my generation don’t understand. These very 
savvy, brilliant, top-of-the-class engineers all looked at me 
and said one thing: Facebook.
	 Technology like that can really network in the virtual 
world, as we offshore engineering. But if we bring these 
young people into organizations and try to evaluate their 
worth and their performance by whether they are in at 7:00 
in the morning and whether they are in their seats until 
7:00 at night—if we use those rules and many other current 
rules—we are not going to be able, as engineering manage-
ment, to tap into their creativity and innovation. As leaders 
in engineering management, we need to increase the appeal 
of science, engineering, and technology to the millennial 
generation. Galvin’s road map, with his grandson leading 
it in terms of defining technology management and areas 
of engineering and science for the future, is right on and 
brilliant.
	 And what about those 50-year-olds who have been dis-
placed and the middle-class hourly workers or workers in 
other fields? Many of our institutions were really responsible 
for their predicament. In the Depression era people were 
encouraged to go to school, join a company like AT&T, Bell 
Telephone, or Ford and GM, and stay there until they retired. 
Today that model of job security has changed!
	 Many people in the generation that have been displaced 
basically thought they had signed a parental contract, with 
employers and with governments. “We are going to take 
care of you. In exchange for your loyalty, you’ll have a 
retirement benefit that’s going to be there, health care, and a 
job for 30 years.” The rules have changed. Generation Xers 
know it, and the millennials know it. This is not going to be 
an issue for them. They have their skills, their abilities, their 
capability, and their networks. We need to figure out how to 
take these lessons from the Generation Xers and millennials 
and re-teach 50-year-olds and the middle class and hourly 
population—how to generate value back. All of us have some 
responsibility there.
	 Going back to the appeal of science, engineering, and 
technology, Galvin’s example is one that works. Maybe it’s 
“hairy, audacious goals,” as put forth by Collins. Maybe it’s 
higher salaries, as some speakers have said. Maybe it’s figur-
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ing out the next version of the space program to reenergize 
youth, or maybe it’s MacGyver on steroids on the Web. But 
whatever it is, we know we need to reengage the population 
to give us the talent we need for the future.
	 In summary, what about offshoring? First of all, it differs 
from industry to industry. It is a very exciting issue, and, at 
the end of the day, we should be optimistic. Offshoring for 
us is an opportunity. But we have to get at the roots of who 
we are as people living in the United States of America and 

bring forward what we have always been able to do best. 
The biggest risk we face is complacency. But, culturally, as 
a country, we have what it takes to succeed.
	 America was, is, and always will be the lion. America 
knows how to eat. The gazelles are out there, and we are 
going to figure out how to feed ourselves. The key to that 
is some of the things summarized during this conference. 
Academia, industry, and government all have major roles 
to play.
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An Academic Perspective on the Globalization of Engineering
Charles M. Vest

	 When I was asked to speak at the beginning of this ses-
sion, I pointed out that I do not know a great deal about the 
topic of offshoring and that everyone else in the room prob-
ably knows more. So, my purpose today is to provide some 
context along with my personal views before you begin your 
deep exploration of the topic.
	 My main message this morning is that I wish you well in 
sorting out, as the workshop subtitle says, the “facts” from 
the “myths,” and in coming to a deeper understanding of 
the nature of globalization, particularly for engineers and 
engineering work. This understanding is very badly needed. 
Above all, we need guidance on how we as a nation can stop 
thinking about globalization as a set of awful problems and 
begin thinking of it as a set of opportunities for America and, 
indeed, for the world.

THE CURRENT SITUATION

	 Let’s start with the basics. Where is the expertise going 
to be in the future? We know that natural shifts and changes 
are occurring in where engineers and scientists are being edu-
cated, although there is some debate about the accuracy and 
meaning of the statistics. Asia now accounts for a growing 
share of first science and engineering degrees (NSB, 2006). 
However, if we look at doctoral degrees, the picture is quite 
different, with Europe, as a collection of nations, ahead of 
both Asia and North America.
	 If we look at first degrees in science and engineering—the 
bachelor’s level—country by country, the United States has 

a relatively constant production in natural science and engi-
neering, and China’s production is rising rapidly. If you look 
behind those facts and separate science from engineering, 
you see that the United States continues to lead in science 
degrees, but not in engineering degrees (Figures 1 and 2).
	 These figures have generated a great deal of debate over 
the last few years. I learned many years ago that if you want 
to write a paper that gains a high rank in the science cita-
tion indexes, you should make a very obvious error so that 
everybody will write papers correcting it, thereby driving up 
the ranking. The first draft of Rising Above the Gathering 
Storm (COSEPUP, 2007) quoted inaccurate statistics on 
Chinese and Indian degrees, contributing not only to debate 
over the report, but to a feeding frenzy of pundits focusing on 
this error. Vivek Wadhwa, who is speaking later today, more 
substantively pointed out the problems with those statistics 
(Wadhwa et al., 2005).
	 Indeed, I do not disagree very much with what Vivek has 
to say, which can be summarized in four major points. First, 
all degrees are not created equal. That is absolutely true. 
There is a significant disparity in quality among degrees 
from various institutions in the United States, and far greater 
disparity among degrees from institutions in places where the 
higher education system is developing very rapidly, such as 
China and India.
	 Second, in proportion to population, there is no obvious 
imbalance in the numbers of engineers being produced by the 
United States, China, and India. After all, the United States 
has less than 5 percent of the world’s population, a percent-
age that is expected to drop going forward, so why should 
we expect our absolute number of engineering graduates to 
be as large as those in much larger countries?

 Charles M. Vest is president of the National Academy of Engineering and 
President Emeritus of the Massachusetts Institute of Technology.
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FIGURE 1  First natural science degrees. Source: NSB, 2006.

	 Third, salary trends and other labor market information 
indicate that there is no shortage of engineers in the United 
States. This may be true today, but here I must raise a caveat. 
Everyone I know who has looked at current labor market 
conditions and predicted what they mean for the future, 
especially in engineering, has fallen on their sword. I claim 
no particular wisdom about the “right” number of engineers 
we should be graduating. But I do think we have to be very 
careful about basing decisions on today’s marketplace condi-
tions. We really should focus on the future.
	 Finally, the fourth point is that our universities are better 

than those of China and India. I agree with that. I don’t know 
if that situation is fleeting or will last forever. But I believe 
we should aim at making it last forever. In fact we currently 
have major advantages over the rest of the world in the way 
most of our institutions educate most of our engineers.
	 No matter how you look at it, there are mixed messages 
out there. Earlier this month, on October 12, 2006, The New 
York Times carried a story with the headline “Profit Rises 
53% at Infosys, a Top Indian Outsourcing Company” (Rai, 
2006). A mere five days later, on October 17, there was an-
other headline in the Times, “Skills Gap Hurts Technology 
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Boom in India” (Sengupta, 2006). One important point in the 
second story was that many software and service companies 
in India report that the quality of engineering and computer 
science education is sufficiently bad in their country that they 
consider only about one of every four engineering graduates 
employable.
	 Notwithstanding these mixed signals, I believe the broad 
trend in graduation numbers matters and should give us 
pause, for two very simple reasons. First, we must compete 
in the global economy, while simultaneously maintaining our 
American standard of living. This is a daunting challenge. 
Second, I believe that prospering in the Knowledge Age 
requires people with knowledge, much of it relatively deep 
in the areas of science and engineering. So we must closely 
monitor trends and not base decisions just on our current 
position or where we have been. The important question is 
what happens to the next generation. What should we do now 
to prepare young people for their personal and professional 
lives in the future?

THE IMPORTANCE OF LOCATION

	 Much of the debate in the popular press and in politics, 
and certainly in our own profession, has to do with location. 
For example, if we think very broadly about industrial R&D 
and innovation and the importance of location, there appear 
to be two camps out there, as one might expect. The first 
says, fundamentally, that location does not matter any more 
and is going to matter even less in the future. This view has 
been popularized and communicated extremely effectively 
in The World Is Flat by Thomas Friedman (2005). His basic 
view is that the Berlin Wall came down in 1989, but Micro-
soft Windows went up; and one day we woke up and found 
that $1.5 trillion worth of optical fiber had connected all of 
us around the world. The interesting story behind that, of 
course, is that most of the businesses that laid the fiber failed, 
and some of their managers are sitting in jail. Nonetheless, 
we ended up connected in a way that we could never have 
imagined. Friedman goes on to say that globalization has ac-
cidentally made Beijing, Bangalore, and Bethesda next-door 
neighbors, and many jobs are now just a mouse click away 
from anywhere.
	 There is another camp that tends to take the position that 
location does matter. While I am not sure Michael Porter 
would appreciate me viewing him as a representative of 
one end of this discussion, because he is a very broad and 
thoughtful person, he has built a very powerful case over the 
years about the importance of regional innovation clusters in 
the United States and elsewhere. These clusters are group-
ings of industries related to one another, and their proximity 
and interaction leads to an accumulation of human capital, 
expertise, synergy, communication, and so forth.
	 The importance of proximity to universities for small 
companies and corporate laboratories is well established. Not 

only do universities often spawn new enterprises, but they 
also tend to play a very important role in bringing people 
together, in effect forming a centroid for the boiling and 
perking that leads to the development of small, technology-
based companies.
	 Another factor that is not mentioned so much is that ven-
ture capitalists often prefer working in a small region where 
they know everybody and can stay close to the companies 
they invest in as they build their networks.

Manufacturing Migration

	 My own view is strictly middle of the road, namely, that 
both camps are correct in that there are some aspects of glo-
balization that make location less important and some that 
make it more important. I will start with one obvious trend, 
what I will call “manufacturing migration,” or the idea that 
many industries, particularly industries that manufacture 
products, may first develop in the United States, but then 
migrate to, say, Taiwan and then, perhaps, to Korea, to 
China, to Vietnam—and who knows where next? One of the 
questions before you is whether this migration is inevitable. 
What are its pluses and minuses?
	 Whether or not migration is inevitable—and I suspect 
that it is—it is serious business. Just a few factoids here 
(COSEPUP, 2007; Palmisano, 2006):

	 •	 Between 2000 and 2003, foreign firms are estimated 
to have built 60,000 manufacturing plants in China.

	 •	 In 2004, chemical companies closed 70 facilities in the 
United States and tagged 40 more for shutdown.

	 •	 Of the 120 major chemical plants currently under con-
struction, at least as of about two years ago, one was 
in the United States, and 50 were in China.

So good, bad, or indifferent, manufacturing migration is 
happening.
	 What does this mean for the quality and quantity of jobs 
in the United States? What are we really losing and gaining? 
In the brief period from the beginning of 2000 to the end of 
2002, it is estimated that about 400,000 jobs in IT manufac-
turing were lost in the United States (PCAST, 2004). While 
overall employment in U.S. manufacturing declined by 6 
percent between 1997 and 2001, employment in computer 
manufacturing declined by 20 percent.

Changes in Innovation and R&D

	 Consider the evolution of U.S. corporate innovation and 
R&D over the past several decades. We might think of the 
1970s as the golden age of corporate research laboratories, 
some of which still exist, generally in rather different forms. 
The key point here is that corporate R&D labs of that era not 
only generated new ideas for their own companies, but also 
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contributed enormously to the science and engineering com-
mons by virtue of publications, participation in meetings, and 
collaborations with universities and each other.
	 In the 1980s, due to the near-death experiences of many 
segments of U.S. industry, the R&D function was dramati-
cally transformed and was largely absorbed into product de-
velopment. This was necessary, because it enabled a number 
of our companies not only to survive, but also to prosper, 
at least for a period of time. But this trend did represent a 
change in the U.S. innovation landscape, as corporate labs 
became less active as sources of non-proprietary ideas.
	 In the 1990s, of course, having largely turned away from 
longer term R&D, although there are obvious exceptions 
here and there, many of our large companies began acquir-
ing their innovation rather than carrying it onboard, by, for 
example, purchasing high-tech start-ups.
	 One indicator of this trend is provided by Robert Lucky, 
who plotted the affiliations of authors of papers published 
in the IEEE Transactions on Communications by percentage 
(Figure 3). In 1970, the vast majority of papers were actually 
written by computer scientists and engineers working for 
U.S. companies, with only a small percentage authored by 
academics. This has shifted and changed in two directions. 
The percentage of authors from both U.S. and non-U.S. 
industry, at least in this field, has declined to almost nothing 
these days. This has been accompanied by a rise in author-
ship by academics, with academics outside the United States 
now slightly ahead of U.S. academics.
	 So, with migration between countries and shifts in the 
roles of companies and universities, the innovation landscape 
is changing. The question is why. There are some very basic 
reasons—economics and wage rates, the availability of the 

Internet and the World Wide Web, and tax and trade policies. 
However, the fundamental reason is that innovators and the 
innovation system are just reacting to the increased speed 
and complexity of business, technology, and markets.
	 Figure 4 makes this point. If you go back to the introduc-
tion of the automobile around the beginning of the twentieth 
century, it took essentially a lifetime from the first marketing 
of this product to the point at which it had reached 25 percent 
of the U.S. population. For the telephone and then the radio, 
it took something on the order of a professional career for 
a similar diffusion. In the case of the World Wide Web, it 
took, astoundingly, only about eight years to reach a quarter 
of the U.S. population. So things certainly are speeding up.
	 Stuart Feldman at IBM put together a chart confirming 
something we all probably know (Figure 5). In 1800, virtu-
ally everybody in the United States worked in agriculture, a 
sector that now accounts for an almost immeasurably small 
share of our employment. Manufacturing rose but has now 
declined, being replaced very rapidly by services, particu-
larly services based on information technology.
	 Population and development are also shifting regularly. 
A paper from Goldman Sachs a year or two ago estimated, 
in just one decade, about 80 percent of the world’s middle-
income consumers will be living in nations that we currently 
consider to be outside the industrialized world (Wilson and 
Purushothaman, 2003).
	 In addition, consider two facts. First, people everywhere 
in the world are smart and capable, and when given the op-
portunity, they will do amazing things. Second, the Internet 
and the World Wide Web are major democratizing forces 
that have opened up opportunities and possibilities for people 
who may not have had them before.
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FIGURE 3  Percent authorship of papers in IEEE Transactions on Communications. Source: Lucky, 2006. Reprinted with permission.
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FIGURE 4  Why everyone is in a hurry. Source: Charles M. Vest (compiled from NSB, 2006).

New Business Models

	 If we add all these trends together, we can see why people 
are thinking about new models of conducting business. One 
example is the concept of open innovation that has been 
popularized by Henry Chesbrough of the Harvard Busi-
ness School. He points out that companies increasingly find 
they have to reach beyond their own boundaries—perhaps 
beyond their own countries, perhaps even into competing 
organizations—to find the people who do particular things 
best, where the best ideas originate. Companies have to reach 
out, grab those people, and somehow bring them together. 
This has stimulated debate in the business world because of 
issues about licensing, partnering, joint-venturing, and so 
forth. But, clearly, some form of openness is developing in 
our innovation system.
	 More recently—and more radically—Sam Palmisano, the 
CEO of IBM, traces the history of corporations over the last 
two centuries and asserts that we are now shifting away from 
the model of the multinational corporation to what he calls 

the “globally integrated enterprise.” That is increasingly the 
way his company and many others are being run. Globally 
integrated enterprises are driven by globally shared technolo-
gies and standards and linked by information technology, 
and their focus is shifting from products to production. New 
borderless strategies, management, and operations for inte-
grated production and value delivery are being developed.
	 So life, and innovation, today are not simple. Take the 
recent example of Sony and Toshiba in Japan, which excel 
at conceiving, designing, and building computer games for 
young people. IBM, based in the United States, excels at 
designing and manufacturing sophisticated chips. Those 
companies got together and, in Austin, Texas, developed 
new processors designed to drive the next generation of com-
puter games. Then, a few weeks ago, Los Alamos National 
Laboratory ordered what will probably be the world’s largest 
supercomputer based on these chips, which were designed 
for the gaming industry.
	 Those of you who have a few gray hairs will remember 
the furor a decade or two ago in this country when someone 
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attempted to buy a Japanese Fujitsu supercomputer to use for 
government-sponsored research. We have come a long way 
when the Japanese game-chip industry ends up driving Los 
Alamos’s most advanced computer.

THE GLOBALIZATION OF HIGHER EDUCATION

	 What does this all this mean for education? Let’s look at 
how the research university has evolved over time and how 
it has globalized. We begin in the nineteenth century with 
Humboldt University in Germany, which developed the 
model of the research university as we know it. That model 
was transplanted in the United States with Humboldt rather 
directly inspiring Johns Hopkins University. In the second 
half of the nineteenth century and first half of the twentieth 
century, Berkeley, Stanford, Michigan, Illinois, and others 
began to adopt, and adapt, the research university model. 
Institutions such as MIT, RPI, Caltech, and so forth took the 
model in a somewhat different direction.
	 Then, in the 1960s and 1970s, this model was literally 
transplanted into India through the founding of the IITs (In-
dian Institutes of Technology). In my view, the development 
of IITs over the past 50 years is one of the most amazing suc-
cess stories in the world. In 2006, the European Union started 
to establish EIT, the European Institute of Technology. We 
do not know how the EIT will develop, but it is interesting 
to note that Germany and, indeed, Europe are in the process 
of re-importing the very research university model they first 
sent to us.
	 So that was Research University Globalization, Part I. 
Part II encompasses three trends. First, some institutions are 
establishing a physical presence in other countries. Many 
U.S. universities are either opening or have opened campuses 
abroad, primarily to give their students a different perspec-
tive and different experiences. In addition, laboratories, 
research facilities, medical schools, and other operations are 
being opened in Singapore, the Middle East, and elsewhere. 
Some of these are already being dissolved!
	 A second trend is that strategic alliances are being built 
among universities around the world. This is an old tradition 
in basic sciences, such as physics, but somewhat newer in 
a lot of other areas, including engineering. The Cambridge-
MIT Alliance is a good example.
	 The third, and perhaps most interesting and exciting 
trend, is virtual presence, which tends to take two different 
forms. There is a big argument going on about which is best, 
although there is probably room for both. One is distance 
education, both synchronous education—for example, the 
MIT-Singapore link using Internet2 to conduct classes that 
we conceive of as occurring in a big room, half of which 
is in Cambridge and half in Singapore—and asynchronous 
education through various Web-based tools.
	 The other form of virtual presence is the open-content 
movement, which I believe represents the emergence of a 

new meta-university, a platform on which institutions all 
around the world can share teaching materials, information, 
methodologies, and so forth. Educators can pick and choose 
and shape the best material from everywhere and integrate 
it in ways that fit the local context. In addition, there is a 
growing number of experiments out there in telepresence, the 
ability to operate laboratories from a distance, particularly 
from poorer parts of the world, running expensive educa-
tional laboratory equipment in wealthier states.
	 The next development I will call Research University 
Globalization, Part III. A lot of groups are beginning to 
work together and think about the best way to educate and 
prepare our engineers for the coming century. One example 
is a study sponsored by Continental AG that has been going 
on for about a year now called Global Engineering Excel-
lence: Educating Engineers for the 21st Century. The study 
involves faculty members from ETH Zurich, Georgia Tech, 
MIT, Shanghai Jiao Tong University, Technical University 
of Darmstadt, Tsinghua University, E.P.U. Sao Paulo, and 
the University of Tokyo. Thus excellent minds representing 
several continents, several approaches, and some of the best 
engineering schools in the world can think together about 
the nature of the curriculum and the experience we owe our 
students.
	 To summarize, a number of things are going on in the 
globalization of higher education. I do not think it is a matter 
of which approach wins, but we will see which approaches 
succeed—propagation/emulation, overseas campuses and 
facilities, multinational alliances, distance education, the 
meta-university (or, as those in industry prefer to call it, 
“digital convergence”), or plain old-fashioned redefining of 
our curricula and goals for globalization.

LOOMING PROBLEMS

	 I leave you with the thought of some real policy clouds 
looming over globalization. First, there are serious unre-
solved issues about the control of “deemed exports.” A 
deemed export, of course, means that an export license is 
required when sensitive information is shared with a non-
U.S. citizen in a research context. We have to resolve this 
issue. Second, although great improvements have been made 
in visa policies, there are still problems with the issuance of 
visas by the U.S. government, particularly for short-term 
visitors, scholars, participants in joint research and technical 
meetings, and so forth.
	 A third looming issue that must be approached carefully 
is overdependence on foreign graduate students. I think one 
of the greatest absolute strengths of this country is that won-
derful, bright young men and women come to us from all 
over the world, and I am fully behind as much openness as 
we can have. At the same time, we must educate more U.S. 
citizens in science and engineering and encourage them to 
contribute at advanced levels.
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CONCLUSION

	 I believe we are the most innovative nation on the planet, 
and we still have the best research universities in the world. 
We are still the king of the hill in R&D in most fields. We 
have these comparative advantages—a strong science and 
technology base and a free-market economy built on a sub-
strate of democracy and freedom.
	 But I leave you with this paranoid thought. The enemy I 
fear most is complacency. We have work to do in this coun-
try. I very much look forward to hearing your thoughts and 
what you can learn and teach us all about the real, evolving 
nature of globalization.
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Keynote Talk on the Globalization of Engineering
Robert Galvin

	 I have with me Mayflower: A Story of Courage, Commu-
nity, and War, a book by Nathaniel Philbrick that takes us 
back 350 years. It’s a pleasant book if you like reading light 
history. In it, Philbrick tells a story about our predecessors 
that was almost prescient about the reason for this meeting. 
Here are the three sentences most relevant to our subject:

Governor Bradford was disheartened when he learned that 
Brewster, Winslow, Myles Standish, and John Alden had 
left Plymouth and moved further north. He was particularly 
disheartened because the new towns being established there 
were doing better than Plymouth, which had fallen on hard 
times. Bradford noted that the problem was mainly the shal-
low anchorage in Plymouth harbor, which doomed it to even-
tually becoming the poorest of the New England colonies.

	 New England has been at the center of our industrial his-
tory. Historically, it was the center of great development, and 
it still is. People like Chuck Vest and others have continually 
renewed that community and will probably do so for the next 
100 years. But look what’s happened in the country over 
the last 75 to 100 years. Industry that was centered in New 
England moved, first a little bit, to the Midwest, then farther 
west, some to the Southwest, some to the South. With each 
move, there were dislocations—disruptions to our comfort 
zone—and many people were terribly upset. Why couldn’t 
everyone just stay where they were and things remain as they 
used to be?
	 In effect, the Pilgrims began “onshoring” by moving north 
and inland from Plymouth. Offshoring—a fascinating new 
term—is a significant word, for it represents opportunity and 

movement. But it does not spell “inevitability.” My message 
is, among other things, that we can still do things of great 
significance in the 50 states of the United States. Chuck, in 
effect, challenged us to do so at the end of his excellent talk. 
Change is an old story in the United States that will surely 
continue. But our mobility alone still offers expansive pos-
sibilities and will continue to be a vitalizing phenomenon.
	 We can do things to affect the offshoring situation. I 
started in business in 1940 and worked for exactly 50 years 
in our company. During that time, in an honorable way, we 
changed the rules of the game we played, its governance and 
industry affairs, in all kinds of ways, thereby influencing our 
neighbors. My message today is that we can do many things, 
if we are courageous enough, if our backbone is strong 
enough, to change the rules as we go along. In particular, we 
can establish rules for the new things we should do, which I 
will illustrate in just a moment. We can influence policy on 
foreign trade—what goes out and what comes in. I spent a 
lot of time on that in the past, and we showed that we could 
increase our sales of U.S.-made products in overseas mar-
kets. One of the largest producers of cell phones is our plant 
in Arlington Heights, Illinois, which is as competitive as any 
plant in the world.
	 We can, and should, invest integratively. All the things 
Chuck talked about had a component of significant invest-
ment. If we put something in Scotland, it should be in har-
mony with what we have in Austin. It is very satisfying for 
me to observe that, when the brilliant people at SEMATECH 
encountered problems, they could find a solution in one of 
our laboratories—in Scotland or Toulouse or Angers or 
Germany or China.
	 People who are multinational in their living are coopera-

 Robert Galvin is Chairman Emeritus of Motorola Inc.
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tive. They do things in a centralized way with family institu-
tions. Motorola began offshoring to improve its service to 
customers, and most of our thinking and planning has to do 
with serving our customers. With that emphasis, we come up 
with some rather conventional but very bright observations. 
Our goal then becomes assembling a team of people to serve 
that customer. If that means we need a factory in Toulouse, 
France, then that’s where we go. For the factory in Toulouse, 
France, to be successful, we need a hometown boy (someone 
from Toulouse, or at least from France) to run it. There are 
a lot of fundamentals involved.
	 To ensure that we become a very significant servant to our 
customers, we do what we have to do anywhere in the world. 
There are places that are still untouched and at least two 
continents in this world that are virtually unsettled. There is 
no middle class in South America, Africa, or most of China. 
Nine hundred million people live way below the level of the 
middle class. We have an anthropological responsibility over 
the next 50 to 100 years to change human relations so that 
there will be significant middle classes in the other half of the 
world. When they are tuned in to the opportunities available, 
they will become, first, very significant customers, and then, 
very good servants to customers (i.e., competitors).
	 Here at home we can do things better, too. We shouldn’t 
be afraid to move around in our own country. I remember 
when Mark Shepherd from Texas Instruments called me 
and said, “I hear you’re coming to Austin. Don’t you realize 
all the problems are here? You don’t want to do that.” But 
I knew Austin was a good place to go, that it would be best 
for our people. It was where they wanted to live, where their 
families could prosper, where the team worked best together. 
With enough flexibility, you can move your operations 
around in this country—not just offshore. We must move 
to create change, if that’s the best way to pull our people 
together.
	 I am now going to take advantage of this distinguished 
audience and tell you about three things I’m doing privately 
that are about to become public, and I think they will have 
significant consequences in our country. Chuck has said we 
have to be bold, make changes, do things that will make a big 
difference. This means not just designing next year’s product 
line. I offer three examples where teams of experts like you 
might do even better than I.

The Galvin Electricity Project

	 The first is a project to revolutionize and “re-found” the 
electric power industry. We waste 40 percent of our energy 
just delivering electricity by wire around the country. Most 
of these systems break down somewhere two or three times 
a year. But this can be changed. I have felt for some years 
that there should never be an outage, that we should never 
be disadvantaged because things go wrong in the electric 
power system. Over the last couple of years I have met with 
hundreds of experts like you and put together a plan that 

will be made public sometime after the first of the year. The 
plan is already on the Web, but it will be publicized more 
effectively in the first part of next year.
	 The plan is essentially a distributed system that involves 
mostly onsite generation, thus making delivery unnecessary. 
I’m not going to describe it in detail, but it has already been 
through an extensive review and assessment process, and we 
are now moving to prototyping. This very significant digital 
system—with automation, instrumentation, self-correction, 
new forms of storage, et cetera—is part of the Galvin Elec-
tricity Project.
	 As a matter of fact, this is going to be a business of interest 
to those of you who are entrepreneurs. It’s not my business, 
and I’m not investing in it. I am investing in the ideas and 
then opening the business to everyone on the open-market. 
People can start a business in their region or their town or 
go national if they want. We already have quite a few active 
thinkers and investors ready to move ahead.
	 Making this kind of change will take a couple of decades 
to become manifest in the country. With the Galvin Electric-
ity Project, we are well on the way to completely changing 
the way the electricity industry provides power. The change 
will require that many new engineers do many different 
things—in the United States. This low-cost system will bring 
great benefits to our citizens and increase the efficiencies of 
manufacturing and of services.

The Galvin Project on Eliminating Congestion

	 The second project, which is called the Galvin Project 
on Eliminating Congestion—and I do mean “eliminate”—is 
also moving ahead. This operation was born of my personal 
conviction that all cities will die by 2050 unless we make 
drastic changes. The project is not public yet, in the sense 
of having government step in and help us, but I have con-
vinced a large number of experts in the traffic-management 
field—technical, business, model systems, et cetera, and 
some public officials—of this. It’s a cardiovascular prob-
lem. The arteries are clogging up and will be clogged up 
completely soon, creating total gridlock. This may sound 
heretical, but many experts now agree and will be publicizing 
this prediction.
	 As a consequence of congestion, property values will be 
severely degraded. Things being built in Chicago’s down-
town or around the Chicago region will be worthless in 45 
years because people won’t be able to get to them. There 
will be no accessibility. Every ordinary citizen knows this, 
although some experts say, “Oh, no, it won’t be that way.” 
But ask your neighbor’s wife. She knows it. And your neigh-
bor who has trouble getting to work knows it.
	 We can avoid this tragedy through a surgical process. 
People are already thinking about and designing what I call 
“Lego sets,” that is, overpasses that can be installed, in just a 
few weeks, in very congested intersections with difficult traf-
fic patterns, enabling traffic to pass over the congested area. 
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This will require significant new engineering contributions 
from the construction industry. Our cities will be networks 
of tunnels. Tunnels will crisscross Chicago, New York, Los 
Angeles, Albuquerque, Beijing, et cetera.
	 We are not making a lot of public fuss about how we are 
going to “popularize” this concept. We are going to convince 
our friends in China first, because the Chinese have the au-
thority to do this in their cities. That authority is not as readily 
available in our democratic society. My son will be giving 
a presentation in a few weeks when he goes to China for a 
meeting at a university where he is a trustee. So, we will be 
publishing our first document in Mandarin and giving it to 
the Chinese before Christmas. The document will explain 
how they can eliminate congestion in about 120 cities with 
large numbers of tunnels.
	 The business model will be a toll business, and we expect 
there will be tremendous competition internationally to win, 
in effect, the right to collect tolls in a given section or a given 
city. I imagine that there will also be a dramatic number of 
technical achievements as people learn how to build these 
overpasses and tunnels, much like what happened with the 
introduction of the cellular telephone. When we announced 
the cellular telephone about 25 years ago, AT&T wasn’t 
ready for the change. Neither were the Japanese. Almost 
every husband we ever talked to said, “Well, that’s a very 
nice thing to have. I think I might need one in my business. 
But I won’t let my wife have one, and I’m not going to let 
my children have them.” But who has cellular telephones 
today, at almost no cost?
	 The people in this room, and your engineering associ-
ates, have a great talent—the ability to take the essence of 
an idea and refine it. In the process, costs will go way down, 
and services will become remarkably reliable. By 2030, a 
new transportation system will be evident, a system that was 
formed well before that. I assure you that if it’s not done by 
2035, the new Trump Building in Chicago will begin losing 
value. But I think we can convince the American people, and 
the American leadership, that they must go to a radically new 
system to prevent the death of cities.

Science Road Maps

	 Finally, I want to bring up an issue I have talked about 
often but have never been able to sell, although I think the 
concept is fundamental. About 35 or 40 years ago, after 
one of many days per week spent in our laboratories—I 
frequently spent time with our bright, young people, who 
were always giving me ideas that had never gotten to the top 
of their divisions—I said, “We will have road maps.” And I 
drew an XY chart and put some lines on it. Even our bright-
est, top people who happened to be sitting in that room that 
afternoon couldn’t grasp what I had in mind.
	 I didn’t have a clear idea of how to present my idea, but I 
knew what the end objective was. I told them I’d be back in 
six months for the first meeting on road maps and that they 

had better have a damn good story to tell about their plans 
for the future, in immense technical detail, or there would be 
a radical change in the organization. Three people picked up 
on the idea and designed engineering road maps for our com-
pany that led to dazzling results in our product-development 
programs for more than three decades.
	 We discussed the idea of industry road maps with Ian 
Ross, who was then heading a commission in D.C. studying 
the semiconductor industry. Finally, I convinced him to sup-
port the concept of engineering road maps for that industry. 
We worked together to develop road maps on pre-competitive 
ideas, all the ideas that engineers could come up with. Today, 
I think we are in the 9th or 10th edition of biannual technol-
ogy road maps for the industry that have done a giant job, 
particularly at IBM, which was one of the companies that 
helped us develop the road maps.
	 Road maps for technical management are far more useful 
than many science and engineering people realize. I know 
some top science people rather intimately, which gave me in-
sights as to what they were thinking. I told them there should 
be science road maps—a chemistry road map, a physics road 
map, and so forth. About 10 years ago I saw Dan Goldin at 
a party one evening, and I asked him, “What does NASA 
think about road maps?” He said, “We’ve got the most dis-
tinguished road map on biology you can imagine.” I asked, 
“Why biology?” He said, “We have to figure out where we’re 
going. We have to know it to the essence.” So I sent our team 
down to see what the NASA biology road map looked like.
	 But I have failed to convince laboratories, universities, 
this distinguished institution, and the overall National Acad-
emies, to adopt and promote science road maps. A few people 
have tried them, but, like many new ideas, they get lost if they 
are not directed by an enthusiastic head person. I was able to 
do it in my company, where I was at every technology road 
map meeting for 10 years.
	 This time around I’m going to succeed, and I’ll tell you 
how. I have discussed road maps extensively at home with 
one of my grandsons, a sophomore at Harvard studying phys-
ics. After he and Leon Lederman (a wonderful man, very 
intelligent, who looks down his nose at my ideas on science 
road maps) and I had spent a number of hours together talk-
ing six or eight weeks prior to this meeting, my grandson 
came to me and said, “Grandpa, we’ve started these conver-
sations by you saying the first thing we must do is talk about 
how we think. We have to know how to think in a process 
way about creativity, and we must never think negatively 
about an idea until time for judgment comes. I have an idea, 
and I expect you to accept it.” I said, “I do.” He said, “How 
would you like me to lead the science road map parade?” I 
said, “William, that’s a statement of genius.” I called Leon 
Lederman and asked him what he thought of the idea. He 
said, “I’ll work with him.” Now when I talk to people who 
run great institutions, they say, “Oh, my God, we have to get 
a couple of our kids on this road map committee.”
	 To write a road map, you have to bring together 100 or 
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150 people in a big room, a big ballroom someplace, and for 
two days, just put out ideas. One idea begets the next idea, 
and so forth, and off we go. So starting from his position as 
a “matriculator,” William is going to start recruiting a friend 
at Caltech. We have contacts at Texas, and I wrote to Donna 
Shalala at Miami a couple of days ago, because she’s strong 
on women scientists. We are going to recruit 40 or 50 young 
people at the regular college level—we are not going for 
postdocs yet—and let them start to write physics road maps. 
I think they will have a pretty good idea as to what that road 
map should be by the end of this year.
	 We are not thinking in terms of urgency. I see this as a 
program that will grow gradually over 10 years. About two or 
three years from now, the students who are active in my road 
map program will be learning more from their road mapping 
experience than their courses for general matriculation.
	 I have also taken the idea to Jiang Zemin in China and to 
top people in Israel. I said, “Why don’t you embarrass the 
United States? Why don’t you write the road map?” But the 
Israelis have been muddling around with the idea. But now, 
through our youth, we are going to excite a science road map 
program, eventually with international membership in our 
road map workshops.

Conclusion

	 We are going to accomplish all three of my blockbuster 
changes. We are on the cusp of taking on the first two, 
changes in energy distribution and the elimination of conges-
tion. In three or four years, someone like a Chuck Vest will 
be saying, “Let me tell you about that program with the col-
lege kids writing road maps. They’re actually making some 
progress.”
	 We will draw the geniuses back in. I talked to Jim Cronin, 
a Nobel scientist working in Argentina, eventually in Utah, 
on the Pierre Auger Project, cosmic rays, et cetera. He said, 
“I don’t understand what that’s all about, but I wish I was 
under 75. I’d like to be a part of that team.” So I think we are 
going to excite people about science road maps also.

	 As I said before, these are things we can do in America. 
You don’t have to go offshore, but the things you do will 
have a tremendous impact offshore. Great things can be done 
with your next project. I just have three ideas, and I’m pursu-
ing them on my own, recruiting people to meet for extended 
periods of time to come up with practical ways to make them 
happen. Where are your ideas, the fourth or the fifth or the 
ninth? They would be so welcome! You have the technical 
talent to lead the way. I respectfully suggest that tremendous 
things could be done here.
	 Let me end with one odd comment that’s not obviously 
related to this agenda. Bill Spencer and a few marvelous 
academics were on a committee that put together the Galvin 
Report, at the invitation of the federal government, on how 
the U.S. Department of Energy laboratories could be more 
effective. I came up with a heretical idea that government 
laboratories should be privatized (none of the other members 
was too keen on it, but I had the authorship, so I got it into 
the report).
	 The details are simple and not worthy of comment here, 
but that’s the kind of thing that has to happen to bring Amer-
ica back to greatness. We have to privatize the laboratories. 
IBM can’t afford a total laboratory. Nor can AT&T. But we 
could figure out a way to privatize those 10 government labo-
ratories. The idea is still being talked about in Washington, 
but the current Congress hasn’t got the stomach for those 
kinds of things.
	 Nevertheless, these are the kinds of things I have been 
changing for over 50 years. I changed the constitution of 
Ireland and the economy of Israel and moved them away 
from socialism. I gave Jiang Zemin an idea that had to be 
implemented in China to keep it from failing. He bought it, 
and brought my company in as a private-sector investor. For 
a long time, we were the largest foreign investor in China. 
With Bob Strauss and Akio Morita, I opened the Japanese 
market. It takes only two or three people to do these things. 
The minority always has to push things through.
	 The people in our industries can think great things and do 
great things.
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Software-Related Offshoring1

Alfred Z. Spector

	 I’ll begin with four rather simple observations about soft-
ware. Although they are simple, I believe they are important 
to any discussion of software-related offshoring:

	 1.	 There is a global leveling of opportunity in the soft-
ware field.

	 2.	 The software field is very large, and its subcomponents 
include many diverse practices and skills.

	 3.	 Terrific opportunities for innovation in software re-
main, and demand for software should increase as 
prices decline and innovation continues. Economists 
would say there is both high-price and high-innovation 
elasticity of demand.

	 4.	 As applications of information technology continue to 
increase rapidly, they provide increasing opportunities 
and reinforce the centrality of software to science, 
engineering, and, indeed, society at large.

	 To illustrate some of these points, I will continue with a 
brief description of some offshoring activities by IBM, where 
I was recently vice president of strategy and technology for 
the IBM Software Group. Then I will talk about the impli-
cations of offshoring for growth in the software field, the 
impact of diversity in the software industry on the potential 
competitiveness of different populations, the importance of 
the software industry to our society, and—finally—that the 
United States cannot expect to dominate the software indus-
try they way it once did.
	 I will then propose three possible scenarios for the future. 

In Scenario 1, although offshoring continues, the United 
States retains its dominant role in many segments of the soft-
ware field as a result of the differentiation I mentioned above. 
In Scenario 3, I present a worrisome picture of accelerating 
migration of software jobs overseas as talent in the United 
States dries up, perhaps the result of an expectation-driven 
downward spiral. In Scenario 2, I describe an intermediate 
situation in which many traditional programming-related 
jobs migrate, but high-value growth both in the field and 
around its periphery is sufficient to sustain the industry in 
the United States.
	 Finally, my primary conclusion is that we must attend 
to the talent available in the U.S. labor pool. It seems 
self-evident that unless we have a sufficient number of 
enormously talented individuals, whether U.S.-born or im-
migrants, who have been given the best training in the world, 
we will gradually drift toward Scenario 3. I also briefly men-
tion that we must vigilantly protect the laws and economic 
structures that encourage continuing investment in both new 
research and novel businesses that generate the opportunities 
on which we will depend.

MESSAGE 1: WORLDWIDE LEVELING

	 To introduce my first observation about the global lev-
eling of opportunity, I’ll tell you a personal story. In the 
summer of 1973, at the end of my freshman year at Harvard 
College, I got a programming job at Harvard. I recall viv-
idly one particular morning, after I had pried myself out of 

 Alfred A. Spector is a consultant and former vice president of strategy 
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bed early in the morning and headed off to the then-extant 
Harvard Aiken Computation Laboratory to write and debug 
code, I found myself the sole user of the Harvard PDP-10 
research time-sharing computer. This was my reward for 
getting up before 5:00 a.m.
	 The PDP-10 ran at roughly 400,000 instructions per sec-
ond. It had less than half a megabyte of memory and a few 
megabytes of disk storage; we used small magnetic tapes, 
called DEC tapes, for all long-term storage. Even in that 
early era, the Harvard PDP-10 was networked with a few 
other computers via the ARPANET, the predecessor of the 
Internet. In fact, in my work I regularly accessed computers 
at MIT and Carnegie Mellon. At the time, I didn’t know how 
much the PDP-10 cost. However, I did a little research for 
this presentation, and I believe that it would have cost about 
$2 million in today’s dollars.
	 In addition to pursuing my debugging work, I remember 
my mind wandering and contemplating my career options. 
At the time, I was considering going into economics and 
journalism, but I was also thinking about computer science. 
That early morning I do remember explicitly thinking about 
the comparative advantage I had as a student at a U.S. uni-
versity, capitalized by my very own PDP-10 (at least at 5:00 
a.m.), and thinking about all the folks in Europe who had 
minimal computational access (note that Europeans used to 
do much less hands-on computer science because of this). 
At the time, I never even considered India and China as hav-
ing any software capabilities. I believe my unquestionable 
comparative advantages impacted my career choice.
	 Almost 35 years later, the contrast is clear. Modern com-
putation and networking are four to five orders of magnitude 
better, cheaper, and more ubiquitous than they were then. 
And most necessary information is on the Web. Take just one 
example: MIT’s plan to put most of its instructional materials 
on the Worldwide Web. Even machine translation is making 
some progress making information available in multiple 
languages. Thus leveling of opportunity is undeniable.
	 This leads me back to my first observation. A U.S. student 
going into the field of computer science today does not have 
as great a comparative advantage as a student even 10 years 
ago. This is not a reason to avoid computer science and soft-
ware, but it is important to recognize that the U.S. advantage 
has decreased.

MESSAGE 2: A VERY DIVERSE FIELD OF ENDEAVOR

	 The second point I want to make is that “software” or “in-
formation technology” is not one large, coherent, aggregated 
profession, but is instead a very diverse field. This is partly 
because it is a very big field—more than a trillion dollars 
are spent on software worldwide (in aggregate). To illustrate 
this diversity we can look at four different “cuts” across the 
variety of activities in and around software (Figure 1).
	 The first cut considers software from the vantage point of 

software production. Here are some aspects of the process, 
although not all of the elements I’ve listed are applicable to 
all software production:

	 •	 conceptual work as a basis for deciding what can and 
should be done

	 •	 competitive analysis to determine how to succeed in 
the market

	 •	 work on requirements as a basis for making a formal 
decision about what a program must do

	 •	 various perspectives for considering the design of a 
system:

		  –�the human interface
		  –�the security of operation
		  –�the robustness of operation in the presence of faults
		  –�other factors
	 •	 development of the high-level design of the major 

modules and information structure of a program
	 •	 the low-level design of individual modules
	 •	 coding
	 •	 porting to alternative platforms
	 •	 formal and informal verification
	 •	 testing of components, modules, and systems
	 •	 evaluation and tuning of performance
	 •	 intellectual property protection and licensing
	 •	 development of documentation/information and 

national language support
	 •	 packaging and delivery
	 •	 project management

Undoubtedly, many more activities could be added to 
this list.
	 The second cut across the field, the application domain of 
software, influences development processes in many ways. 
Systems software (e.g., operating systems, database manage-
ment systems, server infrastructure, middleware) that run 
continuously have different requirements, such as robustness 
and scalability, than tools that are executed and re-executed 
periodically. Packaged applications that are sold to numer-
ous customers have different requirements (e.g., significant 
expertise requirements in the huge number of potential ap-
plication domains) from programming tools, although they 
must still be of use to a variety of customers within a par-
ticular industry or problem domain. Custom applications for 
one or a few uses or customers may be considerably easier 
to develop because they require less generality, and there 
is, therefore, less of the combinatorial explosion that makes 
packaged software so expensive. These different types of 
applications also require significantly different production 
methodologies.
	 Even in each of these application areas, there are many 
approaches to developing software:

	 •	 The traditional waterfall method is a common baseline, 
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but as requirements and designs are refined, every step 
might need to be revisited requiring cycles in develop-
ment processes.

	 •	 Interest in modular assembly (e.g., web service-based 
development or previously object-oriented tech-
niques), with its greatly reduced emphasis on new 
coding, is increasing. The newest incarnations are 
“mash ups,” connected groupings of reusable com-
ponents that provide a new function, often intended 
for a modest-sized audience. Simplicity of assembly 
is the focus, and success is based on the existence of 
a massive, society-wide capital plant of increasingly 
modular components, such as maps, calendars, group 
bulletin boards and editors, etc.

	 •	 Open-source techniques have been remarkably effec-
tive for creating good software. To the amazement 
of some, volunteer groups in modest organizational 
structures, often using many preexisting software 
components, are proving adept at developing quality 
software.

	 There is no agreed-upon standard methodology for creat-
ing software (and there may never be); so software devel-
opment is not amenable to rigid standardization. Creating 

software-development organizations is not like designing a 
semiconductor fab, for which one can create a design that 
can be cloned in whatever locations have the most favorable 
cost or regulatory structures. Software development is too 
variable for that.
	 Finally, the last cut attempts to capture the important 
interactions with the world around software including other 
items that go into the software life cycle. For example, one 
cannot undertake the automation of a medical procedure 
without understanding the impacts of failure, FDA require-
ments for proof of safety and efficacy, and much more. 
Automation strategies, the creation of business models for 
supporting software, an understanding of the management 
of holistic systems in which software will operate, and an 
increasing focus on risk and compliance management must 
all be considered part and parcel of the software field.
	 I suspect that with more time and thought we could 
fill out and enlarge this multidimensional matrix in each 
dimension.
	 We can conclude, however, that software is a very diverse 
field. Thus, when we consider offshoring, we must remem-
ber—and this is my second message—that there is great 
variability in software objectives, job types, and practices 
around the world. Thus, even if a population somewhere 
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FIGURE 1  The diversity of software activities.
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becomes very, very good at one aspect of software, the 
field is so diverse that it is unlikely that population, or any 
population, will be very, very good at everything. If, when 
we think “software” we think only “coding,” we miss the big 
picture.

MESSAGE 3: UNBOUNDED OPPORTUNITY

	 My third message is that software offers unbounded op-
portunities. I emphatically disagree with those who say that 
software opportunities are fading away and that the bloom 
is off the rose. Software is a synthetic discipline for creat-
ing the logic to encode virtually anything! Software is also 
operational in the sense that it is a constructive synthesis that 
generates useful entities that work and produce value. The 
target domain for software is broader and more varied than 
for other fields of engineering. Software has applications in 
all areas of human interest and all human endeavors.
	 I believe software people are ambitious. They (we) feel 
that those magnificent computational engines, called com-
puters, along with their storage, communication, and I/O 
capabilities, are capable of vast, nearly infinite brilliance.
	 First, consider the most traditional space of software: en-
terprise computing. Even the most mundane application sys-
tem in any corporation has a backlog as far as you can see for 
improvements, endless requirements that have not been met. 
This necessitates a continuing prioritization process. When I 
managed software products at IBM, we always(!) had much 
more to do than we could do with available resources. So we 
are not running out of even the most traditional work.
	 More important, consider the plethora of uses for comput-
ing that have been postulated. Very gradually, we are getting 
to some of these, but we have a huge backlog. I submit that 
most of the “fantasies” about computer applications will 
eventually come true. Whether playing chess, supporting 
autonomous robots, providing universal access to informa-
tion, answering questions, or you name it, these and many 
other uses for computing just keeping coming.
	 Some argue that Moore’s law will meet its limits in the 
near term and slow innovation. Even if this were true, we 
have massive underutilized capacity today. Even if we hit a 
brick wall tomorrow, it would not have a great impact.
	 Second, although nothing grows to the stars, frequency 
and density scaling are continuing (particularly the lat-
ter), and this growth will continue for a while, for many 
reasons.
	 Third, given the very low manufacturing cost of silicon 
devices, we can have as much processing power as we want 
as long as we are willing to embrace parallelism. The world’s 
fastest computers are already made up of tens of thousands 
of processing units, and there are no limits to their feasible 
expansion. Although exploiting parallelism is sometimes 
challenging, the challenge itself opens up fascinating 
opportunities.
	 So what are the factors that could limit growth? First, 

design and engineering costs are the primary reasons we 
can’t implement all of the requirements and make rapid 
enough progress to meet grand challenges. Apparently, it’s 
not cost-effective to tackle some of these, or, presumably, 
rational firms would do so. Clearly, it’s not the marginal 
cost of production (duplication or transmission) that is 
stopping us.
	 There are also management and operational costs asso-
ciated with deploying software. When we software people 
generate new software, we often forget to take into account 
the life-cycle costs of maintaining and managing it. Manage-
ment and operational costs are important factors that limit 
the impact of software.
	 Finally, a lack of innovation is always an impediment. For 
many years, people think something cannot be done. Then 
a breakthrough occurs, and we begin to do it. For example, 
there was once a general consensus that we could not do “ar-
tificial intelligence.” Then, all of a sudden, we had a winning 
chess program and Internet-scale search engines. Maybe 
neither is perfect, but both are exceedingly good. If the initial 
entry in an application domain is successful, market forces 
stimulate iterative enhancements that generate a long stream 
of continuing advances.
	 Thus my third message is that software is a field that offers 
tremendous opportunities for the future. The level of oppor-
tunity has not reached its peak. There is a tremendous amount 
still to be done, and given that the major stumbling blocks 
are not the lack of opportunity, but limited cost-effective 
resources and talent (innovation), I submit lower prices and 
greater innovation will spur more demand for people—that 
is, there is high price and innovation elasticity of demand for 
software people.

MESSAGE 4: THE EXPANDING 
SPHERE OF SOFTWARE

	 My fourth and last point is that the field of software is not 
just concerned with refining past achievements. The field is 
expanding (Figure 2).
	 In November 2004, I gave a talk entitled “Research on 
the Edge of the Expanding Sphere” at Harvard’s Center 
for Research on Computation and Society. The message of 
that talk was that the software field clearly has a core, say, 
inside a sphere. Today, that core includes, for example, the 
study of algorithms, compilers, operating systems, distrib-
uted computing, et cetera. However, every year, the sphere 
gets bigger.
	 For example, when I was a Ph.D. student in the 1970s at 
Stanford, there were six elements to the field of computer 
science: algorithms, complexity theory, software, artificial 
intelligence, numerical methods, and architecture. Since 
then, the field has grown incredibly in two ways:

	 1.	 The density of elements inside the sphere has in-
creased. There is more in operating systems today than 
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Spector Figure 2

Growth in the sphere (density)
• Processor architecture and exploitation of parallelism
• Distributed systems
• Graphics
• Information retrieval
• NLP and voice processing
• Networking
• Numerical methods
• Operating sytems
• Programming languages
• Trust, security, malleability

Growth in domains of application
• Art
• Bio- and medical informatics
• Business process modeling and integration
• Computer-mediated human collaboration
 and social networking
• Robotics
• Entertainment/gaming
• Sensor networks (e.g., empirical science)
• Societal infrastructure
• Transportation and telematics

FIGURE 2  The software sphere is simultaneously denser and expanding.

there was 30 years. There is a lot more in program-
ming. There is a lot more in artificial intelligence, the 
study of algorithms, and so on.

	 2.	 The sphere has also expanded into new domains that 
were once unrelated to software. Examples include 
e-commerce, social networking, bio-informatics, 
e-voting, and very many more.

	 So there are immense opportunities in what I refer to as 
CS + Xi, for many values of Xi. The Xi could be art, com-
putational biology, medical informatics, entertainment and 
gaming, sensor networks, and so on. CS + Xi has an impact 
on all aspects of the economy and on the way we conduct 
science as massive growth in these hybrid software-related 
activities continues.
	 For example, our ability to measure all sorts of natural 
phenomena with very low-cost sensor networks will continue 
to revolutionize some aspects of engineering, but also of 
science. Take another example, something in which all of us 
have an interest, the relationship of software to health care, 
a circa $2 trillion industry in the United States alone. Most 
people believe that many hundreds of billions of dollars are 
wasted because of a lack of good information technology 
support, and that health care suffers as well. This topic, 
because of its scale and urgent need for creative solutions, 
will undoubtedly generate significant incremental demand 
for software. My list of examples could continue.

IBM AND GLOBALIZATION

	 As the recent vice president for technology and strategy of 
the IBM Software Group, I should say a bit about IBM’s re-
cent moves toward globalization. IBM’s chairman and CEO, 

Sam Palmisano, has explained the many reasons IBM has 
created an overseas technical presence. These include prox-
imity to markets, the capability of understanding overseas 
markets, the availability of talent, lower costs, and so on.
	 In the past 10 years, IBM’s presence in India has increased 
dramatically, especially in the last few years. Mr. Palmisano 
reported in June 2006 that IBM had 43,000 Indian employees 
out of a total of 340,000 employees.2 Thus India now has the 
second-largest IBM employee population in the world.
	 A tremendous variety of jobs are filled by Indians. Most 
are in IBM’s vast services business and involve custom ap-
plication development, systems management, and call-center 
automation. However, about 5 percent of the Indian employ-
ees produce packaged software for the circa $15 billion IBM 
software business; this percentage is somewhat low because 
of the particular skill/experience requirements of that busi-
ness. So, as I mentioned earlier, it is much more difficult to 
move certain software-related jobs overseas than others.
	 IBM has a somewhat larger number of software-group 
employees in China, interestingly enough, which is a little 
bit inconsistent with the prevailing wisdom that India is 
the developing IT powerhouse. I’m not sure of the reason 
for this, but quality English is not as much a requirement 
in the development of packaged software products as it is 
in service-related jobs that involve direct interaction with 
customers.
	 Based on my experience in the software business, I can 
explain the factors that influence a decision about where to 
locate employees:

2 In early 2007, after this talk was given, the number had risen 
to 53,000.
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	 •	 Talent, experience, and maturity of the teams. Soft-
ware has sufficiently high margins that talent, quality, 
experience, and maturity can mean more than costs 
per hour.

	 •	 Organizational capability, including managerial lead-
ership and—importantly—technical leadership. The 
lack of leadership tends to be the most difficult impedi-
ment to growing teams in new locales.

	 •	 Capability in a wide range of software activities, in-
cluding interfacing with project management, custom-
ers, sales teams, and finance teams. These activities are 
not ancillary to software; they are a core part of the 
business.

	 •	 Co-location with a market. This is related to the previ-
ous point but bears repetition.

	 •	 And, very important, lower labor costs.

	 Let me describe one situation in which IBM moved some 
software development from England to India fairly recently. 
IBM had a few tens of people doing somewhat repetitive, but 
still high-skill, high-profile, Java-related work in England. It 
took about a year-and-a-half to make the transition to India, 
during which time the English and Indian teams had to work 
together closely. The move was successful, with much of the 
work now being done in India. To the best of my knowledge, 
the English team was not unhappy because members felt 
there would be new, more exciting work to replace what 
they had been doing. That is, the move freed up the talent 
in England to do things that would generate more revenue 
growth and employment.
	 Overall, in the position I held at IBM, my biggest worry 
was always about leadership. The same need for talented 
leadership was also important in offshore software re-
search—and was a persistent problem throughout the decade 
or so when I visited IBM’s newer research sites.

IMPLICATIONS

	 I have discussed four observations relating to (1) the 
global leveling of opportunity in software, (2) the great 
variety of objectives, job types, and practices in software, 
(3) the high elasticity (price and innovation) of demand, and 
(4) the interaction and mutual impact of software and com-
puter science on more and more fields of human endeavor 
(my shorthand for this last point is Xi (CS + Xi)).
	 The most important implication is that there are vast op-
portunities in software. The technology provides sufficient 
benefits to ensure employment for many populations, with no 
obvious limits. This has not been true in other areas or other 
U.S. industries, where there has been significant degradation. 
Perhaps, for example, only so much innovation occurred in 
the steel industry over the years, and there is only so much 
demand. I do not believe there are similar limits in software 
(Message 3).
	 Second, because of the variability in the field, some popu-

lations have comparative advantages. One can differentiate to 
gain comparative advantage in many ways—talent, experi-
ence, capitalization, location, trust, risk, and so on. Take just 
one example, the need for trustworthy systems as software 
moves into life-critical domains.
	 I believe the application of software to other fields and 
vice versa will be increasingly important to opportunities 
for differentiated innovation. A situation may require not 
just software talent, but also multidisciplinary critical mass 
(Messages 2 and 4).
	 Just because of its centrality in so many fields, computer 
science and software are important. The ability to lead in IT 
development and IT applications continues to be important 
for our security and our economy (Message 4).
	 Finally, global leveling means that Americans cannot take 
software leadership for granted (Message 1).

SCENARIOS FOR THE FUTURE

	 To crystallize my, and perhaps your, thinking on the im-
pact of offshoring, I’ve developed three admittedly overly 
simplistic scenarios.

Scenario 1

	 Certain activities, such as testing, integration testing, in-
ternationalization (to make software ready for use in many 
countries), and coding are much less expensive because of 
offshoring. Nevertheless, elasticity of demand is still high, 
so lots of opportunities remain for talent in the United States. 
Dollars saved by the reduced costs of offshoring of certain 
activities are available for higher value activities that encour-
age growth in overall output and employment. U.S. innova-
tion, employment, and economic contributions increase.
	 I think this scenario is not only possible, but is also the 
most likely to be realized. When I was at IBM, if develop-
ment had been more cost effective, more development would 
have been done, much of it naturally in the United States.
	 To make this scenario even more comforting for the long 
term, certain coding, testing, and design activities would 
remain in the United States to ensure that American universi-
ties, labs, and corporations retained sufficient skill and train-
ing capabilities and to prevent insidious “technical hollowing 
out.” The United States is likely to retain some jobs across 
the spectrum for two reasons: (1) if all members of a team 
are co-located, the work goes faster; and (2) overseas cost 
benefits tend to decrease as workforces there gain skills and 
experience (note the significant wage inflation for talented 
Indian software professionals).

Scenario 2

	 In this scenario, more and more employment in the central 
sphere moves offshore. But, the software field continues to 
change fast enough to generate new subdisciplines or, if you 
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will, “superdisciplines” based on hybrids of software and 
other endeavors. Although the United States may have lost 
competitiveness in significant aspects of the core of informa-
tion technology, the country’s attention has turned to topics 
related to CS+Xi thereby providing continuing opportunities. 
As long as high value is created in these hybrid activities, this 
is a good outcome.
	 An analogy is to think of our jobs arranged in a pyra-
mid. As certain jobs at the bottom of the pyramid migrate 
overseas, the outcome is fine as long as we can move to the 
top of the pyramid, which of course keeps growing higher. 
Scenario 2 is optimistic and possible with a field as open 
ended as software and CS+Xi.

Scenario 3

	 This scenario is pessimistic. When certain activities move 
offshore, our students and funding agencies take this to mean 
that opportunities in software have dried up. As a result, U.S. 
talent dries up, creating a downward spiral. Although there 
may still be elasticity of demand for innovation, we no longer 
have the capability to innovate. Given the centrality of soft-
ware to everything in our lives, this has profound, negative 
implications throughout the country. I consider this scenario 
a risk.

CONCLUSION

	 Given that software is central to so much in our lives, 
I believe IT is a crucial fulcrum for American prosper-
ity. I think leadership in aspects of software, particularly the 
most innovative aspects, is important for the United States. 
This does not mean we must dominate all elements of 
software, which is fortunate, because we cannot dominate 
software as completely as we did in the past. I also do not 
think software leadership is incompatible with significant 
offshoring. However, we must remain strong in areas of 
differentiated value.

	 As I consider what we should do, my obvious conclusion 
is that we should attend to our future workforce. We must 
have a creative workforce that has high value compared to 
others around the world and that can keep us on the leading 
edge of high-value opportunities.
	 Ensuring that we have this workforce will require both 
in-depth and interdisciplinary education. I think we don’t yet 
fully understand the requirements and advantages of interdis-
ciplinary education. With our flexible institutions, the United 
States may be better than most at “interdisciplinarity,” but, 
when teaching people about computer software and the fields 
in which we need software applications, interdisciplinary 
education will require a great deal of careful thought and 
planning.
	 It is one thing to argue for a better educated populace. It 
is something far different to suggest exactly what we should 
do: incentives, curricula, organizational structures, ethnic 
and geographical diversity, and so on. It will take some very 
deep thinking to get these things right. I believe it is time 
we revisited these topics in far greater depth than we have 
so far!
	 When we think of our future workforce, we must also 
think about immigration. There have been discussions in 
academic circles about how difficulties in getting into the 
United States have reduced the immigrant graduate popula-
tion. Although we want native-born Americans to go into 
science and engineering, we cannot afford to lose the cre-
ative, entrepreneurial immigrants who are integral to our 
talent pool—and who have done so much for our country 
throughout our history.
	 Finally, we must retain economic incentives to encourage 
people to pursue an education, to work hard and be creative, 
and to accomplish great things. We must have the right 
laws to enforce business ethics and honesty, but we must 
not go overboard in a way the drives the locus of industry 
off shore.



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

202

 
 

Implications of Offshoring for the Engineering 
Workforce and Profession

Ralph Wyndrum

	 I am pleased to speak today on the implications of offshore 
outsourcing for engineering. I speak not only as a representa-
tive of the engineering profession, but also as an engineer 
with high-level management experience at AT&T/Bell Labs, 
as an entrepreneur, and as a consultant. The views I express 
today are my own, but they are based on my experience in 
the global engineering-services marketplace, my interactions 
with the engineering profession as 2006 president of IEEE-
USA, and various studies and analyses of offshoring.

THE BIG PICTURE

	 Let me start with some observations about the large pic-
ture as I see it:

	 •	 Offshore outsourcing of engineering services is an 
almost inevitable outcome of the globalization trends 
created by the basic economic forces of shareholder 
value, efficiency, productivity enhancement, and the 
free flow of capital. These trends are enabled by the 
very technologies engineers created and are continu-
ally improving, such as broadband communications 
and the Internet.

	 •	 Offshore outsourcing occurs for a number of reasons, 
all of which are grounded in basic business logic. 
Much emphasis has been put on wage differentials and 
labor arbitrage as the principal driving forces behind 
offshoring, and labor costs are undoubtedly the major 

factor at present. But offshoring is much more complex 
than that, and business decisions are also motivated by 
other considerations, such as market access and mar-
ket development, access to talent, the cost of capital, 
government economic incentives, special or lower cost 
infrastructures and capabilities (e.g., subsidized tele-
communications or Internet), access to universities and 
research centers, government regulations, and a host 
of other factors. Therefore, even if labor-cost margins 
can be narrowed, there will still be strong incentives 
for offshoring.

	 •	 The engineering profession in the United States is not 
monolithic. Thus offshoring does not affect all engi-
neering disciplines in the same way, at the same pace, 
or to the same degree. New opportunities for engineers 
are constantly being created by challenges arising from 
circumstances, such as hurricanes Katrina and Rita, 
increases in oil prices, and military operations abroad. 
Technologies mature and become obsolete, along with 
the academic disciplines that rose up around them. 
Although some electrical and computer engineering 
disciplines are still maturing and in transition in many 
ways, new disciplines are emerging and other disci-
plines, such as bioengineering and nanotechnology, are 
experiencing growth and creating new opportunities.

	 •	 If the United States maintains its leadership in emerg-
ing technology fields, the U.S. engineering profession 
will continue to create new engineering opportunities 
and be somewhat insulated from offshoring. Even 
then, however, engineers in affected disciplines will 
continue to struggle as individuals to make career 
transitions.

 Ralph Wyndrum is CEO, Executive Engineering Consultants, and the 
2006 president of IEEE-USA.
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	 Prior to the emergence of offshoring, the U.S. engineering 
profession was already wrestling with significant challenges, 
not the least of which were the dot.com and telecom busts, 
which led to major contractions (estimated at a half-million 
jobs or more) between 2001 and 2003 in the high-tech sec-
tor, particularly electrical engineering. These busts came 
on the heels of the major downturn in the U.S. aerospace 
industry after 1998, another engineering-intensive sector. 
Other structural issues in the profession are contributing to 
the problem:

	 •	 The post-WWII/Cold War technology boom that 
fueled America’s high standard of living was based 
on amazing improvements in productivity that drove 
the nation’s economic growth, while at the same 
time automating and streamlining many engineering-
intensive tasks. Engineers joke, and with good reason, 
that they are the only professionals who work hard 
to put themselves out of a job. That translates into 
professionals who are, by necessity, highly mobile, 
moving from assignment to assignment and employer 
to employer.

	 •	 Engineering is a profession whose members are chal-
lenged to keep up with the latest developments in tech-
nology, and continuing education has become critical 
for engineers in mid/late career. At the same time, 
employers are becoming less and less likely to invest 
in training or to support time off for professional ac-
tivities. Electrical and computer engineers increasingly 
face early obsolescence (as early as their mid-30s or 
early 40s) unless they continually reinvent themselves. 
With most engineering Ph.D.s leaving school in their 
early 30s, the productive lifespan of a research or de-
sign engineer is shorter than ever before, making the 
opportunity-cost calculation less than compelling for 
bright students weighing their career options.

	 •	 The educational barriers to entry in the engineering 
profession are constantly getting higher and more 
expensive as more and more content is squeezed into 
traditional four-year degree programs, which typi-
cally take nearly five years to complete. Recently, the 
National Council of Examiners for Engineering and 
Surveying voted to amend the model state engineer-
ing licensing law to require “30 credits of acceptable 
upper-level undergraduate or graduate level course-
work from approved course providers” in addition to a 
B.S. degree as a prerequisite for licensure. The change 
would not take effect until 2010 at least. The additional 
work, however, does not seem to be paying off in terms 
of future compensation. According to the National As-
sociation of Colleges and Employers, beginning salary 
offers for electrical and computer engineers at both the 
B.S. and M.S. levels were flat, or actually fell, between 
2001 and 2005. In other engineering disciplines dur-

ing the same period salaries varied. Some underwent 
seesaw fluctuations, some remained flat, and some 
experienced modest growth.

	 •	 We are also facing a demographic issue. As the U.S. 
engineering workforce ages, a high percentage of 
baby-boom-generation engineers will reach retire-
ment age in the next 10 to 15 years. The losses will 
be felt most strongly in mature engineering sectors, 
such as aerospace and power. The National Science 
Foundation’s most recent Science and Engineering 
Indicators reports that 29 percent of all science and 
engineering (S&E) degree holders and 44 percent of all 
S&E doctorate holders in the workforce are now 50 or 
older. Among S&E doctorate holders in the labor force, 
44 percent are over 50. We see the same demographic 
trend in IEEE, where the average age is now 47 for 
regular members (up from 44 in 1997). Employers 
taking the long-term view are looking to secure labor 
resources to meet future needs (hence their interest in 
tapping the global services market), as well as to shed 
pension and other overhead costs that make it difficult 
for them to compete.

	 As engineering labor becomes more and more of a com-
modity, the fundamental relationship between engineers and 
employers is changing. As a consequence, a significant per-
centage of the U.S. engineering workforce is becoming in-
creasingly apprehensive about their careers and the future of 
the profession. Some feel they have been used and discarded. 
Many want or need to keep working in their later years but 
feel the environment is neither receptive nor enabling. A 
small percentage is challenging apparent discrimination in 
employment.
	 Against this somewhat troubled backdrop, the offshore 
outsourcing trend gained high-profile attention after 2001, on 
a par with the related trends of guest workers and domestic 
outsourcing. Many companies have reduced their engineer-
ing payrolls and moved engineering work to services firms, 
thus creating new jobs in those services firms, but often at 
lower pay, with fewer benefits, and with less job security. 
Some of those firms rely almost exclusively on in-sourced 
guest labor (with H1-B and L-1 visas) as their business 
model, using labor arbitrage to gain a competitive edge. 
In many instances, in-sourcing has been used to facilitate 
planned offshoring of business operations; in other cases, 
it had that consequence as in-sourced managers used their 
business contacts to offshore engineering services. Nine of 
the top 10 engineering-services firms that use L-1 visas to 
bring foreign high-tech workers to the United States are also 
engaged in offshore outsourcing.
	 In the three years since offshoring in the information-
technology (IT) services sector began in earnest, the whole 
IT industry has been transformed. Virtually all bids for com-
mercial work now include an offshore component, and the 
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“global delivery model” has become THE business model in 
the IT sector. The potential for equally rapid and far-reaching 
transformations exist in IT engineering as well.
	 In this environment, engineering jobs tied to manufactur-
ing (which was already moving overseas) and lower level ser-
vice work have become ripe for offshoring. Many displaced 
engineers are considered too expensive or not qualified for 
the new, often more limited opportunities that are available. 
Those who cannot find new jobs often turn to consulting or 
contract work or made transitions to non-engineering jobs. A 
few are chronically unemployed. As president of IEEE-USA, 
I hear from all of them with some frequency.
	 For a while there was almost irrational exuberance about 
the anticipated benefits of offshoring. Now, companies have 
learned a few hard lessons and are much more thoughtful in 
implementing their global strategies and in communicating 
their plans. Offshoring remains a business priority, especially 
for smaller entrepreneurial start-ups for which investment 
capitalists and Wall Street require that business plans in-
clude an offshore component. Although the public rhetoric 
has softened, the pace of offshore outsourcing appears to be 
steady or growing.

IMPACTS ON ENGINEERS, THE ENGINEERING 
PROFESSION, AND OUR NATION

	 An article of faith for many proponents of offshoring 
in the public dialogue is that only low-level service-sector 
jobs, such as call centers and business-process support, will 
be offshored. IEEE-USA disagrees and notes that there is 
already considerable evidence that high-level research and 
design work are also moving overseas.
	 The Commerce Department’s 2004 report on work-
force globalization concluded that “long-term trends in 
the structure of the (semiconductor) industry suggest that 
employment in manufacturing by U.S. semiconductor 
companies will decline, both in the United States and 
abroad, and employment in research and development 
(R&D) and design work will increase at a faster rate out-
side the United States.”
	 Innovation, R&D and Offshoring, a report by Ashok Deo 
Bardhan and Dwight Jaffee (for the Fisher Center at the Uni-
versity of California, Berkeley) published in fall 2005, based 
on a survey of industry R&D offshoring practices, concludes 
that “the emerging situation with offshoring of R&D related 
activity is going to pose a series of challenges to white collar 
workers, engineers, designers and scientists, to U.S. firms, 
as well as to policy makers. It is possible that the future of 
R&D offshoring will include continued innovation and R&D 
in the U.S . . . leading to a win-win situation where the U.S. 
develops/markets the “new” good, and the now “routinized” 
goods and services are offshored. On the other hand, there 
exists the distinct possibility of major innovations originating 
abroad.”
	 In a February 2006 report, the Association for Computing 

Machinery found that “globalization of, and offshoring with-
in, the software industry are deeply connected and both will 
continue to grow.” The report goes on to note, “one example 
of a higher-skill area now subject to global competition is 
computing research. Historically, the bulk of this research 
was carried out in only a few countries . . . this situation is 
changing rapidly and the trend looks inexorable.”
	 Innovation Offshoring: Asia’s Emerging Role in Global 
Innovation Networks, a July 2006 report by the East-West 
Center, notes that “it is time to correct earlier claims that only 
low-level service jobs will move offshore and that there is 
little ‘evidence’ of a major push by American companies to 
set up research operations in the developing world. Innova-
tion offshoring goes far beyond the migration of relatively 
routine services like call centers, software programming, and 
business process support . . . beyond adaptation, innovation 
offshoring in Asia now also encompasses the creation of new 
products and processes.”
	 The National Academies 2005 report, Globalization of 
Materials Research and Development, cautions that global-
ization in the materials area could threaten U.S. access to 
advances in materials science and engineering (MSE). The 
report notes that the effects of globalization on U.S. leader-
ship in MSE R&D vary by field and subfield and warns that 
the emergence of new centers of high-value research around 
the globe is challenging the ability of the United States to 
attract top research talent.
	 In another recent report on offshoring implications for 
the U.S. semiconductor and software industries, the Gov-
ernment Accountability Office concluded that “recently 
U.S. firms have offshored more complex research and de-
sign activities; they have also sought to take advantage of 
Asian engineering talent and to target the rapidly growing 
Asian market.” The report adds that “as firms experienced 
cost savings and observed high-quality work in these 
offshore locations, they expanded offshore operations to 
include more advanced operations, such as software design 
and systems integration.”
	 The Insight 2005 study of U.S. technology innovators 
conducted by McClenahanBruer Communications, CMP, 
and Electronic Engineering Times, reported that 64 percent 
of respondents “worry about the future of the engineering 
profession in the U.S. because of the impact of outsourc-
ing.” Of the survey respondents, 46 percent indicated that 
their companies have sent electronics design work overseas; 
70 percent was at the low end of software development, 
hardware design, or manufacturing; and 30 percent was 
characterized as high-end software or hardware design.
	 Last May, Booz Allen Hamilton and Insead surveyed 186 
companies operating in 19 countries and 17 industry sectors 
to assess trends in the dispersion of innovation in R&D. They 
found that companies are increasingly siting R&D opera-
tions outside their headquarters market (45 percent in 1975 
and 66 percent in 2004). Foreign R&D sitings have shifted 
toward China and India and away from the United States 
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and Western Europe. The survey respondents suggested that 
the pace of offshoring will increase, with 77 percent of new 
R&D sites planned through 2007 slated for either China or 
India. By the end of 2007, China and India’s share of global 
R&D staff is projected to jump from 19 percent to 31 percent, 
replacing Europe as the most important location for foreign 
R&D for U.S. companies.
	 A more recent study by Booz Allen Hamilton conducted 
for the National Association of Software and Service Com-
panies in India highlights growing demand for engineering 
services. The study estimates that $10 to 15 billion of engi-
neering services is currently being offshored, with projected 
growth to $150 to 225 billion by 2020.
	 This summer, Electronic Engineering Times conducted 
a survey of its electrical-engineering readers to gauge their 
thoughts on offshoring. What they found was described as 
a “grim acknowledgement” of the trend and a sense that the 
United States has been complacent. The authors concluded 
that “American EEs [electrical engineers] fear that U.S. com-
panies are looking for equally smart, but cheaper, engineers 
in developing markets who can be future stars once they gain 
experience. Moreover, they wonder if America is trading 
away its future industrial leadership for short-term gains in 
the bottom line.”
	 If both low-level and high-level engineering work is be-
ing offshored, what are the prospects for U.S. engineers in 
the future?

	 •	 Engineering jobs tied to creating and maintain-
ing geographical infrastructures will clearly still be 
in demand.

	 •	 Large companies will retain some level of R&D and 
design work close to their U.S. markets and manufac-
turing enterprises even as they shift their investment 
priorities to opportunities abroad.

	 •	 Engineers with entrepreneurial sensibilities and bright 
ideas will create their own opportunities.

	 •	 Higher level research jobs will remain around federal 
laboratories and academic research centers as long as 
federal R&D dollars continue to flow.

	 •	 For the foreseeable future, it seems likely that job op-
portunities that involve sensitive or classified work will 
remain in the defense and homeland security sectors.

	 •	 As new and emerging technologies are commer-
cialized, they could also drive job creation in the 
United States.

	 •	 According to most macroeconomic projections, the 
overall size of the U.S. engineering workforce will 
increase in the short term, keeping pace with the 
growth of the U.S. economy. It is not clear, however, 
how the U.S. engineering workforce will fare if the 
United States is unable to retain its leadership position 
in technology innovation over the longer term.

POLICY IMPLICATIONS

	 In a talk in October 2003 reported by Forbes, Andy Grove, 
then chairman of Intel, described the cost benefits driving 
offshore outsourcing and acknowledged that he was torn 
between his responsibility to shareholders to cut costs and 
increase profits and his responsibility to U.S. workers. He 
concluded that the government must help establish a proper 
balance between the two. Otherwise, he cautioned, compa-
nies will revert to their obligation to increase shareholder 
value. So far, government has not risen to that challenge, and, 
in effect, Grove’s cautionary note is increasingly becoming 
the reality.
	 IEEE-USA believes that offshoring is inextricably tied 
to the broader issue of preserving our national competitive-
ness and technological leadership in an increasingly global 
economy. IEEE-USA also believes we need a coordinated 
national strategy to sustain U.S. technological leadership 
and promote job creation in response to the concerted ef-
forts of other countries to capture U.S. industries, jobs, and 
markets.
	 Rising Above the Gathering Storm, a recent National 
Academies report, draws attention to the competitiveness 
challenges facing the nation, challenges that are inextricably 
linked to engineering and the engineering profession and 
to offshoring and other trends. In response to the report, 
a number of advocacy coalitions have been formed, more 
than a dozen bills have been introduced in Congress, and 
the president has announced the American Competitiveness 
Initiative focused on reprioritizing federal R&D appropria-
tions. For all this talk, however, relatively little has actually 
been accomplished so far in the policy sphere.
	 Some common points of consensus are being advanced, 
however, most of them supported by IEEE-USA and other 
professional engineering societies, as well as by industry and 
other groups. We collectively endorse the following points:

	 •	 a renewed federal commitment to support front-end 
research and development to encourage innovation

	 •	 permanent extension of the federal R&D tax credit
	 •	 programs or tax incentives to assist in the development 

of human capital and worker training
	 •	 improvements in K–12 science, technology, engi-

neering, and math education in the United States to 
ensure the availability of a technologically literate 
workforce

	 I believe these are necessary policy responses, but not 
nearly sufficient to the challenges of the situation. It may be 
that how effectively expenditures are made, rather than how 
much we spend on R&D, makes the real difference. R&D 
geared toward product/process improvement helps drive 
incremental innovations that fuel commercialization and 
promote prosperity in the short term. But to remain competi-
tive over the long term, the United States (both in the public 
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and private sectors) must invest more of its resources in both 
exploratory and applied research in the physical sciences, 
particularly in high-risk areas of new and emerging technol-
ogy that can lead to new technology-based industries.
	 We must also find ways to capture the benefits of that 
research, protect the intellectual property, and commercial-
ize it so that we create high-value jobs here in the United 
States that will drive our economic prosperity and sustain our 
national standard of living. As for K–12 math/science educa-
tion, we must advance technological literacy and expand the 
pool of prospective scientists and engineers who can fill the 
gaps when the engineers in the baby-boom generation retire. 
At the same time, we must be wary of shortsighted reactions 
that encourage individuals to enter the engineering “pipe-
line” in numbers disproportionate to realistic projections of 
workforce demand. Our policies must align the employment 
opportunities and career prospects for those individuals when 
they reach the end of the pipeline.
	 Some have suggested that we should aggressively pro-
mote engineering training as a pathway to nontechnical 
careers. Their argument is based on data suggesting that 
24 to 40 percent of recent engineering graduates end up 
in nontechnical fields, such as investment banking, law, 
medicine, and management consulting. I endorse the view 
that a degree in engineering can lead to a variety of careers, 
but I’m not convinced that engineering is likely to become 
a popular degree choice for entry into nontechnical pro-
fessions because of the high threshold requirements and 
comparative difficulty of obtaining an engineering degree 
combined with the current career outlook for professionals 
in our field. I worry that engineering graduates are opting 
out of technical careers because of the financial incentives to 
go elsewhere or the perceived lack of opportunities in their 
preferred fields.
	 We must be wary of the potential for “hollowing out” 
the profession if the flow of jobs overseas translates into 
fewer entry-level jobs here that will enable new engineer-
ing graduates to gain the experience necessary for them to 
move to higher level jobs. With the probable exception of 
new Ph.D.s, who have research backgrounds, most newly 
graduated engineers are not equipped to apply their aca-
demic backgrounds to innovative solutions to engineering 
problems. We are already starting to read about U.S.-born 
electrical and computer engineering graduates going to India 
to build up their resumes.

IEEE-USA’S POSITION ON OFFSHORING

	 IEEE-USA’s position on offshoring rests on several spe-
cific proposals for action:

	 •	 Prudent steps should be taken to determine the implica-
tions of offshoring for the nation and the engineering 
profession. The federal government must collect and 
publish reliable statistics on the kinds and numbers of 

manufacturing, R&D, and service jobs that are being 
moved offshore. IEEE-USA was pleased to work with 
Congressman Frank Wolf in supporting the appropria-
tion for the National Academy of Public Administra-
tion’s series of studies on offshoring. We also worked 
to secure the release of the Commerce Department’s 
offshoring study to the House Science Committee. 
Although these reports are useful, they are essentially 
snapshots of trends taken at particular points in time. 
Only a thoughtful, continuous examination of offshor-
ing and its implications for the engineering profession 
and for the national interest will provide a basis for a 
strategic approach to national policy making.

	 •	 New U.S. workforce assistance programs should be 
created to help displaced high-tech workers find pro-
ductive employment and ensure that employed work-
ers can acquire the knowledge and skills they need to 
remain competitive. This is an extremely challenging 
and potentially costly problem, compounded by the 
fact that employers can no longer be counted on to 
invest in their technical workforce.

	 •	 New, or more effective, incentives are necessary to help 
engineers and other professionals tackle the challenges 
of mid-career education.

	 •	 It is appropriate for government procurement rules 
to favor engineering work done in the United States, 
absent compelling reasons to do it elsewhere. Gov-
ernment often purchases products and services that 
“stretch the envelope” of the market, and firms that win 
those contracts accumulate knowledge and capabilities 
that give them competitive advantages.

	 •	 Policy makers should take a systematic look at U.S. 
immigration policy and its implications for the global 
trade in services. To meet the competitiveness chal-
lenges of the future, the United States will benefit 
more from an open, competitive labor market that 
encourages the permanent immigration of the best and 
brightest individuals than from increasing reliance on 
the in-sourcing of guest workers through a regulatory 
system that suppresses wages, limits opportunities, 
and then sends those same guest workers home to use 
what they have learned here to benefit our competitors 
overseas. This problem must be resolved before large 
numbers of baby-boomer-generation engineers retire 
to avoid creating another incentive for offshoring en-
gineering services.

Additional Considerations

	 I want to emphasize this last point because it has become 
increasingly apparent to me that Congress is so caught up in 
the politics of immigration policy that it is not thinking care-
fully about the consequences of its proposals, particularly 
for skilled workers. As a case in point, IEEE-USA commis-
sioned a study by Dr. Lindsay Lowell of the Georgetown 
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University Center for International Migration. Dr. Lowell 
concluded that current legislative proposals would, conser-
vatively, allow the entry of 1.88 million high-tech workers 
to fill the 1.25 million new computer and engineering jobs 
(as projected by the Bureau of Labor Statistics) that will be 
created in the next 10 years. Therefore, I would add three 
points to the IEEE-USA list:

	 •	 Although I endorse immigration as a positive means 
of building our talent pool, I believe that as a nation 
we need to do more than “poach” the world’s best and 
brightest engineers. We need to look more closely at 
providing incentives for qualified American students to 
pursue technical careers. The offshoring trend is now a 
disincentive for many of those students that is prompt-
ing an undetermined number of engineers/parents to 
actively discourage their children from following in 
their footsteps. Consider this quote from James Fin-
kel, an engineering manager for B.E. Wallace Prod-
ucts, from “Engineering Becomes a Perilous Career 
Choice,” an editorial in the Wall Street Journal on April 
29, 2006. When asked about recommending engineer-
ing as a career option, Finkel responded, “Given the 
time and effort of becoming an engineer, who wants to 
be unemployed every few years? . . . why choose your 
lifetime salary the day you graduate from college?”

	 •	 The global labor market in engineering services ought 
to work both ways. As a nation, we need a better under-
standing of the barriers facing U.S. engineers seeking 
work abroad so we can prepare them to work in the 
global engineering-services market.

	 •	 One final critical point. Engineers, as individuals and 
as a profession, must be more effective and more 
proactive participants in the public policy process and 
in public discourse about technology-related issues. 
A little bit of active citizenship will go a long way 
toward ensuring that public policy is better informed 
and more responsive to the competitiveness challenges 
we face.

POSITIONS TAKEN BY OTHER 
ENGINEERING SOCIETIES

	 Other engineering societies have emphasized different 
points in their offshoring position statements:

	 •	 The American Society of Mechanical Engineers rightly 
points to the need to secure America’s job-intensive 
manufacturing base. According to one estimate, nearly 
48 percent of American engineers work in the manu-
facturing sector, which also currently accounts for 62 
percent of the total U.S. R&D investment. Because the 
prevailing management practice is to locate R&D as 
close to manufacturing production as possible, and be-
cause manufacturing is increasingly moving overseas, 

engineering design and R&D will inevitably follow.
	 •	 The American Society of Civil Engineers frames 

offshoring as a homeland-security issue because 
non-U.S. architects and engineers are increasingly 
gaining access to information about U.S. facilities and 
infrastructure.

	 •	 The National Society of Professional Engineers notes 
the difficulties offshore engineering raises for adminis-
tering the engineering licensing system used by states 
to protect the public safety.

CLOSING THOUGHTS

	 In closing, I would observe that there are limits to what 
policy can or should do when it comes to the free market. 
Much of what needs to be done is the responsibility of engi-
neers and the engineering profession. We must attend to our 
own needs and our own best interests.
	 Professional engineering societies, including IEEE, will 
quickly become irrelevant unless we enable our members to 
thrive in their profession and provide them with the neces-
sary tools and direction to deal with the challenges posed by 
globalization. We must be ready to respond to members who 
ask how they can be more “innovative,” what it means to be 
“entrepreneurial,” and which technologies they must master 
to remain competitive for the next five years. We must also 
break down our disciplinary barriers and expose our mem-
bers to the intersections of technology, where innovation is 
most likely to occur.
	 This is why during my tenure this year as IEEE-USA 
president I have pressed our Board of Directors to shift the 
focus to increasing our value to members, emphasizing mid-
career education and the importance of lifelong continuing 
education, providing innovative leadership, and enlisting 
engineers to support K–12 education for future technologists. 
We are developing new programs, such as a proposed innova-
tion institute, where we can tap the expertise of our members 
to help promote the profession. Carrying out these policies 
will require a modicum of “tough love” at times to change 
the thinking of established engineers about their careers. And 
it will take time to effect changes and to see the results. But 
I am convinced we’re moving in the correct direction.
	 The offshoring challenge is real, as is the challenge 
to continued U.S. technological leadership in the face of 
growing global competition. We must move beyond sim-
plistic “win-win” rhetoric to a thoughtful and deliberative 
understanding of the effects of the phenomenon and respond 
accordingly. We have many advantages as a nation and as 
an engineering profession, but we do not have a monopoly 
on bright people, technical know-how, or investment capital. 
We will lose our competitive edge if we are not focused and 
persistent.
	 The U.S. engineering profession is in the early stages of 
a painful transition as it adapts to the hard realities of glo-
balization. There will be some who are unable to make the 
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transition and some who will need help. As a profession, we 
must be prepared to help all of them rise to the challenge. As 
a nation, we must find a way to preserve and support a vital 
domestic engineering capability that can sustain the techno-
logical leadership and innovation that underpins America’s 
economic and national security.
	 My thanks to the National Academy of Engineering for 
sponsoring this discussion and my appreciation to the United 
Engineering Foundation for funding it. I hope this is the start 
of an ongoing dialogue in the engineering community that 

will help us reach an actionable consensus on sustaining a 
strong U.S. engineering profession for the future.
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Industry Trends in Engineering Offshoring
Vivek Wadhwa

	 I am wearing two hats—one as a technology entrepreneur 
and one as an academic. As a tech entrepreneur, I was one of 
the first to outsource software development to Russia and to 
build a company dependent upon having its entire develop-
ment team at the other end of the globe. I was also one of 
the first to outsource research and development to India.
	 I started my operations in Russia in 1992, right after the 
fall of the Iron Curtain. I can tell you stories about how we 
hired ex-KGB programmers to reengineer code based on 
skills they had gained from reengineering American sys-
tems during the cold war; but that is a different topic. We 
employed 50 Russian scientists who built technology that led 
to the establishment of my second start-up company, which 
created 200 U.S. jobs and helped many businesses improve 
their operations.
	 In my first start-up, we also employed many workers on 
H1-B visas. In the early 1990s, we recruited them from Lon-
don and Dublin because our British and Irish hires typically 
cost 40 percent less than Americans with equivalent skills. 
The fact is that when you hire H1-Bs, they cost a lot less. We 
built a very successful company as a result, and we didn’t 
take American jobs away. In fact, we created new jobs.
	 Then I had a heart attack—a career-changing event for 
me—and I couldn’t continue in tech, so I ended up joining 
Duke University as an executive in residence. My goal was 
to give something back by mentoring students and sharing 
my business knowledge. But when I joined Duke, there were 
some surprises in store for me.
	 First surprise—I thought I was joining a country club. I 

thought that academia was pretty laid back—beautiful cam-
puses, easy life styles, and so on—and that this would be a 
part-time job. It wasn’t a part-time job, though. There’s no 
such thing as part time in academia, as you folks know.
	 Second surprise—having been a tech entrepreneur during 
the dot-com days when it was hard to hire good talent—espe-
cially from universities like Duke—I didn’t expect students 
to ask me what sort of courses they should take to make their 
jobs “outsourcing proof.” After all, I thought, the fact that 
these kids had made it into Duke University meant that they 
were highly sought after, top-notch students who would be 
set in their careers.
	 I talked to many bachelor’s and master’s students, even 
some Ph.D.s., and found that there were two types of stu-
dents. One type had no clue about what was going on in the 
world—these were just hard-core engineers. The other type 
was more business savvy. These kids worried about their 
careers and were planning their future. They were trying to 
figure out how they would pay off the student loans they had 
amassed at Duke.
	 The third surprise—30 to 40 percent of our students in 
the Masters of Engineering Management Program were ac-
cepting jobs outside the engineering profession. This didn’t 
make sense to me. All of us talk about the shortage of engi-
neers. Yes, I accept that we want engineering education to be 
widely disseminated and that engineering education can be a 
foundation for many professions. But these students weren’t 
going to J.P. Morgan or to McKinsey Consulting to lever-
age their engineering education; they were going because of 
economic opportunity.
	 The bottom line was that engineering was not cool, with 
some exceptions, of course. Biomedical engineering is really 

 Vivek Wadhwa is executive-in-resident, and adjunct professor, Pratt 
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cool. The biomedical students I met showed the same pas-
sion, the same fire I used to see in my technologists. But 
many students in civil engineering and technology didn’t 
have that passion. They were the ones who were looking for 
jobs in investment banking. Top IIT graduates from India 
would take courses in our Fuqua School of Business just to 
position themselves for jobs in investment banking.
	 I couldn’t answer the question my students had asked, so 
as an academic, I decided to research the topic, and I asked 
Professor Gary Gereffi, a professor of sociology at Duke, 
to help. We thought we’d start by assessing the facts in the 
outsourcing debate, but we couldn’t find many. Other than 
three or four academic papers, including one by Harvard 
professor Richard Freeman, there wasn’t much research on 
the subject of outsourcing and its impact on the engineering 
profession. And I didn’t give much credence to reports by 
industry analyst groups because, as a tech executive, I knew 
that you could often pay an analyst group to produce a report 
that would support your point of view.
	 The facts—the numbers commonly cited about the United 
States graduating 70,000 engineers a year and China and 
India graduating a million a year—didn’t make sense to me. 
I had worked in India, and I knew how weak education in 
India was. I didn’t believe that India was graduating 350,000 
engineers a year, as the media often reported. And, as a board 
member and advisor to several companies doing business in 
China, I didn’t believe that China was graduating 600,000 
engineers either. So the first question we asked was where 
these data were coming from. None of it made sense.
	 We decided to start by researching this issue, so we 
enlisted some of our brightest students to investigate the 
statistics. Here is what we found (Figure 1).
	 The statistics in common use were wrong. We were com-
paring four-year degrees in the United States with three- and 
four-year degrees in China and two-, three-, and four-year 

degrees in India. I have to add a caveat here—the Chinese 
numbers are suspect. In India, independent bodies track 
graduation rates. In China, provinces report to the central 
government, and they tell the government what it wants 
to hear.
	 The problem is that when you have the wrong informa-
tion, you reach the wrong conclusions. But when you focus 
on a single metric, like the number of engineering degrees, 
there seems to be a simple solution. If the problem is the 
number of engineers that China and India are graduating is 
high compared to the number the United States is graduating, 
then the simple solution for U.S. competitiveness seems to 
be to for the United States to graduate more. Yet there is no 
indication that we need more engineering graduates. If we 
do graduate more, all we will be doing is helping McKinsey, 
J.P. Morgan, and First Boston with their recruiting because 
more of our engineering students will have to find employ-
ment there.
	 Recently, thanks to the Sloan Foundation, we expanded 
our research. We went to India and China and met with 
academics, business executives, and Communist Party of-
ficials to get a better understanding of the situation. Almost 
everyone agreed with our conclusions—that the numbers for 
India and China were questionable and that the quality of the 
graduates was questionable. The vast majority of engineers 
that graduate in India and China are low quality.
	 In China, we met with executives of about a dozen com-
panies, each of whom had a list of as many as 10 universities 
they would hire from. They all said the rest of the graduates 
were unemployable by multinationals. If you put the lists 
of universities together, there are probably 20 in the whole 
of China (about 5 percent of the engineering schools) from 
which multinationals or start-up companies can recruit.
	 We learned that the Chinese government created this 
situation deliberately. About 8 or 10 years ago, they realized 
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they needed more engineers, so they decided to flood the 
market with engineering graduates. They told the provinces 
to increase engineering graduation rates, and the provinces 
complied, as they always do. But universities like Fudan and 
Tsinghua—the top universities—resisted. They were able to 
show the government how quality dropped when graduation 
rates increased over one or two years. The government then 
gave the top universities special permission to reduce gradu-
ation rates to maintain quality.
	 The China National Reform Commission issued a report 
about four months ago that said 60 percent of the graduat-
ing class of 2006 would not be able to find employment. 
About two years ago, the Chinese government decided to 
slow down engineering graduation rates. So you will see 
two years from now that the engineering graduation numbers 
drop off again.
	 India is facing different challenges. In India, the country 
seems to succeed despite the government, while in China 
the country succeeds because of the government. In India, 
private industry compensates for the weakness of the govern-
ment. Right now, in Indian newspapers debates are raging 
about quotas (more than 50 percent of the seats in all univer-
sities are reserved for so-called “scheduled castes”). In fact, 
India may be messing up its own educational system because 
politicians get more votes that way. That’s a problem with a 
democracy.
	 But India also has its own self-defense mechanisms. It is a 
relatively open, democratic country, and private colleges are 
beginning to provide high-quality education. Multinationals 
in India told us they could hire the top 5 to 10 percent of 
graduates from almost any college in India. Private com-
panies like NIIT provide a “finishing school” for graduates 
from bad universities and give them enough training to meet 
the needs of multinationals.
	 We then took our research further and conducted a sur-
vey of U.S. companies that outsource engineering jobs. We 
interviewed 78 presidents, division heads, CEOs, and senior 
HR representatives from 58 companies. For more infor-
mation see http://memp.pratt.duke.edu/downloads/Duke_ 
Industry_Trends_in_Engineering_Offshoring_10_24_
06.pdf.
	 Our previous research had raised questions about whether 
companies really hire individuals with two- or three-year 
diplomas who are graduating en masse from Indian and 
Chinese universities. I thought they didn’t, but the survey 
proved me wrong. We found that 40 percent of the companies 
we interviewed gave us an unqualified yes—that they do hire 
two- and three-year diploma holders. Seventeen percent said 
maybe—depending on what kind of additional experience an 
individual has. We asked companies what additional training 
they would like the engineers they hire to have. The answers 
were more communication and presentation skills, intern-
ships, computer-related skills, and so on.
	 We hear a lot about the shortages of people with engineer-
ing skills, and there was a serious shortage of programmers 

during the days of the dot-com boom and Y2K. In our survey, 
we asked companies a series of questions to determine the 
extent of the shortages in engineering skills today. Eighty 
percent of the companies said their acceptance rates were 
greater than 40 percent. In other words, about half the people 
they offered jobs accepted them. Eighty percent of the com-
panies said that acceptance rates had remained constant or 
increased over the last few years. Most of these companies 
don’t offer sign-up bonuses, which are offered when a 
company is eager to hire people and they are not accepting 
offers. Today, engineering jobs are being filled in less than 
four months. This doesn’t look like a skill shortage to me.
	 We asked about what has changed over the last three 
to five years, and we left the question open ended because 
we didn’t want to bait our respondents. Most said that the 
engineers they have hired in the last three to five years gen-
erally have better technology skills, better communication 
skills, and a broader global outlook. Some said there was 
no change.
	 When asked about the advantages of U.S. engineers, 
respondents said they understand the market, the business, 
and communication, they have better interpersonal skills, 
they are creative, they are good at problem solving, and 
so on. Thirty-seven percent said U.S. engineers were more 
productive; 24 percent said equal; 9 percent said overseas 
engineers were more productive. Thirty-eight percent said 
U.S. engineering employees produce higher quality work, 
and 40 percent said equal.
	 When we asked where companies are sending their jobs, 
India was number one, China number two, Mexico number 
three, and then a long list of other countries. Here’s where 
things got really interesting. We found that a very wide va-
riety of jobs where being shipped overseas. When we asked 
companies to compare jobs overseas to jobs in the United 
States, 44 percent said U.S. jobs were more technical; only 
1 percent said that offshore jobs were more technical; and 
33 percent said the jobs were more or less equivalent. When 
we asked what they gained by offshoring, the responses 
included access to new markets, culture, co-location, 24/7 
development cycle, salary savings, and so on.
	 When we asked companies to compare the availability 
of engineers in the United States, China, and India, I was 
astonished at the responses. Seventy-five percent said that 
India has a large to adequate supply of well qualified entry-
level engineers; 59 percent said the United States did; and 54 
percent said China did. I didn’t expect this. I thought India 
would have a greater shortage of engineers than the United 
States, but the respondents we surveyed said they could hire 
entry-level graduates more easily in India than in the United 
States or China.
	 We asked about the strengths and weaknesses of each 
workforce. For the United States, the weaknesses were salary 
demands—not a big surprise, lack of industry experience, 
unwillingness to relocate, and poor work ethics. In China, 
they were communication skills, visa restrictions, proxim-
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ity, lack of loyalty, cultural differences, IP theft, lack of a 
big-picture mindset. In India, it was communication skills, 
lack of industry knowledge, proximity/visa, poor project 
management, high turnover, and cultural differences.
	 I thought turnover would be at the top of the list for India, 
but it was mentioned somewhere in the middle of the survey. 
This was a big surprise because many articles are about mas-
sive turnover. Executives in India said turnover is a big issue, 
but in our survey it was just a passing point. Turnover didn’t 
seem to faze these companies.
	 We asked companies about the relative advantages of 
engineers from each country. For the United States, advan-
tages were communication skills, understanding of industry, 
superior business acumen, better education/training, a sense 
of creativity, desire to challenge the status quo. For China, 
advantages were cost followed by work ethics and willing-
ness to work long hours. For India they were cost, technical 
knowledge, knowledge of English, education, ability to learn 
quickly, and work ethics.
	 Cost was cited as the most important reason most com-
panies go overseas. When we asked companies what lies 
ahead, most said they expected the offshoring trend to con-
tinue and to expand. Only 5 percent said it would diminish 
over time.

	 To draw some general conclusions, I will put my tech 
CEO hat back on. When I was a tech executive, I learned 
that you must always fear your competition. You have to 
be alert and awake. You have to know your competition’s 
strengths and weaknesses. And you have to be ruthless in 
crushing the enemy. That’s the way to compete. You learn 
to take advantage of your strengths, the things that make 
you what you are. You have to do those things better than 
the competition, and you have to battle the competition on 
your turf.
	 In this debate, we have been focusing on the strengths of 
our competition and competing on their turf. India and China 
will always have an advantage in numbers, and there is no 
way we will ever catch up. They graduate more engineers, 
more dentists, and more shopkeepers. Who cares?
	 We should focus on what makes us what we are. Ameri-
can workers are creative, hardworking, innovative, and 
can think outside the box, and American universities excel 
in basic and applied research. The quality of education in 
America is not just a little better than in the rest of the world; 
it is miles ahead. I acknowledge that K–12 education can be 
improved and that we should teach our kids more math and 
science. But we must start by focusing on our key strengths 
and doing what we do better.
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Offshoring in the U.S. Telecommunications Industry
Theodore S. Rappaport

	 I have been asked to discuss network systems, another 
way of describing the telecommunications industry. From 
other speakers at this workshop, you can get a sense of the 
rapid growth of global telecommunications markets and the 
massive adoption of wireless and telecommunications tech-
nologies—with surprisingly little job growth, and sometimes 
job losses, in the United States.
	 I have spent the last 18 years as a professor in the tele-
communications field and an entrepreneur who has started 
and sold two businesses to publicly traded companies. I just 
returned from a wonderful stint in industry, at Motorola, and 
am pleased to be back in academia. Motorola is headed by 
a pioneering chairman and world leader in telecommunica-
tions. In his keynote address, Bob exhorted us to remain 
hopeful, and I agree.
	 The massive bubble in telecommunications of the late 
1990s, followed by the telecom crash in 2001–2003, were 
the most dramatic events I have seen in my professional 
career. I do not think I can overstate just how dramatic, and 
devastating, the dot-com implosion has been for the telecom-
munications research community in the United States.
	 I will show data indicating that the crash of the telecom 
industry, combined with a lack of public policy to bring 
together industry and academic institutions, have created a 
crisis in the United States that must be addressed if our coun-
try wishes to maintain its technical superiority and product 
development/job creation capabilities in the communications 

field. Some of these data are anecdotal, and some are com-
piled from public records.

EFFECTS OF THE DOT-COM CRASH

	 The fallout from the dot-com crash of 2001–2003 persists, 
which has greatly impacted the behavior of large telecommu-
nications companies, and, I contend, has affected, in turn, the 
behavior of students entering engineering undergraduate and 
graduate schools. Compared to other countries—particularly 
nations that are emerging rapidly, either through emerging 
markets or through technological innovations in selected 
technologies that have become national initiatives—the 
United States has “lost” its way.
	 Look at Korea, for example, the most wired country in 
the world. Korea had a focused, well funded government 
initiative involving universities, major corporations, and car-
riers of Korea to bring fiber to the home. As a result, more 
than 30 megabits per second of data are available in more 
than 95 percent of Korean homes, and new applications and 
services are a major part of Korea’s technology future. Of 
course, Korea is a compact country where laying fiber is 
much more affordable than in the United States. But this 
effort was supported by a big push from government, which 
helped bring together corporate and university leaders to 
create new technologies.
	 That push continues with wireless technology. In fact, 
Korea has stated, as a national policy, that the country wants 
to be the exporter of the next-great revolution in telecom, 
which they believe will be broadband and wireless. Today, 
companies like Samsung and carriers like KT Freetel and SK 
Telecom, with government support and subsidies, are build-
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ing future technologies, which they are exporting already and 
will be exporting more aggressively in the future. Korean 
companies are encouraged to send their brightest researchers 
to U.S. graduate programs, usually subsidized at least partly 
by government.
	 The Chinese government has provided significant focus 
and funding for the broadband build-out in the rapidly grow-
ing Chinese economy through investment and subsidies for 
capital infrastructure projects, start-up ventures, wireless 
spectrum licensing, and technology standards. China is most 
likely to insist that its billion-plus population have wireless 
technology standards based on Chinese intellectual property. 
New roads, built in very remote parts of China, are being 
installed with massive fiber-optic capacity, even where the 
nearest community is dozens of miles away. The Chinese 
government understands that communications connectivity 
will be vital for the developing knowledge-based capabilities 
in rural areas. The government also supports R&D in many 
areas of telecommunications and sends tens of thousands of 
China’s brightest students to attend graduate school in the 
United States each year.
	 India has a truly fascinating engineering culture. I rec-
ommend Tom Friedman’s book, The World Is Flat (2005), 
as an excellent read on this subject. One of the interesting 
things I have learned from talking to businessmen in India 
is that the tax structure for outsourcing and for IT and tele-
com companies is so favorable that it’s bad business not to 
invest in India. Under the Indian tax code, IT, software, and 
telecom types of companies pay virtually no income taxes. 
In fact, just today, I turned on Bloomberg, and Azim Premji, 
the founder of Wipro, was talking about how his tax breaks 
will end in 2009 and that for the next decade, there will be a 
0.5 percent tax (maybe) on IT companies.
	 The tax structure in India requires that employees pay 
personal income tax, but companies do not pay corporate 
taxes. This is very, very lucrative for business and another 
example of a government focusing on engineering. In In-
dia, government policy is designed to bolster an industry 
or a capability to increase national competitiveness. The 
professions of “engineer” and “medical doctor” are two of 
the highest callings in Indian society. When I ask Indian 
graduate students to describe their culture, they remark how 
very different it is from the culture of the United States, 
where engineering is in decline among our own citizens 
and where capitation and insurance/drug policies are mak-
ing things difficult for the U.S. medical profession. Not so 
in India where government policies encourage and reward 
people for pursuing careers in these fields and encourage 
businesses to establish centers there.
	 In the European Union, as many of you may know, the 
Cooperative Arrangement with Science and Technology 
(COST), which began in the mid-1980s, has funded telecom 
research at much higher levels than anything in the United 
States. COST in Europe created the GSM cellular standard 
(the most widely used cellular standard in the world with 

85 percent world market share). COST, which has brought 
industry and academic researchers together for the last 20 
years, provides strong government funding and matching 
corporate funding, which leads to a great deal of cooperation 
between industry and academia. Research expenditures are 
in the hundreds of millions of dollars per year.
	 The United States has traditionally relied on the Defense 
Advanced Research Projects Agency (DARPA), the National 
Science Foundation (NSF), and the major telecommunica-
tions laboratories to fund research in the United States. But 
since the mid-1990s, when DARPA adopted a “problem of 
the week” mentality, the agency has moved quickly away 
from basic research. Compare that to the late 1980s, when 
DARPA program managers were instructed to fund the best 
academic minds in the United States and let them create great 
technologies. Today, DARPA requires strict deliverables and 
quarterly project reviews, as if academic labs were for-profit 
contractors.

The Industry-Academia Chasm

	 Although accountability is a good thing, there are 
likely to be fewer companies like Broadcom, Atheros, 
SUN, FORE, and others that spun out of universities with 
DARPA-funded research. DARPA used to empower highly 
motivated and entrepreneurial faculty. Now it is difficult 
even to find entrepreneurial faculty on U.S. campuses, 
because industry and academia are separated by a chasm 
created by the dot-com bust.
	 NSF’s proposed funding rates are in the small single dig-
its, making it very difficult for faculty to obtain funding for 
basic research. A “follow-the-herd” mentality has developed, 
and only esoteric, far-removed projects, which are of great 
cerebral academic interest but have little industrial relevance, 
are selected for funding by NSF peer reviewers, who are also 
removed from industry’s competitive needs.
	 The chasm between industry and academia in the United 
States, which developed in the wake of the dot-com bust, 
has become worse over time. Another victim has been the 
major corporate R&D laboratories that supported applied 
research and brokered activities between academia and 
mainstream U.S. corporations. The United States no longer 
has Bell Laboratories or Xerox PARC (as they once existed). 
A huge part of the telecom research community has been 
demolished.
	 With the dot-com crash, stock prices dropped by orders of 
magnitude in the telecommunications field. QUALCOMM 
dropped from $200 to $20 a share; Lucent dropped from $80 
to $2 a share. The Telecom Act of 1996 had opened the flood-
gates of competition, and thus capital, between competitive 
local exchange carriers and incumbents. Huge amounts of 
money had flooded in, and maybe expectations were too 
high. Yes, clearly they were. But the fall of these companies 
and the layoffs in telecom hit the American psyche harder 
than anything else I have seen in my professional career.
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	 Renewing U.S. Telecommunications Research, a report 
published by the National Research Council in June 2006, 
documents, in very real terms, some of the issues facing 
the U.S. telecommunications industry and engineering and 
telecommunications in the United States vis-à-vis the global 
economy. The study committee for this report, of which I 
was a member and which included many national leaders, 
had difficulty agreeing on the reasons for the dire situation 
of telecom in the United States. We all agreed we were in 
trouble, but we did not agree on how we got there. When we 
got to how we could make up for lost ground, we had trouble 
finding a strategy that would enable us to “save” ourselves.
	 One thing we all agreed upon was that there is now a 
tremendous chasm between U.S. industry and U.S. academic 
programs. Before the dot-com bust, corporations were active 
on campuses, funding research and scholarships and invest-
ing in a dialogue. After the dot-com bust, telecom companies 
went into hiding. They were (and many still are) in survival 
mode. The companies that did survive saw their market capi-
talization decrease by factors of 10 or even 100. According 
to some sources, more than a million people in the telecom 
engineering sector lost their jobs. One million engineering 
jobs in one sector is a lot of jobs to lose.
	 Imagine the dinner-table conversations of grade-school 
children or high-school children whose moms or dads were 
laid off from Lucent or MCI or WorldCom or Global Cross-
ing. Imagine them seeing their parents lose their jobs and 
their parents’ employers going bankrupt or their companies 
being sold.
	 The dot-com bust dealt a severe psychological blow to 
the telecommunications engineering profession. I have seen 
this first-hand in students who enroll in undergraduate pro-
grams at the University of Texas. Something must be done 
to change the situation if we are to have a reservoir of future 
technical experts who are U.S. citizens in the communica-
tions field.
	 Since 2002–2003 when U.S. companies went into survival 
mode, they have been trying to make quarter-by-quarter re-
sults for Wall Street. At the same time, U.S. funding agencies 
have moved farther from the needs of the wounded telecom 
industry. In the 1980s, DARPA funded entrepreneurial 
faculty and students who created technologies that funda-
mentally changed the telecom landscape. DARPA’s funding 
supported advances in fiber optics, the Internet, even cellular 
technology. However, in the last 10 years, and especially in 
the last few years, DARPA has moved away from supporting 
long-term research on academic campuses. In fact, it is now 
hard to find students who can qualify for DARPA funding, 
because recipients must be U.S. citizens, and they are becom-
ing exceedingly rare in U.S. graduate programs.
	 Although NSF continues to do its part, and is a sponsor 
of the present study, it has not been able to fund relevant, 
long-term, industry-captivating R&D with its small grants. 
And telecom has not been included in NSF’s bold engineer-
ing research center (ERC) program, which has captivated the 

minds of American universities and industry and promoted 
interdisciplinary research.

STRATEGIES FOR THE FUTURE

	 As the study committee of Renewing U.S. Telecommuni-
cations Research argued, we need a U.S. initiative, a national 
policy that can repair the industry-academy chasm in the 
United States, particularly to address the huge number of cor-
porate research jobs that were lost in the dot-com implosion. 
The industry-academy chasm will not be closed by market 
forces, which, in reality, encourage telecom companies to 
invest in emerging markets outside the United States where 
government subsidies and billions of potential customers 
await. If the United States hopes to invent the next Internet 
or remain a leader in telecommunications, if only to meet 
our own security needs, we must have a national policy that 
reverses the decline of U.S. citizens in graduate programs 
and ensures that they can pursue careers and research in 
communications.
	 Anecdotal evidence based on conversations with depart-
ment heads, colleagues, and others involved with electrical 
and computer engineering departments at various universi-
ties reveals these changes dramatically. When you and I were 
in engineering school, a large majority of the students were 
U.S. citizens. Today, at the University of Texas, Purdue Uni-
versity, and the University of Florida—three schools I picked 
at random—two-thirds to three-fourths of the undergraduate 
students are U.S. citizens, and one-quarter to one-third are 
from other countries.
	 In graduate programs today, U.S. students account for 12 
to 15 percent and are greatly outnumbered. In some schools, 
the number is as low as 8 percent; in others, it’s, perhaps, 
20 percent. In short, U.S. students in graduate programs in 
electrical and computer engineering are a small minority. 
In undergraduate programs, they are still a majority, but 
just barely.
	 This isn’t necessarily a bad thing, except that recently I 
have noticed that my own students, and other students I talk 
to, want to go home after they graduate. They see huge eco-
nomic opportunities in their homelands where multinational 
companies are investing. They see that the U.S. telecom 
industry is still in “hunker-down” survival mode and invest-
ing its precious capital in the emerging markets where future 
customers will come from.
	 So we have a problem. On the supply side, we have a 
problem attracting U.S. citizens at the undergraduate level. 
We must figure out how to attract students whose parents, and 
others in their parents’ generation, lost their jobs. If we don’t 
attract them they will feel more and more like strangers in 
their own land, as they become a smaller and smaller minor-
ity in engineering. As for demand, it is clearly in emerging 
markets and not in the United States.
	 Another aspect of the slippage in the U.S. position is a 
precipitous drop in the number of conference papers au-
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thored by researchers from industry. In fact, industry is now 
all but missing in action at the IEEE Global Communications 
Conference (Globecom) and other international communi-
cations conferences. In 2005, of all the companies in the 
world, only eight published more than one conference paper. 
In the mid-1980s, Globecom was dominated by presenters 
from Bell Labs, Xerox PARC, IBM, and Motorola. Today, 
however, U.S. industry participation has dropped by more 
than an order of magnitude to 1 in 12 papers presented at 
international conferences. Industry is no longer a participant 
in the research dialogue. In effect, professors now present 
papers to other professors.
	 For the purposes of this talk, I collected some data on how 
multinational companies view funding for R&D. I asked one 
of my research assistants to look up financial records and 
press releases at the largest telecommunications companies 
for the last four years. She scoured thousands upon thousands 
of Web announcements by large multinational companies 
to find out where they are making R&D investments. We 
then correlated the results for location and types of R&D 
investments being made and estimated the expenditures. 
The results, not surprising, perhaps, underscore that major 
corporations are not investing in the United States but are 
turning instead to the most promising emerging markets.
	 Figure 1 shows the companies we studied and their an-
nual sales for their most recent fiscal years (in U.S. dollars). 
These companies, which are household names, have the 
bulk of the worldwide market capital of telecommunications 
companies—network systems, software, and so on. You 
could say that Texas Instruments should be on the list (Intel 
is there as a proxy) or other companies. But keep in mind 
this is just a sample of major companies that have presence 
around the world.
	 As Figure 1 shows, the annual revenues of these 16 com-
panies is about $0.5 trillion—a lot of infrastructure, software, 
and handsets. Some companies, like Samsung and Siemens, 

are not limited to telecommunications, but also make refrig-
erators and power turbines. I included Microsoft as a proxy 
for software companies. A few companies from China, 
Huawei, UTStarcom, and ZTE, that have emerged rapidly on 
the telecommunications scene are also on the list. Although 
their annual revenues are only $3 billion to $6 billion, they 
have grown rapidly in the last few years.
	 The five major focus areas of R&D, based on all of the 
company press releases we collected, will give you a sense 
of the needs being met by the $0.5 trillion of products being 
sold around the globe each year:

	 •	 Subscriber devices or premise equipment—cell phones, 
videophones, voice over IP—purchased by end users is 
a major component of telecommunications revenues.

	 •	 Infrastructure equipment and services are the base 
stations and switching stations, the large infrastructure 
that connects carrier-grade telephone, Internet, and 
wireless systems.

	 •	 Switching and routing equipment is the technology/
equipment used to connect large hubs with an enter-
prise or premise.

	 •	 Integrated circuits are essential to the chips in all 
equipment.

	 •	 Software and applications, a more and more vital part 
of the value chain, create the features, adaptability, and 
upgradability of all products.

	 The corporate research themes of global telecom com-
panies (listed below) can scarcely be found among research 
initiatives at NSF or DARPA:

	 •	 the development of Internet protocol (IP) to replace 
circuit switching (IP has a double meaning; Internet 
protocol and intellectual property [a creator/extractor 
of value], a key theme in corporate America)

Rappaport Figure 1

• Alcatel: $15 billion

• Cisco: $28 billion

• Ericsson: $19 billion

• Huawei: $6 billion

• Intel: $39 billion 

• LG: $23 billion

• Lucent: $10 billion

• Microsoft: $44 billion

• Motorola: $37 billion

• NEC: $46 billion

• Nokia: $40 billion

• Nortel: $10 billion

• Samsung: $79 billion

• Siemens: $91 billion

• UTStarcom: $3 billion

• ZTE: $3 billion

FIGURE 1  Companies and annual revenues (USD). Source: Compiled from data on various company web sites.
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	 •	 the convergence of wired and wireless networks 
throughout an enterprise and throughout the home

	 •	 the expansion of intelligence and massive bandwidths 
to the edge of the Internet and into the home or 
enterprise

	 •	 the development of multimedia data transfer for mul-
tiple providers (cable, telephone, wireless converging, 
competing, and offering content)

	 •	 the development of low-cost devices and low-cost in-
frastructure for emerging economies that have different 
price points and applications than in the mature U.S. 
market

	 •	 the ongoing development of software and middleware 
and increasing reusability

The absence of these research themes in U.S. academic R&D 
shows the complete disconnect between what companies see 
in their future (e.g., the corporate vision or road map) and 
what professors and graduate students in the United States 
are working on. I fear that professors are becoming increas-
ingly isolated from “customers.”

R&D Initiatives by Major Companies

	 The discussion that follows briefly covers some of the 
major R&D initiatives of the corporations listed in Figure 1.� 
In 2002, Alcatel made R&D investments in Canada, Australia, 
and China; in 2003, the company invested in R&D initiatives 
in Australia, France, and China. In fact, China appears on 
every company’s R&D investment list. Alcatel did not invest 
in the United States until 2007, when it purchased Lucent.
	 Only a small number of R&D projects by Cisco have been 
publicly announced. Cisco uses an open IETF model in de-
veloping much of its technology, but the company has opened 
centers in Japan, India, and Vietnam. Instead of funding basic 
R&D, Cisco typically buys 10 to 15 small companies per 
year. Ericsson, like most telecom companies, struggled for 
survival during the dot-com bust. Since then, it has managed 
to open an R&D facility in China.
	 Huawei has made investments in China (its home coun-
try), India, and Malaysia. The Malaysian government offers 
huge incentives to companies to locate jobs there, especially 
in telecom and manufacturing. For example, the government 
often pays the salaries of the first 100 or so engineers to help 
a company establish a beachhead.
	 Intel has not publicly announced any investments in R&D 
centers in the United States. The company has invested in 
China, Spain, and England. LG, a leading Korean company, 
established a U.S. facility in 2005, but its primary focus is in 
China, Korea (its home country), Italy, and France. Micro-
soft has announced one major U.S. investment, R&D initia-
tives in England, and a major investment in India. Motorola 

� For details see http://users.ece.utexas.edu/~wireless/NAE%20Research.
htm.

has been active in China, Brazil, and Denmark and, in 2005, 
made a major R&D investment in the United States.
	 NEC and Nokia both opened R&D centers in China. Nor-
tel is investing in China, France, and India. Samsung made 
major R&D investments in China and Korea. Siemens made 
an R&D investment in Korea and is partnering with Nokia. 
UTStarcom, a Chinese company, is investing heavily in 
India for wireless infrastructure and for IPv6. ZTE, another 
Chinese company, is investing in its home country.
	 In summary, major telecommunications companies an-
nounced 57 major R&D initiatives in the past few years. 
Of these, only five were in the United States. Thirty-five, 
the overwhelming majority, were in Asian countries, where 
public policy and regulations are much more welcoming and 
where markets are experiencing higher growth rates. Twelve 
major R&D investments were made in Europe, more than 
twice as many as in the United States.

OBSERVATIONS

	 What can we learn from these data? First, R&D invest-
ments are going to high-growth countries. Second, multi-
national companies are investing in countries that have made 
telecom a priority, either through tax incentives, research-
expenditure incentives, or other government policies. Busi-
nesses are going where there is less friction, because it makes 
good business sense.
	 We now see many foreign students who come to the 
United States to get educated in telecom return to their home 
countries. For example, of the Ph.D.s who graduate from our 
wireless center at the University of Texas, about half take 
jobs back in China, Korea, Pakistan, and India—something 
I haven’t seen in my career before.
	 That trend is not a bad thing in itself, but it points to the 
fact that the United States has lost its national focus on tele-
com, which is clearly not on the research agenda of the U.S. 
government or U.S. industry. When I look 10 to 15 years 
ahead, I am deeply concerned about what might happen in 
the United States. As the data clearly show, U.S. companies, 
rather than investing in the United States, are investing over-
seas and hiring overseas, for R&D positions.
	 Under these conditions, I wonder if, today, we could in-
vent the Internet or cell phone technology. DARPA funded 
the Internet. NSF took over the build-out of the Internet 
to campuses across the country. This required a very long 
investment period, 10 years of funding, before there was 
even a hope of creating an Internet. Yet that stay-the-course, 
long-term research was a national policy by a government 
determined to develop a failsafe communications network 
that could survive and operate in a national emergency.
	 In the aftermath of the dot-com crash, we must rethink 
how U.S. corporations should engage with the U.S. govern-
ment and with academia. We must ask ourselves how long 
the United States can continue to produce talent at home to 
build secure networks, defense networks, without the old 
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DARPA or Bell Labs. And how we will be able to oper-
ate secure networks. Perhaps most important, how will the 
United States be able to compete globally in telecom against 
countries that are making concerted efforts to develop tech-
nology for export? Do we need a government policy to prop 
up the telecom industry, just as SEMATECH came to the 
rescue of the semiconductor industry two decades ago?
	 The United States does not like to pick winners or los-
ers, but considering the dot-com situation and the lack of 
investment in U.S. R&D, combined with the chasm between 
academia and industry, I submit this is one time when the 
government should reach in to encourage and assist industry 
in reinvesting and engaging with U.S. universities to try to 
repair the damage done by market forces. If we care about 
U.S. citizens having expertise and research acumen in the 
telecommunications field, something must be done to en-
courage them and to give them a reason to put forth the effort 
to attain the necessary skills. U.S. taxpayers should also be 
made aware of the falling enrollments of U.S. citizens on 
engineering campuses throughout the United States.

TURNING THE TIDE

	 In this section I suggest some steps that could be taken 
to turn the tide for telecommunications R&D in the United 
States. First, we need a federal policy that encourages and 
rewards U.S. industry for engaging in a new social contract 
like the one the telecom community had for decades in the 
United States. That contract meant that companies were 
actively involved on campuses, and they provided scholar-
ships. Reviving this social contract may require government 
engagement.
	 Before the dot-com crash, when I headed the wireless 
center at Virginia Tech, more than 30 major companies 
came to Blacksburg, Virginia, to invest in our research center 
and engage with our students. After the dot-com crash, the 
number fell to about 10, and two of those were from China 
and Korea. That is a real drop-off! If we can’t bring more 
companies back to academia, professors will be working 
on problems that are peer-reviewed by other professors in a 
vacuum, without regard to market needs and without long-
term marketability for the benefit of the U.S. telecommunica-
tions industry.
	 Second, we need a public-private “big picture,” a big, 
hairy, audacious goal (BHAG), that will lead to hope for the 
future. Bob Galvin gave us some examples of big-picture 
projects in his keynote address—new architecture, wire-
less Internet, middleware. The United States has so many 
opportunities to take the lead, to solve a national problem 
through technology. But we are not doing that. We need a 
“man-on-the-moon” kind of mission to rally our industry and 
engage creative minds in thinking about how we can improve 
our nation.
	 I agree with Bob Galvin that, in some instances, pub-

lic policy needs to help pick future technologies. “Road 
mapping” is probably too strong a term in the case of 
telecommunications, but as you can read in Renewing U.S. 
Telecommunications Research, if we don’t do something, 
we are going to continue to lose our lead. As a successful 
businessman once told me, if you are not going up, you are 
going down. Unless the United States moves forward with a 
vision in telecommunications, we are in for a tough time.
	 Now that Bell Labs is gone and DARPA is no longer 
doing what it used to, we need a national policy or entity 
that can bring us together, in telecom. As we just saw, IEEE 
conferences aren’t doing that. Universities are there, but 
industry is absent on campuses. Industry is doing a lot of 
internal research, but the results lead to filing for patents 
instead of publishing papers. Microsoft and Motorola have 
huge research organizations, both internal. These companies 
used to engage with the academic community. My concern 
is that if we don’t bring industry and academia together, 
our relevance on the global telecom stage will be greatly 
diminished.

CONCLUSION

	 I will close with this final thought. Let me ask everyone in 
the room to please raise your hand if you grew up somewhere 
other than the United States. Raise your hand proudly. So, 
maybe 10 or 12 percent of the people in this room were born 
outside the United States. How many of you grew up in the 
United States and went to college in the United States? The 
overwhelming majority, 90 percent.
	 Consider that the data I have presented show that in gradu-
ate programs in telecom throughout the United States today, 
the numbers are diametrically opposed to the numbers in 
this room. On college campuses today, most of the graduate 
students in telecommunications and electrical engineering 
did not grow up in the United States; they did not grow up 
in the culture of the United States. This presents us with a 
great opportunity, but also a great challenge.
	 If we want this room to be filled 20 years from now when 
the United States faces a new crisis, we must make sure that 
the students in graduate schools today stay in the United 
States, can find gainful employment in the United States, and 
have the necessary support for the United States to remain a 
leader in telecommunications innovation. If we don’t do that, 
all the creative minds will leave the United States and go to 
other countries, perhaps their home countries, where they 
have the opportunities and incentives to make an impact.

REFERENCES
Friedman, T.L. 2005. The World Is Flat: A Brief History of the Twenty-First 

Century. New York: Farrar, Straus, and Giroux.
NRC (National Research Council). 2006. Renewing U.S. Telecommunica-

tions Research. Washington, D.C.: The National Academies Press.



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

Appendixes



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html



Copyright © National Academy of Sciences. All rights reserved.

The Offshoring of Engineering:  Facts, Unknowns, and Potential Implications
http://www.nap.edu/catalog/12067.html

221

Appendix A
 
 

Workshop Agenda

NATIONAL ACADEMY OF ENGINEERING
THE OFFSHORING OF ENGINEERING:
FACTS, MYTHS, UNKNOWNS, 
AND IMPLICATIONS
Auditorium
2100 C Street, N.W.
Washington, D.C.
October 24–25, 2006

AGENDA

Tuesday, October 24, 2006

8:00 a.m.	 Continental Breakfast
8:30	 Welcome
	 William Spencer, Chairman Emeritus, 

SEMATECH
8:40	 Keynote Talks: The Globalization of 

Engineering
	 Charles Vest, President Emeritus, 

Massachusetts Institute of Technology
	 Robert Galvin, Chairman Emeritus, Motorola 

Inc.
9:50	 Software
	 Moderator:  Susan Graham, Pehong Chen 

Distinguished Professor, University of 
California, Berkeley

	 Speakers: 
	 Rafiq Dossani, Senior Research Scholar, 

Shorenstein Asia-Pacific Research Center, 
Stanford University

	 Alfred Spector, Consultant and Former Vice 
President of Strategy and Technology, IBM 
Software Group

11:00	 Break
11:15	 Autos
	 Moderator:  Peter Bridenbaugh, Retired 
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	 Vivek Wadhwa, Executive-in-Residence/Adjunct 
Professor, Pratt School of Engineering, 
Duke University
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3:30 p.m.	 Network Systems
	 Theodore Rappaport, William and Bettye 
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Biographical Information

Chairman

WILLIAM J. SPENCER is Chairman Emeritus of SEMATECH 
and International SEMATECH. Created in 1990, SEMATECH 
is a consortium of companies whose goal is to improve semi-
conductor manufacturing technologies. As chief executive 
officer and president, he refocused the organization’s efforts 
on streamlining the manufacturing process and introduced 
standardization. Under his guidance, the institution fostered co-
operative relationships among competitors, expanded to include 
non-U.S. members, and transitioned from government support 
to increased industry funding. Previously, Dr. Spencer held key 
research positions at Xerox Corporation, Bell Laboratories, and 
Sandia National Laboratories. He is a member of the National 
Academy of Engineering and a fellow of IEEE. He received an 
A.B. from William Jewell College and M.S. and Ph.D. degrees 
in physics from Kansas State University.

Committee Members

LINDA M. ABRIOLA is dean of engineering at Tufts 
University. Previously, she was professor of civil and envi-
ronmental engineering at the University of Michigan. Her 
research interests relate to the prediction of the transport and 
fate of organic chemical contaminants in the subsurface. She 
has a Ph.D. in civil engineering from Princeton University 
and is a member of NAE.

PETER R. BRIDENBAUGH is retired executive vice 
president-science, technology, engineering, environment, 
safety, and health of Alcoa. Dr. Bridenbaugh joined Alcoa in 
1968 at the Alcoa Research Laboratories, New Kensington, 
Pennsylvania. During his career, he has held positions in 

Alcoa Laboratories Warrick (Indiana) Operations and Ten-
nessee Operations. He has led Alcoa Technical Center since 
1983 and was appointed to his present position in 1991. Dr. 
Bridenbaugh serves on advisory boards at Carnegie Mellon 
University, University of Pittsburgh, Pennsylvania State Uni-
versity, Stanford University, Massachusetts Institute of Tech-
nology (MIT), University of Virginia, Lehigh University, 
and Northwestern University. He is chair of the Engineering 
Design Research Center Industrial Planning Committee at 
Carnegie Mellon University. Dr. Bridenbaugh has a Ph.D. in 
materials science from MIT. He is a member of NAE.

STEPHEN W. DREW is retired vice president of technical 
operations and engineering, Merck & Co. Inc. Currently 
with Science Partners LLC, his technical areas of expertise 
are chemical, biological, and engineering technology for 
the bulk chemical manufacture of pharmaceuticals. He was 
elected to NAE for his work in this area in 1993. He has a 
Ph.D. in biochemical engineering from MIT.

SAM FLORMAN is a writer as well as a practicing engineer 
and chairman of Kreisler Borg Florman General Construc-
tion Company in Scarsdale, New York. Florman was elected 
to NAE in 1995. He is the author of six books dealing with 
the relationship of technology to the general culture and has 
written more than 250 articles in professional journals and 
popular magazines. Florman, a lifelong resident of New York 
City, is a fellow of the American Society of Civil Engineers. 
He holds a bachelor’s degree and a civil engineer’s degree 
from Dartmouth College and an M.A. in English literature 
from Columbia University.
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fessor, Computer Science Division—EECS, University of 
California, Berkeley. Her expertise is in the design and 
implementation of programming languages; techniques, 
methodology, tools, and environments for software develop-
ment; and software support for high-performance computing. 
She has a Ph.D. in computer science from Stanford Univer-
sity and was elected to NAE in 1993.

LORI KLETZER is a professor and chair of the Econom-
ics Department at the University of California, Santa Cruz. 
Her areas of specialization are labor economics, industrial 
relations, and applied econometrics. Her current research 
interests include consequences for the domestic labor market 
of increasing economic integration; the causes and costs of 
job displacement; differences in educational attainment, occu
pation, and earnings between black and white women; and 
the economics of higher education. She has a Ph.D. from the 
University of California, Berkeley.

ANNE STEVENS is chair, president, and CEO, Carpenter 
Technology Corporation. Until October 1, 2006, she was 
group vice president, Canada, Mexico, and South America, 
Ford Motor Company, a position to which she was named in 
October 2003. At Ford, she was responsible for all operations 
in each country, including product development, manufac-
turing, purchasing, finance, and sales and marketing. Ford 
Motor Company’s first female group vice president, Stevens 
joined the company in 1990 as a marketing specialist in the 
Plastic Products Division, Vehicle Exterior Systems. In 1992, 
she was named manager of the Quality Services Department 
at the Saline (Michigan) plant. She is a member of NAE.

GEORGE TAMARO is a partner at Mueser Rutledge Con-
sulting Engineers. His technical interests are primarily in 
structural and geotechnical engineering. His work involves a 
broad range of analytical, design, and construction problems 
related to deep foundations and underground structures. He is 
also involved in the design and construction of containment 
facilities and the control of dam seepage using special bar-
rier systems. Mr. Tamaro also has an interest in the prepara-
tion and training of young engineers who will someday be 
consultant engineers. He is particularly concerned with the 
development of engineers capable of analyzing, designing, 
and installing safe, economically constructed facilities. He 
is a member of NAE.

MARIE C. THURSBY is a member of the strategic man-
agement faculty and holds the Hal and John Smith Chair in 
Entrepreneurship at Georgia Institute of Technology. Before 
joining Georgia Tech in 2002, she was a member of the 
economics faculty at Purdue University, where she held the 
Burton D. Morgan Chair of International Policy and Manage-
ment. Dr. Thursby has developed and directed three major 
multidisciplinary programs for research and curriculum 
development, including Purdue’s Center for International 
Business Education and Research; the Technology Transfer 
Initiative; and the Innovation Realization Lab, which teams 
Ph.D. students in science and engineering with M.B.A. stu-
dents to focus on the interface between technical, manage-
ment, and economic issues involved in moving fundamental 
research into the marketplace.
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