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This workshop summary has been reviewed in draft form by individuals 
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procedures approved by the National Research Council’s Report Review Com-
mittee. The purpose of this independent review is to provide candid and criti-
cal comments that will assist the institution in making its published workshop 
summary as sound as possible and to ensure that the workshop summary meets 
institutional standards for objectivity, evidence, and responsiveness to the study 
charge. The review comments and draft manuscript remain confidential to protect 
the integrity of the process. We wish to thank the following individuals for their 
review of this workshop summary:

Eshel Ben-Jacob, School of Physics and Astronomy, Tel Aviv University, 
Tel Aviv, Israel

Steve Diggle, School of Molecular Medical Sciences, University of 
Nottingham, Nottingham, United Kingdom

David Rizzo, Department of Plant Pathology, University of California, 
Davis, California

Mary E. Wilson, Harvard School of Public Health, Harvard University, 
Boston, Massachusetts

Although the reviewers listed above have provided many constructive com-
ments and suggestions, they did not see the final draft of the workshop summary 
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for making certain that an independent examination of this workshop summary 
was carried out in accordance with institutional procedures and that all review 
comments were carefully considered. Responsibility for the final content of this 
workshop summary rests entirely with the rapporteurs and the institution.
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The Forum on Emerging Infections was created by the Institute of Medi-
cine (IOM) in 1996 in response to a request from the Centers for Disease 
Control and Prevention (CDC) and the National Institutes of Health (NIH). 
The purpose of the Forum is to provide structured opportunities for leaders 
from government, academia, and industry to regularly meet and examine issues 
of shared concern regarding research, prevention, detection, and management 
of emerging, reemerging, and novel infectious diseases in humans, plants, 
and animals. In pursuing this task, the Forum provides a venue to foster the 
exchange of information and ideas, identify areas in need of greater attention, 
clarify policy issues by enhancing knowledge and identifying points of agree-
ment, and inform decision makers about science and policy issues. The Forum 
seeks to illuminate issues rather than resolve them. For this reason, it does not 
provide advice or recommendations on any specific policy initiative pending 
before any agency or organization. Its value derives instead from the diversity 
of its membership and from the contributions that individual members make 
throughout the activities of the Forum. In September 2003, the Forum changed 
its name to the Forum on Microbial Threats. 

The Forum on Microbial Threats and the IOM wish to express their warm-
est appreciation to the individuals and organizations who gave their valuable 
time to provide information and advice to the Forum through their participa-
tion in the planning and execution of this workshop. A full list of presenters, 
and their biographical information, may be found in Appendixes B and E, 
respectively. 
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Workshop Overview1

THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

Introduction

Beginning with the germ theory of disease in the 19th century and extending 
through most of the 20th century, microbes2 were believed to live their lives as 
solitary, unicellular, disease-causing organisms (Losick and Kaiser, 1997). This 
perception stemmed from the focus of most investigators on organisms that could 
be grown in the laboratory as cellular monocultures, often dispersed in liquid, 
and under ambient conditions of temperature, lighting, and humidity (Kolter 
and Greenberg, 2006). Most such inquiries were designed to identify microbial 
pathogens by satisfying Koch’s postulates.3 This pathogen-centric approach to the 
study of microorganisms produced a metaphorical “war” against these microbial 
invaders waged with antibiotic therapies, while simultaneously obscuring the 

1   The planning committee’s role was limited to planning the workshop, and the workshop summary 
has been prepared by the workshop rapporteurs (with the assistance of Pamela Bertelson, Rebekah 
Hutton, and Katherine McClure) as a factual summary of what occurred at the workshop. Statements, 
recommendations, and opinions expressed are those of individual presenters and participants, and are 
not necessarily endorsed or verified by the Institute of Medicine, and they should not be construed 
as reflecting any group consensus.

2   Microscopic organisms, including bacteria, archaea, fungi, protists, and viruses. 
3   Koch’s postulates must be satisfied in order to state that a particular microbe causes a specific 

infectious disease. They include the following: (i) The parasite occurs in every case of the disease in 
question and under circumstances which can account for the pathological changes and clinical course 
of the disease. (ii) The parasite occurs in no other disease as a fortuitous and nonpathogenic parasite. 
(iii) After being fully isolated from the body and repeatedly grown in pure culture, the parasite can 
induce the disease anew (Fredricks and Relman, 1996; Koch, 1891; Rivers, 1937).
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dynamic relationships that exist among and between host organisms and their 
associated microorganisms—only a tiny fraction of which act as pathogens. 

A recent revolution in our collective understanding of microbes is that the 
vast majority of these organisms live in communities and lead intensely interac-
tive lives, competing, cooperating, and forming associations with one another 
and with their living and nonliving host environments. As the earth’s first living 
inhabitants, communities4 of microorganisms have had several billion years to 
coevolve and adapt to one another and their environments, resulting in a world 
of spectacular diversity and interdependence. Indeed, microbial communities are 
intricately intertwined with all ecosystems on Earth—from the extreme environ-
ments of the human gut to deep-sea hydrothermal vents and the windswept plains 
of Antarctica. 

This ecological view of microbial life has enormous potential for transform-
ing our understanding of the world around us. Recent research on the communi-
ties of microorganisms that live in and on us (the human microbiome) suggests 
that many traits once assumed to be “human”—such as the digestion of certain 
foods or the ability to defend against disease—may result from human-microbe 
interactions (Dethlefsen et al., 2007; IOM, 2006). Such findings have dispelled 
the notion that “human beings are physiological islands, entirely capable of regu-
lating [our] own internal workings” and replaced it with the notion of the human 
body as a complex ecosystem (Ackerman, 2012). This realization “promises to 
radically alter the principles and practices of medicine, public health, and basic 
science” (Relman, 2012). 

Recognition of the ubiquity and importance of microbial communities not 
only advances an ecological view of microbial life but also raises intriguing 
questions about the formation of groups that behave collectively in ways that 
have consequences for their individual members. There is mounting evidence to 
suggest that molecular “conversations” take place among members of a broad 
spectrum of microbial communities, and also between a variety of microbes and 
host organisms. Having only recently become aware that such conversations ex-
ist at all, our ability to eavesdrop on them and to translate them into scientific 
knowledge can be described as rudimentary at best. Yet, there is the emerging 
sense that microbes interact in complex, diverse, and subtle ways that we have 
yet to fully appreciate, much less understand.

Despite their obvious importance, very little is actually known about the 
processes and factors that influence the assembly, function, and stability of mi-
crobial communities. Gaining this knowledge will require a seismic shift away 
from the study of individual microbes in isolation to inquiries into the nature of 
diverse and often complex microbial communities, the forces that shape them, 

4   For the purposes of this overview, and as suggested by speaker Joan Strassmann of Washington 
University at St. Louis, “microbial community” simply means “all the small forms of life occurring in 
the same place and time, where same implies a shared place, with some possibility they will encounter 
each other, or take resources the other might have used.” 
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and their relationships with other communities and organisms, including their 
multicellular hosts. 

Statement of Task5

On March 6 and 7, 2012, the Institute of Medicine’s (IOM’s) Forum on Mi-
crobial Threats hosted a public workshop to explore the emerging science of the 
“social biology” of microbial communities. Workshop presentations and discus-
sions embraced a wide spectrum of topics, experimental systems, and theoretical 
perspectives representative of the current, multifaceted exploration of the micro-
bial frontier. Participants discussed ecological, evolutionary, and genetic factors 
contributing to the assembly, function, and stability of microbial communities; 
how microbial communities adapt and respond to environmental stimuli; theo-
retical and experimental approaches to advance this nascent field; and potential 
applications of knowledge gained from the study of microbial communities for 
the improvement of human, animal, plant, and ecosystem health and toward a 
deeper understanding of microbial diversity and evolution. 

Organization of the Workshop Summary 

This workshop summary was prepared by the rapporteurs for the Forum’s 
members and includes a collection of individually authored papers and com-
mentary. Sections of the workshop summary not specifically attributed to an 
individual reflect the views of the rapporteurs and not those of the members of 
the Forum on Microbial Threats, its sponsors, or the IOM. The contents of the 
unattributed sections of this summary report provide a context for the reader to 
appreciate the presentations and discussions that occurred over the 2 days of this 
workshop.

The summary is organized into sections as a topic-by-topic description of 
the presentations and discussions that took place at the workshop. Its purpose is 

5   The original Statement of Task stated the following: An ad hoc committee will plan and conduct 
a public workshop that will feature invited presentations and discussions to explore the scientific 
and policy implications of the microbiome in health and disease. Topics to be discussed may 
include, but are not limited to, the social behavior of microorganisms to form and maintain stable 
communities; how the use of antibiotics and other drugs can influence the community composition 
of the microbiome; microbial evolution and co-adaptation; an exploration of the various microbiomes 
in mammalian/terrestrial/aquatic environments; and the impacts of globalization on the introduction, 
establishment and evolution of “novel” diseases in established microbial communities. In the course 
of planning this workshop, the planning committee decided to focus the workshop’s agenda on “the 
ecological, evolutionary, and genetic factors contributing to the assembly, function, and stability of 
microbial communities; how microbial communities adapt and respond to environmental stimuli; 
theoretical and experimental approaches to advance this nascent field; and potential applications of 
knowledge gained from the study of microbial communities for the improvement of human, animal, 
plant, and ecosystem health and toward a deeper understanding of microbial diversity and evolution.” 
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to present information from relevant experience, to delineate a range of pivotal 
issues and their respective challenges, and to offer differing perspectives on the 
topic as discussed and described by the workshop participants. Manuscripts and 
reprinted articles submitted by workshop participants may be found, in alphabeti-
cal order, in Appendix A.

Although this workshop summary provides a description of the individual 
presentations, it also reflects an important aspect of the Forum’s philosophy. The 
workshop functions as a dialogue among representatives from different sectors 
and allows them to present their views about which areas, in their opinion, merit 
further study. This report only summarizes the statements of participants at the 
workshop over the course of 2 consecutive days. This workshop summary is not 
intended to be an exhaustive exploration of the subject matter nor does it rep-
resent the findings, conclusions, or recommendations of a consensus committee 
process.

Glimpses of Microbial Community Dynamics

“We have to get away from this monolithic, one-dimensional perspec-
tive of a one bug–one-disease picture of health. The community is the 
unit of study.”

—David Relman (Buchen, 2010)

“One reason we may have a hard time remembering that all microbes 
exist in communities is due to an early focus of scientists on microbes 
that cause disease.” 

—Joan Strassmann (2012a)

Observations of bacteria grown in the artificially simple environments of the 
Petri dish and the test tube have provided detailed knowledge of the physiology 
and cellular processes of organisms amenable to such culturing techniques (Little 
et al., 2008). With the recent development of “culture-independent” methods of 
microbial characterization,6 researchers have determined that such culturable 
species represent only a minuscule fraction of the microbial diversity around 
us. These techniques have further revealed the dynamic communities that the 
vast majority of microorganisms shape and inhabit—from simple communities 
composed of one to two species to complex, spatially diversified, host-associated 
communities comprising hundreds of species (Handelsman, 2004; Little et al., 
2008; Nee, 2004). 

This workshop’s focus on the community as the unit of study continues the 
Forum’s exploration of “a more realistic and detailed picture of the dynamic 

6   Various “culture-independent” techniques are discussed in the section “The Structure and Func-
tion of Microbial Communities (see page 25).”
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interactions among and between host organisms and their diverse populations of 
microbes” (IOM, 2006, 2009). Newly recognized as social organisms, microbes 
also provide a fresh lens through which to view interactions both among and 
between species. Studies of such interactions among multicellular organisms in-
form the disciplines of social biology7 and ecology.8 While theoretical constructs 
derived from observations of the macroscopic world offer ways to interpret mi-
crobial interactions, it is also possible that these phenomena will require novel 
explanatory frameworks. 

Microbial Communities in Biotic and Abiotic Environments

The following descriptions of microbial communities, adapted to several 
distinct habitats, provide glimpses of microbes interacting with each other and 
with their environments, and reveal collective functions that exceed the capabili-
ties of individual members. 

Biofilms The vast majority of microbes form and inhabit biofilms: complex, 
differentiated aggregations, typically of multiple species, that thrive on nearly 
every surface (Hall-Stoodley et al., 2004; Kolter and Greenberg, 2006; Parsek and 
Greenberg, 2005). Surrounded by a self-produced polymeric matrix,9 biofilms are 
characterized by structural heterogeneity, genetic diversity, and complex commu-
nity interactions, as shown in Figure WO-1. For example, the microbial constitu-
ents of the biofilm known as dental plaque include hundreds of species and strains 
of bacteria, as well as various methanogens (archaea) whose collective metabolic 
activities are associated with tooth decay (Lepp et al., 2004; Relman, 2005). By 
analogy to human communities, biofilms are organized into divisions of labor, 
with individual cells taking on specific tasks (Kolter and Greenberg, 2006).

The structure of biofilms protects resident organisms from environmental 
extremes such as ultraviolet light, toxins (including antibiotics), pH, and de-
hydration—advantages that may have allowed the first microbes to populate 
Earth’s surface—as well as from host immune defenses (e.g., phagocytosis) and 
predation (Hall-Stoodley et al., 2004). The matrix polymer surrounding biofilms 
can store water and nutrients, and some biofilms have networks of channels that 
enable these resources to be distributed (IOM, 2011; Kolter and Greenberg, 2006; 
Stewart and Franklin, 2008). 

In medical settings, biofilms contribute to hospital-acquired infections, 
most notably by colonizing in-dwelling medical devices such as catheters and 

7   The study of interactions within communities of single species.
8   The study of organisms’ interactions with each other and with their environment. 
9   Cells in a biofilm secrete polymers of varying chemical composition that form an extracellular 

polymeric substance (EPS) or a slime matrix that gives the biofilm stability and helps it to adhere to 
a surface. Although generally assumed to be primarily composed of polysaccharides, the EPS can 
also contain proteins and nucleic acids (Hall-Stoodley et al., 2004).
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prostheses (Hall-Stoodley et al., 2004; Kolter and Greenberg, 2006). According 
to Freemont (IOM, 2011), bacteria within established biofilm communities have 
been shown to tolerate antimicrobial agents at concentrations as high as 1,000 
times the dosage needed to kill genetically equivalent bacteria in liquid culture. 
Bacterial biofilms may also make certain infections, such as those found in 
chronic wounds and the respiratory tract of individuals with cystic fibrosis, very 
difficult to treat (Hall-Stoodley et al., 2004).

Multicellular structures for migration and dispersal The lifecycle of several 
types of microbes—including algae of the order Volvocales, social amoebae10 of 
the order Dictyosteliida, and more than 50 species of Myxobacteria11— contain 
stages in which these usually unicellular organisms aggregate to form multicel-
lular structures (Brock et al., 2011; Kaiser, 2006; Strassmann and Queller, 2011). 
When the unicellular stage of the social amoeba Dictyostelium discoideum runs 
out of bacteria to prey upon, tens of thousands of amoebae aggregate into a mul-
ticellular migratory slug (Brock et al., 2011; Kuzdzal-Fick et al., 2011). It moves 
toward light and, once in a suitable location, the slug transforms into a fruiting 
body, a process during which one in five cells die in order to form the structure’s 
sterile stalk. The stalk aids in the dispersal of the remaining cells, which differ-
entiate into spores. The social biology of D. discoideum is further discussed in 
Control of cheating in the social amoeba and Farming of bacteria.

Myxobacteria xanthus undergoes a similar transformation when nutrients 
are scarce, aggregating into groups of more than 100,000 cells that then form 
elaborate fruiting bodies for spore dispersal as illustrated in Figure WO-2. Chemi-
cal and cell-contact signals have been found to coordinate developmental gene 
expression with cellular movement, leading to the construction of fruiting bodies 
in this bacterium (Kaiser, 2006).

The bacterium and the squid The Hawaiian squid Euprymna scolopes forms a 
persistent association with the Gram-negative luminous bacterium Vibrio fischeri 
(Nyholm and McFall-Ngai, 2004). Incorporated into the squid’s light organ, the 
bacterium emits luminescence that resembles moonlight and starlight filtering 
through ocean waters, camouflaging the nocturnal squid from predators (Figure 
WO-3) (Nyholm and McFall-Ngai, 2004). The forces supporting the formation 
and stability of this association were discussed by several workshop speakers. 

V. fischeri is the exclusive partner of the host squid in a special adaptation of 
the squid’s light organ. Colonization of the squid’s light organ by the bacterium 

10   Although they are amoeboid protists, not fungi, members of this order are commonly known as 
“cellular slime molds.”

11   Any of numerous Gram-negative, rod-shaped saprophytic bacteria (deriving nourishment from 
dead or decaying organic matter) of the phylum Myxobacteria, typically found embedded in slime 
in which they form complex colonies and noted for their ability to move by gliding along surfaces 
without any known organ of locomotion. 
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begins within an hour after hatching and appears to occur in stages, as shown in 
Figure WO-4, with each step enabling greater specificity between host and symbi-
ont. Once established, V. fischeri drives the development of the tissues with which 
they associate, inducing the maturation of the squid’s light organ from a morphol-
ogy that promotes colonization to one that promotes the maintenance of an exclu-
sive association with V. fischeri through the life of the host (McFall-Ngai et al., 
2012). Up to 95 percent of the resident symbiont population is expelled each day 
at dawn, followed by daily regrowth of bacteria within the crypts (McFall-Ngai 

Figure WO-2.eps
bitmap

FIGURE WO-2 Myxobacteria build multicellular fruiting bodies. Each of the 50 species 
of myxobacteria inherits a plan to build a morphologically different fruiting body. Fruiting 
bodies are 100 to 400 microns high and contain about 100,000 terminally differentiated 
spores. 
SOURCE: Kaiser (2006).
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et al., 2012). This simple model of persistent colonization of animal epithelia 
by Gram-negative bacteria provides a “valuable complement to studies of both 
beneficial and pathogenic consortial interactions, such as in the mammalian in-
testine, and chronic disease that involve persistent colonization by Gram-negative 
bacteria, such as cystic fibrosis” (Nyholm and McFall-Ngai, 2004).

Plant roots and their partners Plants establish associations with several micro-
organisms in a relationship somewhat analogous to that of mammals with their 
gastrointestinal microbiota. The roots of most higher plant species form mycor-
rhizae, an association with specific fungal species that significantly improves 
the plant’s ability to acquire phosphorous, nitrogen, and water from the soil.12 
A few plant families, including legumes, associate with nitrogen-fixing bacteria. 
They colonize the plant’s roots and form specialized nodules, where the bacteria 

12   See http://agronomy.wisc.edu/symbiosis.

DC

Figure WO-3

A B

FIGURE WO-3 The bacterium and the squid. A persistent, symbiotic association be-
tween the squid Euprymna scolopes (A) and its luminous bacterial symbiont Vibrio fischeri 
(B) forms within the squid’s light organ (C and D). After colonization of the host’s light 
organ tissue, V. fischeri induces a series of irreversible developmental changes that trans-
form these tissues into a mature, functional light organ (Nyholm and McFall-Ngai, 2004). 
SOURCE: (A) Images taken by C. Frazee, provided by M. McFall-Ngai and E. G. Ruby; 
(B) Image provided courtesy of Marianne Engel; (C and D). Reprinted by permission from 
Macmillan Publishers Ltd: Nature, Dusheck (2002), copyright 2002.
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receive energy from the plant and convert atmospheric nitrogen to ammonia, 
which the plant can then assimilate into amino acids, nucleotides, and other cel-
lular constituents (Desbrosses and Stougaard, 2011). This partnership furnishes 
much of Earth’s biologically available nitrogen,13 a key contributor to agricultural 
productivity that has long been achieved by growing legumes in rotation with 
nonlegume crops.

13   Nitrogen is a critical nutrient for plants, but often it is not readily available in soil, hence the 
extensive use in agriculture of chemical fertilizers containing nitrogen.

Figure WO-4.eps
bitmap

FIGURE WO-4 The winnowing. This model depicts the progression of light-organ colo-
nization as a series of steps, each more specific for symbiosis-competent Vibrio fischeri. 
(a) In response to Gram-positive and Gram-negative bacteria (alive or dead) the bacterial 
peptidoglycan signal causes the cells of the ciliated surface epithelium to secrete mucus. 
(b) Only viable Gram-negative bacteria form dense aggregations. (c) Motile or nonmotile 
V. fischeri out-compete other Gram-negative bacteria for space and become dominant in the 
aggregations. (d) Viable and motile V. fischeri are the only bacteria that are able to migrate 
through the pores and into the ducts to colonize host tissue. (e) Following successful coloni-
zation, symbiotic bacterial cells become nonmotile and induce host epithelial cell swelling. 
Only bioluminescent V. fischeri will sustain long-term colonization of the crypt epithelium. 
SOURCE: Reprinted by permission from Macmillan Publishers Ltd: Nature Reviews 
Microbiology, Nyholm and McFall-Ngai (2004), copyright 2004.
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Partnerships between plant roots and microbes are established through chem-
ical and genetic “cross-talk.” During nodule formation, legume roots release 
flavonoid compounds that trigger nitrogen-fixing Rhizobium bacteria to express 
modified chitin oligomers known as nodulation (Nod) factors, which in turn 
facilitate infection of the root by the bacteria, as well as nodule development 
(Desbrosses and Stougaard, 2011; Ferguson et al., 2010; Long, 2001; Riely et al., 
2006) (see Figure WO-5). 

Other plants produce chemical signals called strigolactones that increase their 
contact with arbuscular mycorrhizal fungi; this triggers the fungi to release diffusible 
factors that, when recognized by the plant, activate genes collectively known as Myc 
factors (Parniske, 2008). Both Nod and Myc factors promote plant growth, which 
may benefit microbes by increasing the availability of infection sites (IOM, 2009).

Microbial inhabitants of the human gut Just as microbes colonize the bobtail 
squid’s light organ shortly after hatching, microbes colonize the human body 
internally and externally during its first weeks to years of life and establish 
themselves in relatively stable communities in various microhabitats (Costello et 
al., 2012; Dethlefsen et al., 2007). Research to date suggests that the site-specific 
microbial communities—known as microbiota or microbiomes14—that inhabit 
the skin, intestinal lumen, mouth, vagina, etc., contain characteristic microbial 

14   The term microbiome is attributed to the late Joshua Lederberg, who suggested that a 
comprehensive genetic view of the human as an organism should include the genes of the human 
microbiome (Hooper and Gordon, 2001). Because most of the organisms that make up the microbiome 
are known only by their genomic sequences, the microbiota and the microbiome are from a practical 
standpoint largely one and the same (IOM, 2009).

FIGURE WO-5 An example of nitrogen-fixing symbiosis between legumes and rhizobia 
bacteria. 
SOURCE: Provided courtesy of Jean-Michel Ané, University of Wisconsin, Madison.
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families and genera (see Figure WO-6). The species and strains of microbes pres-
ent on or in any given individual may be as unique as a fingerprint ( Dethlefsen 
et al., 2007). The microbiotas of other terrestrial vertebrates are dominated by 
microbes that are related to, but distinct from, those found in humans. This 
suggests that host species have uniquely coevolved with and adapted to their 
microbial inhabitants. 

The human gastrointestinal tract contains the highest cell densities of any 
known ecosystem (Ley et al., 2006a). A recent effort to catalog the genes of 
the adult human gut microbiome identified 3.3 million nonredundant microbial 
genes in fecal samples obtained from 124 individuals, suggesting the presence 

Figure WO-6.eps
bitmap

FIGURE WO-6 The microbiome of various anatomical locations of the human body. 
Numerous bacterial species colonize the mouth, upper airways, skin, vagina, and in-
testinal tract of humans. The phylogenetic trees show the speciation of bacterial clades 
from common ancestors at each anatomical site. Although the communities in different 
regions of the body share similarities, they each have a unique site-specific “fingerprint” 
made of many distinct microbes and genes. Each site has a very high level of diversity, as 
shown by the individual lines on the dendrograms. Data are from the National Institutes 
of Health (NIH)-funded Human Microbiome Project; circles represent bacterial species 
whose sequences are known.
SOURCE: Lee and Mazmanian (2010).



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

WORKSHOP OVERVIEW 13

of 1,000 to 1,150 prevalent bacterial species, and found that each individual’s 
gut harbored at least 160 bacterial species (Qin et al., 2010). The vast majority 
of these microbes reside in the human distal gut, where they have been found to 
influence human health through a variety of functions, which include degrading 
and processing components of the human diet that would be otherwise indigest-
ible (Gill et al., 2006); exchanging metabolites and cometabolizing substrates 
with its host (Nicholson et al., 2005, 2012); regulating drug metabolism and 
bioavailability and detoxifying ingested carcinogens (Gill et al., 2006; Turnbaugh 
et al., 2007); modulating responses to epithelial cell injury; and influencing the 
maturation of both the innate and adaptive immune systems (Gill et al., 2006; Lee 
and Mazmanian, 2010; Littman and Pamer, 2011).

While the relationship between humans and the microbial inhabitants of their 
gastrointestinal tracts tends to be mutually beneficial, shifts in microbial gene 
expression may result in immune responses that precipitate disease states such as 
inflammatory bowel disease, which is characterized by an unregulated immune 
response to gut microbes (Littman and Pamer, 2011). Evidence also suggests that 
increased susceptibility to enteropathogens in some individuals may stem from 
a failure of their gut microbiota to alter expression of host genes encoding anti-
microbial compounds (Cash et al., 2006). The microbiota of the gastrointestinal 
tract has also been found to influence host predisposition to a number of diseases, 
including obesity (Ley et al., 2006b).

The mammalian gut microbiota also appears to be important in the develop-
ment of the immune system (Hooper et al., 2010; Lee and Mazmanian, 2010; 
 Littman and Pamer, 2011). Animals born and raised in sterile environments 
display developmental defects in tissue formation and compromised expression 
of receptors and molecules that are involved in pathogen sensing and antigen 
presentation. Intestinal and systemic immune responses are also influenced by 
the microbiota in ways that suggest that the host and its microbiota have co-
evolved to collaborate against infectious agents. Investigators recently discovered 
intriguing associations between the microbiota and the development of asthma 
in children born by Cesarean section—additional evidence that the “normal” 
balance of the composition of the microbiome may help guide the development 
of the immune system, and that when that balance is altered, disease may follow 
(Couzin-Frankel, 2010). 

The Social Life of Microbes

“When I started in biology, I was told that microbes were the proof that 
really small creatures didn’t need to engage in social activities. The 
smaller the creature, the less value there would be for social activity. 
That has given way to a new view, and now we talk about the social life 
of bacteria.”

—E. Peter Greenberg, Keynote Address
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As the earlier examples suggest, microbes living in communities display 
coordinated, synchronized behaviors. They have also evolved specific interactions 
with each other and with their “host” environments. Like macroscopic organisms 
that cooperate to secure food, gain protection from predators, build shelters, 
and reproduce, microorganisms engage in activities with group-derived benefits 
(Bonner, 2010; Crespi, 2001). Social behaviors—broadly defined as actions with 
fitness consequences for both actor and recipient—enable microorganisms to 
build complex, interactive communities that often exhibit functions or social traits 
commonly associated with multicellular organisms, as shown in Table WO-1.

TABLE WO-1 Social Traits Exhibited by Bacteria Compared with Examples 
from Vertebrates and Invertebrates

Cooperative Behavior Group-Derived Benefits Microbe Examples
Higher Organism 
Comparisons

Chemical 
communication 
(quorum sensing)

Coordinated population 
behavior

Vibrio fischeri, 
Pseudomonas 
aeruginosa, 
Staphylococcus 
aureus, etc.

Pheromone production 
in many social animals

Biofilm formation Protection from 
adverse environmental 
conditions

Many species of 
bacteria

Burrows, nests, hives, 
cities

Nitrogen fixation: 
mutualistic behavior 

Nutrients and niche 
protection in nodules

Rhizobium spp. with 
legume plants

Yucca plant and yucca 
moth

Foraging/hunting: 
nutrient acquisition

Enhanced growth and 
colonization sometimes 
in specialized niches

Siderophore 
production for iron 
acquisition in many 
bacteria

Wolves, lions, humans

Autolysis (suicide) Provides nutrients 
and DNA for biofilm 
development 

P. aeruginosa Apoptosis in eukaryotic 
cells

Motility (swarming) Coordinated motility to 
a nutrient source

Yersinia spp. 
Myxococcus xanthus,       
P. aeruginosa, 

Ants, termites

Antibiotic resistance Production of 
extracellular enzymes 
(e.g., ß-lactamase) 
to break down 
antimicrobials

Escherichia coli, 
Klebsiella spp.

Group defense, 
antipredator vigilance

Immune modulation Modulation of immune 
response to facilitate 
survival within the host

P. aeruginosa, 
Porphyromonas 
gingivalis, 
Helicobacter pylori

Helminth parasites

SOURCE: Diggle et al., Evolutionary theory of bacterial quorum sensing: When is a s ignal 
not a signal?, Philosophical Transactions of the Royal Society B: Biological Sciences, 
2007, 362(1483):1241-1249, reprinted by permission of the Royal Society.
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Does the observation that microbes live in communities imply that all 
microbes are social? Not necessarily, according to workshop speaker Joan 
 Strassmann of Washington University in St. Louis, who both raised and answered 
this question as follows (Dr. Strassman’s contribution to the workshop summary 
report can be found in Appendix A, pages 509-533): 

If there existed a microbe that moved through the soil as a single cell, propelled, 
perhaps, by a single flagellum, taking in nutrients as it encountered them, then 
dividing when it got big enough, I suppose you could call it solitary, not social. 
But if it bumped into another cell and exchanged some genetic material that 
would be the social act we could call a form of sex. If it sensed the presence of 
others through secretions that made it change its trajectory that would also be a 
social act.  If it coordinated with others to move in swarms, that would be social. 
In short, I think it is safe to say, that all microbes are social. This does not mean 
they all do the same social things. (Strassmann, 2012a)

Social evolutionary theory interprets behavior in terms of fitness: the re-
productive advantage actions confer on both actor and recipient. Evolutionary 
biologists have devoted considerable attention to the question of cooperation 
(Strassmann and Queller, 2011; West et al., 2007a), which for the purposes of 
this overview is defined as an action that an individual organism takes, at some 
“cost” to itself (that is, the action, in and of itself, diminishes its chance of re-
producing), and which benefits the community as a whole.15 Social evolutionary 
theory explains cooperation in terms of enlightened self-interest: in return for 
their altruistic acts, individuals receive benefits that outweigh the cost of their 
actions either directly, or to related individuals. In the case of interactions among 
members of the same species, cooperation is expected to evolve when benefits of 
aiding another, weighted by relatedness between helper and altruist, outweigh the 
cost to the altruist in terms of reproduction. This is called Hamilton’s Rule, also 
called kin selection, and is the cooperative side of inclusive fitness ( Hamilton, 
1964). Cooperation among relatives can thus extend to altruism, in which an 
individual sacrifices its chance of reproducing to advance those of a relative.16

Applying social evolutionary theory to cooperative behaviors of micro-
organisms has provided insights into why these behaviors evolve and how they 
are maintained in microbial communities. Some have questioned, however, the 
appropriateness of the social evolution framework for interpreting the actions 
of microorganisms and, more generally, the notion that all microorganisms are 
inherently social (Zhang and Rainey, in preparation). This controversy was raised 
during the workshop and is addressed later in the Semantics section of this chapter.

15   There can be positive acts that benefit self and community. For example, if a bacterium secretes 
something that facilitates movement, it could benefit itself and others.

16   Cooperation among relatives can also include spiteful behavior. Spiteful traits are harmful to both 
actor and recipient, but can be beneficial to a secondary recipient. According to West and Gardner 
(2010), spite can therefore be thought of as altruism toward the secondary recipients, with the actor 
sacrificing its chance of reproducing to advance those of a relative (West and Gardner, 2010).
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Cooperation among microbes is also of interest to evolutionary biologists 
because it represents a likely stage in the evolution of multicellular organisms 
(Strassmann and Queller, 2011). Multicellularity has evolved multiple times. The 
process by which autonomous cells become an organism—and, thereby, subject 
to natural selection at this higher level of organization—often, but not always, 
involves the failure of dividing cells to separate and is an area of active research 
(Ratcliff et al., 2012). 

Microbial Communities: The Ultimate Social Network

In his keynote address to the workshop, E. Peter Greenberg, of the University 
of Washington, defined the nascent field of sociomicrobiology as the study of the 
genetic basis of, and environmental influences on, the social activities of microbes 
(Dr. Greenberg’s contribution to the workshop summary report can be found in 
Appendix A, pages 213-241) (Parsek and Greenberg, 2005). Among several rea-
sons for pursuing such studies, microbes offer a novel perspective on the biology 
of sociality, and an efficient means to pursue basic evolutionary questions. “You 
could argue that what we understand of the microbes comes primarily from our 
understanding of social activities in higher organisms,” Greenberg said. “We’re 
just at the stage now where we can begin to jump ahead. We can use that knowl-
edge, but we can also do things much more quickly and with a much less biased 
eye by studying bacteria.” As a result, he predicted, observations of microbial 
social biology will eventually produce hypotheses to be tested in macroscopic 
species. 

Microbial Communication

Key to microbial interactions with other organisms and their surroundings 
are a range of microbial strategies for sensing and responding to environmental 
conditions (Bassler and Losick, 2006; IOM, 2009). The structure and function 
of microbial communities are influenced and modified by fluctuating biological, 
chemical, and physical factors (Maloy et al., 2011). In particular, microbial com-
munities are awash in chemical information from the environments in which they 
reside and that the microorganisms themselves produce. 

Research has associated specific chemical signals and communication mecha-
nisms with a wide variety of behaviors and interactions between microorganisms 
(Bassler and Losick, 2006; Hughes and Sperandio, 2008); additional signals, cues, 
and systems of communication continue to be discovered (Han et al., 2011b; see 
also Bassler and Losick, 2006; Hayes et al., 2010; Shank and Kolter, 2009). Some 
pathogens appear to interfere with cell-to-cell signaling in order to subvert or evade 
host defenses, while others have been found to use signals to activate transcription 
of virulence genes coordinately, under circumstances favorable to infection (Diggle, 
2010). Group behaviors need not arise from sophisticated interactions between 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

WORKSHOP OVERVIEW 17

actors but may simply represent a collection of individual responses to a shared 
environment. For example, physical factors, such as chemical gradients, have been 
shown to produce heterogeneity in biofilm physiology and spatial structure without 
the active, coordinated behavior of individual cells (Nadell et al., 2009).

In the 1960s and 1970s, the discovery that bacteria produce diffusible signal 
molecules that trigger coordinated behavior among localized groups provided 
the first evidence that microbes communicate (Bassler and Losick, 2006; Sandoz 
et al., 2007). Since then, the general ability of cells to secrete small molecules 
and to sense their extracellular concentration—a reflection of population den-
sity and other features of the external environment—has been found in many 
organisms and even across taxonomic kingdoms (Xavier, 2011). In his keynote 
remarks, Greenberg provided a detailed description of the best-studied example 
of this form of microbial communication, known as quorum sensing. Additional 
workshop presentations summarized later in this overview described a range of 
mechanisms by which microbes interact with members of their own species and 
with other microbes, with host macroorganisms, and with their environment. 

Quorum sensing17 Many microorganisms—as well as some cell types within 
multicellular organisms—secrete small signaling molecules and sense their con-
centration in the environment (Xavier, 2011). This signaling mechanism, called 
quorum sensing, is so named for the accumulation of signal molecules within a 
population of bacteria, which reaches a threshold when the population reaches a 
significant density, or quorum (Fuqua and Greenberg, 2002). The entire popula-
tion responds when the signal threshold is reached, usually through the coordi-
nated expression of specific target genes. 

Quorum-sensing systems control the production of so-called public goods, 
Greenberg stated. Originating in the field of economics, this term is also used 
by social evolution theorists to describe metabolically “costly” products manu-
factured by individuals (in this case individual bacterial cells) that benefit other 
individuals (West et al., 2007a). Such products include exoenzymes, which are 
released by bacteria into their environment to perform such functions as break-
ing down food sources so that they can be transported within cells and defending 
against potential predators. “Secreted or excreted molecules are often toxins for 
human cells, for example, and often antibiotics for bacteria,” Greenberg observed. 

In the best-studied quorum-sensing systems, according to Greenberg, an 
acyl-homoserine lactone (acyl-HSL) serves as the signaling molecule. This type 
of signaling system was first discovered in V. fischeri, the previously described 
bioluminescent bacterium that inhabits the light organ of the bobtail squid. In 
addition to this communal existence, individual V. fischeri also live in seawater, 

17   The term quorum sensing was first used by Fuqua et al. (1994). Since then, there have been many 
variations on the definition. According to Greenberg, quorum sensing and response is generally used 
to describe a cell-to-cell communication system that allows bacteria to monitor population density 
and control of specific genes in a density-dependent manner.
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dispersed so widely that any light they might produce would be invisible to any 
known eye, he explained. Quorum sensing allows the bacterium to monitor which 
environment it inhabits, and to produce light only when there is a critical mass of 
bacteria in close proximity to induce bioluminescence. 

Acyl-HSL quorum sensing occurs in more than 200 species of  Proteobacteria, 
Greenberg noted; about 40 different acyl-HSL signals are known within this group, 
each with different specificities.18 The signaling molecule, which is produced by 
the LuxI family of signal synthases, binds to highly specific receptors in the LuxR 
family that act as transcription factors (see Figure WO-7). This coevolved pair-
ing of signals and receptors marks quorum sensing as a formal communication 
system, he concluded. 

Greenberg uses the bacterium Pseudomonas aeruginosa as a model to study 
the evolution of cooperative behavior and understand how quorum sensing is 
embedded in the complex regulatory networks of a cell. This microbe is “found 
wherever we look for it: in the soil, the water, on plants, invertebrates, and peo-
ple,” he noted. It is also an opportunistic pathogen19 that can cause fatal infections 
in some humans and animals. P. aeruginosa’s acyl-HSL quorum-sensing system 
controls about 300 genes, including those involved in virulence and biofilm 
formation. This battery of genes “likely evolved and was selected for a purpose 
outside of an animal host,” Greenberg said. At high population densities, bacteria 
coordinate the expression of genes in the quorum regulon; this produces virulence 
factors in concentrations that can overwhelm host defenses, he explained. 

The existence of quorum-sensing mutants of P. aeruginosa with reduced 
virulence suggests that quorum sensing may have promise as a therapeutic tar-
get, Greenberg reported. He further observed, however, that some of these same 
mutants are also commonly found in certain infected tissues, such as the lungs 
of patients with cystic fibrosis—an observation that calls into question whether 
quorum sensing is required to maintain virulence in P. aeruginosa (Sandoz et al., 
2007). In the language of social evolution theory, these mutants are “cheaters”: 
they benefit from a public good (virulence factors released by “cooperators”), 
without paying the metabolic “cost” of production. 

“One possible outcome of cheaters arising in a group is that there could be a 
tragedy of the commons,” Greenberg explained. “The cheaters have an advantage 
because they are not bearing the costs of making these things, so they should 
outgrow the cooperators, and if they overtake the cooperators, the ability to co-
operate will be lost and the whole population will collapse.” Persistent infections 

18   There are numerous examples of quorum sensing in Gram-positive bacteria, Greenberg said, but 
instead of acyl-HSL signals, they use small peptides—a clear case of convergent evolution. Acknowl-
edging what he called some “ill-defined reports” of quorum sensing in species of Archaea, as well 
as in halophilic and methanogenic bacteria, he observed that “it will be some time before we know 
whether those stand up to the test of time.”

19   Resulting from pathogen entry via wounds or weakened state of the host, or as a result of a 
disturbance of a normally benign host-microbe relationship.
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include significant numbers of such cheaters—quorum-sensing mutants—sug-
gesting that they are in equilibrium with the cooperators. Greenberg also noted a 
possible mechanism for maintaining this equilibrium, which he called “metabolic 
policing”: the quorum-sensing coregulation of certain “private goods” that benefit 
individual cells. 

“We hypothesized that a relatively few cellular processes, these private 
goods, have been subsumed or retained in the quorum-sensing regulon to allow 
metabolic selection against quorum-sensing mutants as social cheats,” Greenberg 
said. Indeed, it turns out that quorum sensing also controls the ability of the 
bacterium to catabolize adenosine—and that the addition of adenosine to growth 
medium for P. aeruginosa suppresses the emergence of quorum-sensing mutants. 

Figure WO-7.eps
bitmap

FIGURE WO-7 Mechanism of quorum sensing in the luminescent bacterium Vibrio 
fischeri. The luxI gene (yellow) encodes the LuxI signal synthase, which produces acyl-
HSL (red triangle). Acyl-HSL is freely diffusible through the membrane of the cell, ac-
cumulating in the environment only when many cells, close together, are producing the 
signal molecule. When acyl-HSL concentrations reach nanomolar levels (both inside and 
outside the cells), acyl-HSL binds to the transcription factor LuxR (blue). LuxR interacts 
with genes that enable the bacterium to produce light, which are present on the same 
operon as luxI. 
SOURCE: Republished with permission of Waters and Bassler, from “Quorum sensing: 
Cell-to-cell communication in bacteria,” Waters, C. M., and Bassler, B. L., Annual Review 
of Cell and Developmental Biology 21:319-346, copyright 2005; permission conveyed 
through Copyright Clearance Center, Inc. 
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Workshop speaker Sam Brown, of the University of Edinburgh, suggested 
that the supply of adenosine might be greater under conditions that would favor 
the existence of a quorum, such as within a preferred host’s tissues (Dr. Brown’s 
contribution to the workshop summary report can be found in Appendix A, pages 
115-128). “That’s along the lines that we are thinking,” Greenberg agreed. He 
added that this policing mechanism may also reflect the possible original func-
tion of the quorum-sensing regulon: anticipation of the carrying capacity of the 
population. “The way to prepare for living in a world of maximum population is to 
activate all sorts of genes, most of which are private goods,” he said; and if that’s 
the case, he observed, other Proteobacteria quorum-sensing systems should have 
similar policing mechanisms. 

Other environments may lend themselves to different types of policing sys-
tems, Greenberg noted. In biofilms and other structured environments, for exam-
ple, cheaters multiply in place, eventually separating themselves from cooperators 
and the life-sustaining benefits they provide. Cooperation can happen without 
quorum sensing, he said, although the relative benefits and costs of quorum sens-
ing as a means to control cooperation remain to be determined. 

“This is a science in its infancy,” Greenberg observed. By learning about 
communication and control of cooperation and understanding the relationships 
between cooperation and conflict, it may eventually be possible to devise ways 
to induce a “tragedy of the commons” to resolve certain bacterial infections, or 
to encourage the growth of beneficial communities, Greenberg said. 

Interactions with Other Species: Bioluminescence in Marine 
Microbial Communities

Underlying the complex dynamics of microbial communities—many of 
which include multiple species—are myriad interactions between community 
members and host organisms (Little et al., 2008). Interspecies relationships span 
the overlapping categories of mutualism, commensalism, and parasitism. In a 
mutualistic relationship, both (or all) members benefit. In a commensal20 relation-
ship, two (or more) species coexist, one deriving benefit from the relationship 
without harm or obvious benefit to the other. A parasitic relationship results when 
one species inflicts harm upon the other (Little et al., 2008). A host-microbe 
interaction can evolve from one type of symbiosis21 to another over time, as 
circumstances change. Community-level behaviors may result from a network of 
direct and indirect effects of interactions between organisms. 

20   It has been suggested that purely commensal relationships may not exist. Rather, the benefit to 
the other partner simply may not yet have been discovered. For example, the microbial residents of the 
human gut were previously referred to as commensals, but are now known to contribute significantly 
to human well-being (Little et al., 2008).

21   Classically, the term symbiotic has been used to refer broadly to dissimilar organisms and/or 
species living in close association; however, it is often used interchangeably with mutualistic. 
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In a second keynote presentation Edith Widder, of the Ocean Research and 
Conservation Association, described her research into the dazzling world of bio-
luminescence (Dr. Widder’s contribution to the workshop summary report can be 
found in Appendix A, pages 533-545). These light-producing chemical reactions 
occur in a wide variety of living organisms, the vast majority of which reside in 
the ocean (Widder, 2010). Witnessing these “light shows” in the ocean changed 
the course of Widder’s career as she “felt like bioluminescence had to be one 
of the most important processes in the ocean.” She described the basis of bio-
luminescence and its function of conveying information in the sea, as well as her 
work to develop tools that can detect and measure the emission of and response 
to bioluminescence. 

The ubiquity and abundance of bioluminescence in the ocean suggests its 
importance in marine ecosystems: This trait spans marine phyla from bacteria to 
fish (Figure WO-8). In the upper 1,000 meters of the open ocean, 80-90 percent 
of animals are bioluminescent; below 1,000 meters it is estimated at about 50 per-
cent. Even in the deep ocean, about 20 percent22 of the animals are biolumines-
cent. This trait appears to have evolved multiple times, she said. Bioluminescent 
species employ chemistries so diverse that the evolutionary origins of this phe-
nomenon are uncertain (Widder, 2010). Bioluminescence most often results from 
chemical processes intrinsic to an organism, but it can also result from associa-
tions between bioluminescent bacteria23 and multicellular hosts (Widder, 2010).

Bioluminescence can appear as a “persistent glow of bioluminescent bacte-
ria to brief flashes from lanternfish light organs” (Widder, 2010). Luminescent 
chemicals—called luciferins—may be released directly into the water or retained 
within cells called photocytes. The quality of the light can be adjusted by muscles 
or optical components within light organs that reflect, refract, or filter the light be-
ing produced. Patterns of light can also be created by motion or the placement of 
photocytes on the body surface. “All of these parameters carry information to the 
eyes of potential predators, prey, or members of the same species” (Widder, 2010). 

Many researchers have suggested that bioluminescence “has no primary 
function”— an explanation often “given when you just don’t know what it does,” 
observed Widder. The many functions of bioluminescence reflect the unique ecol-
ogy of the marine environment, particularly the nature of the visual environment 
(Widder, 2010). As the ocean filled up with ever swifter and nastier predators, she 
explained, potential prey species evolved the habit of staying in the dark depths 
during the day, then coming up to feed in food-rich surface waters under cover 

22   Based on limited sampling.
23   Four bacterial genera include bioluminescent species: Photobacterium, Vibrio, Shewanella, and 

Photorhabdus, Widder said; all of them make light through the oxidation of two substrates—a re-
duced flavin mononucleotide (FMNH2) and a long-chain aliphatic aldehyde (RCHO)—by molecular 
oxygen, catalyzed by luciferase. The blue light produced by this reaction enables DNA repair within 
cells (Czyz et al., 2003), but it is not visible to any known eye at the levels produced by individual 
bacteria, she noted. 
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Figure WO-8.eps
bitmap

FIGURE WO-8 The chemical structures of the four best-known luciferins are as diverse as 
their phylogenetic distribution. Bacterial luciferin may occur in free-living or symbiont bac-
teria (e.g., in squid such as Heteroteuthis dispar) or in fish such as Melanocetous  johnsoni. 
Dinoflagellate luciferin occurs not only in dinoflagellates (e.g., Pyrocystis fusiformis) but 
also in euphausiids (e.g., Meganyctiphanes norvegica). Some of those using coelenterazine 
as luciferin include radiolarians (e.g., unidentified polycystine radiolarians), cnidarians (e.g., 
scyphozoan Periphylla periphylla, as seen in the light and photographed by its own light), 
ctenophores (e.g., Bathocyroe fosteri, with bioluminescence display shown in inset), vampire 
squid (e.g., Vampyroteuthis infernalis), ostracods (e.g., Orthoconchoecia agassizi), copepods 
(e.g., Gaussia princeps releasing its bioluminescent chemicals from glands on its tail, shown 
in inset), decapods (e.g., Acanthephyra purpurea spewing luciferin and luciferase out of 
its mouth), chaetognaths (e.g., Caecosagitta macrocephala), and fish (e.g., the myctophid 
Diaphus sp. has a large preorbital light organ). Cypridina luciferin, which is an imidazo-
pyrazinone like coelenterazine, is found in ostracods such as Vargula hilgendorfii and is the 
dietary source of luciferin for the midshipman fish Porichthys notatus. 
SOURCE: Widder (2010). Photo credits: S. Haddock, radiolarians and chaetognath; K. 
 Reisenbichler, V. infernalis; J. Case, copepod luminescent glands and midshipman fish 
photophores
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of darkness24—a routine that favors animals with sensitive eyes and dark-defying 
signaling. “Bioluminescence has evolved many times because it serves three basic 
functions,” Widder stated. Animals use bioluminescence to survive by

•	 Finding food: Light organs aid in locating food either by means of built-
in headlights or by the use of glowing lures that attract potential prey 
( Widder, 2010). 

•	 Attracting mates: Species-specific spatial or temporal patterns of light 
emission can be used to attract a mate (Widder, 2010). 

•	 Defending against predators: Bioluminescence emissions can be used 
to blind, distract, or serve as a warning to predators; when controlled to 
match ambient light color and intensity, bioluminescence provides coun-
terillumination that camouflages organisms by obscuring their silhouette 
(Widder, 2010). 

“In the case of luminous bacteria that form specific symbioses with certain 
marine fishes and squid, the adaptive value of the light emission is generally 
evident: The bacteria provide the host with light that can be used to attract prey, 
evade predators, or attract a mate, while the host provides the bacteria with an 
ideal growth environment” (Widder, 2010). For free-living bacteria where the 
adaptive value is less evident, she noted that organisms often form communities 
on the surface of fish fecal pellets and suggested that the collective glow they 
produce (on cue from quorum sensing) may lure other fish to consume the pellets, 
thereby introducing the bacteria to the nutrient-rich environment of the fishes’ 
digestive tract (Zarubin et al., 2012). This scenario favors not only biolumines-
cence, but also quorum sensing, she observed. 

Widder described a fascinating—but unexplored—bioluminescent  phenomenon: 
“marine snow” is a continuous shower of mostly organic detritus that falls through 
the water column and luminesces when stimulated with light. This energetically 
demanding and apparently widespread phenomenon represents a significant car-
bon flux in the ocean, she observed, “and nobody knows anything about it.” It 
looks like strings of glowing mucous-like material that respond to either photic 
or mechanical stimulation and likely contain bioluminescent bacteria. “This is 
clearly not any animal or organized thing,” she declared, but she has yet to iden-
tify what organisms or processes she is observing. 

Explorations using submersibles and remotely operated vehicles are re-
vealing new luminescent organisms. The use of far-red illumination and in-
tensified imaging technologies have made it possible to develop unobtrusive 
methods to observe bioluminescence in natural settings. Widder developed an 
“electronic jellyfish”—essentially an optical lure that can imitate certain types of 
bio luminescent displays (Figure WO-9). 

24   This is known as vertical migration and is the most massive animal migration pattern on the 
planet. 
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Using a camera system called “Eye-in-the-Sea” that uses far-red light that 
is invisible to most animals, she has been able to “eavesdrop” and communicate 
with different animals with the luminescence. For example, according to Widder 
a pinwheel of light display that imitates a certain type of jellyfish has been hugely 
attractive to squid. “We have gotten a lot of squid attacks on it. There is a rapid 
repetitive flash that we have used out in the Bahamas, and something talks back to 
us and leaves a lot of luminescence in the water. I think it’s a shrimp and I think 
we’re saying something sexy, but I’m not sure.” 

Figure WO-9.eps
bitmap

FIGURE WO-9 The burglar alarm jellyfish (top) lights up blue (lower left) to call in 
predators of its attackers; researchers copied this pattern with LEDs (lower right) to lure 
organisms to an underwater camera (Pennisi, 2012). 
SOURCE: Edith Widder (published in Pennisi, 2012).
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STRUCTURE AND FUNCTION OF  
MICROBIAL COMMUNITIES

"Because of their ubiquity and centrality to life, microbial communities 
demand our attention. It will not be possible to understand fully the 
many services they perform without knowing which organisms are pres-
ent and how each contributes to community function."

—Jo Handelsman (2007)

Molecular technologies are revolutionizing our collective understanding of 
microbiology, expanding its purview from the study of individual organisms to 
considerations of microbial populations and communities, as illustrated in Figure 
WO-10 (Little et al., 2008). New technologies that catalog the broad diversity of 
microbial communities in their natural settings are allowing researchers to “see” 
microorganisms in a dramatically new way. But, as depicted in Figure WO-10, 
“more is different” (Anderson, 1972), and researchers are only just beginning 
to develop approaches to exploring the ecology of microbial communities. The 
ecological properties of microbial communities can be classified as structural 
(type and numbers of members) and functional (community behaviors resulting 
from interactions between community members and with external forces) (Little 
et al., 2008).

Figure WO-10.eps
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FIGURE WO-10 Progression from studies on the individual scale to studies on the com-
munity scale. 
SOURCE: Little et al. (2008). Reprinted, with permission, from the Annual Review of 
Microbiology, Volume 62 © 2008 by Annual Reviews www.annualreviews.org.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

26 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

The ability to survey “who is there” by analyzing 16S rRNA25 from en-
vironmental samples is complemented by the systems-level view provided by 
metagenomic analyses, which reveal the entire complement of genes present in 
communities of microbes and provide clues to their presumed functions (Little 
et al., 2008). Sequence-based metagenomics can be used to determine the com-
plete genome of an individual microbial species or to analyze the genome of the 
community26 as a whole, which can offer insights about population ecology and 
evolution (NRC, 2007). Function-based metagenomic studies identify functions 
that are unknown in the limited number of microbes that can be grown in a labo-
ratory, as well as novel proteins and metabolites (NRC, 2007). 

The identification of core microbiomes—groups of organisms that are com-
mon to microbiomes in a particular habitat and which play an essential role in 
ecosystem function—is an area of active investigation. Understanding the com-
munities of organisms present in states of “health” may also provide insights into 
dysfunction or disease that result from altered community composition, and how 
these microbial communities might be manipulated in order to achieve a particu-
lar outcome (Shade and Handelsman, 2011). The generation of metagenomic 
information from a variety of environments is supported by several active and 
proposed programs (Box WO-1).

Metagenomic analyses suggest that typical microbial communities contain 
a few “keystone” organisms, along with many members that are rare, but whose 
collective biomass and genome comprise a large fraction of the total. Deep 
sequencing of environmental samples is required to reveal such rare microbes, 
which have been collectively termed the “rare biosphere.” The consistent pres-
ence of a specific rare biosphere among microbial communities suggests its 
importance, and it has been speculated that its members may carry out critical 
physiological functions, respond to changes in the environment, or serve as a 
reservoir of novel genes (Reid and Buckley, 2011).

Several workshop presenters described the use of genomic information to 
determine the membership of microbial communities and to examine their ecology 
and evolution. The diversity of topics included among these presentations attests to 
the broad applicability of genomic analysis to the study of microbial communities 
and to the variety of inferences that may be drawn from such information. At the 
same time, several presenters and discussants noted the potential need to expand 
and refine existing methodologies in order to gain a more complete picture of the 

25   A component of the small subunit of prokaryotic ribosomes. The small subunit rRNA gene 
sequences contain hypervariable regions that can provide species-specific signature sequences. 
Polymerase chain reaction (PCR) amplification with primers that hybridize to highly conserved 
regions in bacterial or archaeal 16S rRNA genes (or eukaryotic microbial 18S rRNA genes) followed 
by cloning and sequencing yields an initial description of species present in a microbial community.

26   Metagenomic analyses have focused on identifying bacterial species; additional efforts are 
needed to characterize other microorganisms present within microbial communities—including 
Archaea, fungi, and viruses—because these organisms likely play important roles in shaping the 
properties of the community as a whole.
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BOX WO-1 
Microbiome Research Projects

NIH: The Human Microbiome Project (HMP) is a 5-year, US$157 million under-
taking launched by NIH in 2007 (Buchen, 2010) to sequence the microbial com-
munities of several hundred people in order to define commonalities and patterns, 
and a core microbiome if one exists. The first stage of the project was focused on 
the metagenomes of the human skin, nose, mouth, gut, and vagina of 300 healthy 
volunteers and has since expanded, sampling additional body sites. Beyond 
describing the human microbiota, the HMP seeks to understand aspects of com-
munities such as function, including whether alterations to the microbiome can 
be correlated to changes in human health. Another project goal is to sequence 
3,000 genomes from both cultured and uncultured bacteria, plus viral and small 
eukaryotic microbes isolated from human body sites.

Metagenomics of the Human Intestinal Tract (MetaHIT) is a project financed by 
the European Commission that seeks to establish associations between the genes 
of the human intestinal microbiota and health and disease. Launched in 2008, 
this 5-year project gathers 13 partners from academia and industry, from a total 
of 8 countries (China, Denmark, France, Germany, Italy, the Netherlands, Spain, 
and the United Kingdom). Focused on two disorders of increasing importance in 
 Europe, inflammatory bowel disease (IBD) and obesity, MetaHIT has established 
an extensive reference catalog of microbial genes present in the human intestine 
and bioinformatics tools to store, organize, and interpret this information; devel-
oped tools to determine which genes of the reference catalog are present in differ-
ent individuals and at what frequency; gathered cohorts of individuals, some sick 
and some healthy; determined for most which genes they carry; and developed 
methods to study the function of bacterial genes associated with disease aiming 
to understand the underlying mechanisms and host-microbe interactions.

The Earth Microbiome Project is a proposed effort to analyze microbial com-
munities across the globe. Participants propose to "characterize the Earth by 
environmental parameter space into different biomes and then explore these using 
samples currently available from researchers across the globe." This project seeks 
to "analyze 200,000 samples from these communities using  metagenomics, meta-
transcriptomics, and amplicon sequencing to produce a global Gene  Atlas describ-
ing protein space, environmental metabolic models for each biome, approximately 
500,000 reconstructed microbial genomes, a global metabolic model, and a data-
analysis portal for visualization of all information" (see http:// earthmicrobiome.org). 

SOURCES: http://commonfund.nih.gov/index.aspx; http://www.hmpdacc.org/reference_
genomes/reference_genomes.php; The Human Microbiome Jumpstart Reference Strains 
Consortium (2010); http://www.metahit.eu; http://www.earthmicrobiome.org; Robinson et al. 
(2010).
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membership and population dynamics of microbial communities and also to com-
bine genomic analysis with experimental studies of microbial ecology and behavior. 

Factors Influencing Community Formation and Function

Several presentations provided insights into some of the processes and fac-
tors that shape community formation and function. These presentations high-
lighted the contribution of a variety of factors to the development and dynamics 
of communities—including nutrient and resource availability, the development 
and maintenance of favorable ecological niches, and the adaptability of micro-
organisms to environmental change. The ecological context of these interactions 
was underscored by many speakers as a key driver for the nature and outcome of 
interactions between community members and their associated hosts. 

The Role of Oxygen in the Structure and Function  
of Microbial Communities

“One of the spectacular features of microorganisms is their capacity to cou-
ple all kinds of chemical reactions,” observed Thomas Schmidt of Michigan State 
University (Dr. Schmidt’s contribution to the workshop summary report can be 
found in Appendix A, pages 470-483). Many microbes use oxygen as a terminal 
electron acceptor for respiration, and “in any environment where microbes gather, 
there will be competition for oxygen and also an oxygen gradient,” he stated; 
thus, gradients and fluctuations of oxygen may influence both microbial gene 
expression and interactions within communities (Han et al., 2011a). In structured, 
oxygen-limited environments, such as biofilms or the largely anoxic environment 
of the human intestinal mucosa, fluxes in oxygen could have important implica-
tions for community structure and function. 

Schmidt’s laboratory is particularly interested in low-oxygen (microoxic) 
environments such as the immediate exterior of the intestinal epithelium, where 
oxygen diffuses from capillary networks at the tips of villi (Marteyn et al., 
2010). Organisms that require oxygen to survive but require its presence in lower 
concentrations than that found in the atmosphere are called microaerophiles.27 
 Helicobacter thrive under such conditions, he observed, which also support 
Shigella and other organisms long classified as anaerobes28—organisms he has 
dubbed “microaerobes.” A recent study shows that even Escherichia coli grows 
at a slow rate, respiring aerobically, in a microoxic environment (Stolper et al., 
2010), he noted. Microoxic conditions influence the expression of a number of 
Shigella genes involved in establishing an infection, including an effector secre-
tion system (Marteyn et al., 2010). “Presumably Shigella, and perhaps other 

27   See http://medical-dictionary.thefreedictionary.com/microaerophile. 
28   An organism that can or must live in the absence of oxygen (see: American Heritage Science 

Dictionary, 2011).
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pathogens, sense low oxygen, sense that they are near the mucosa,29 and change 
their pattern of gene expression,” he speculated (Figure WO-11). 

A defining feature of microaerobes is their requirement for high-affinity cy-
tochrome oxidase. This form of a key respiratory enzyme captures oxygen at low 
concentrations and is essential to survival in microoxic conditions, Schmidt noted. 
His group performed searches of existing bacterial genome and metagenome se-
quences to determine the phylogenetic distribution of high-affinity cytochrome 
oxidases and found them to be present in nearly all phyla represented by genomic 
sequencing, and in nearly every shotgun metagenome30 they examined (Morris 

29   Lining of cavities exposed to the external environment and internal organs that are covered in 
epithelium and are involved in absorption and secretion.

30   To gain insight into the metagenome—the genes and genomes present within a microbial 
community—researchers isolate DNA from these communities and sequence it in a “shotgun fashion”: 
the organisms’ genomes are fragemented into small pieces that can be sequenced. Fragment sequences 
are compared with known gene sequences to characterize the genes and genomes present. 

FIGURE WO-11 Oxygen gradients and microbial function. (A) Micrograph indicating 
the presence of oxygen adjacent to the intestinal tract mucosa. Here, Shigella expressing 
green fluorescent protein has been used as a marker of low oxygen, as well as of a change 
in gene expression. (B) Cartoon illustrating the hypothesis that in low-oxygen environ-
ments (such as those depicted in A) Shigella becomes invasive, expressing a number of 
genes involved in establishing an infection. 
SOURCE: Reprinted by permission from Macmillan Publishers Ltd: Nature, 2012, 
 Marteyn et al., “Modulation of Shigella virulence in response to available oxygen in 
vivo,” copyright 2012.
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and Schmidt, in preparation). In particular, many bacteria inhabiting the human 
gut possess high-affinity cytochrome oxidases, he observed. “Lots of the microbial 
world has the capacity to access these low concentrations of oxygen,” he concluded. 

Based on these findings, Schmidt and coworkers are working to identify traits 
that increase fitness (as measured by both the rate and efficiency of growth rela-
tive to oxygen concentration) of bacteria in structured, oxygen-limited environ-
ments, such as the human intestinal mucosa. Such conditions are thought to favor 
slow-growing, oxygen-efficient organisms that produce adenosine triphosphate 
(ATP) at low rates, but at high yields (Pfeiffer et al., 2001)—a description that 
fits microaerobes in the intestinal mucosa, he noted. 

These observations may also be relevant to the susceptibility of a community 
to invasion—in particular invasion by fast-growing microaerobes. By contrast, 
intestinal pathogens such as Vibrio and Shigella are capable of rapid growth 
under relatively high oxygen concentrations, which may affect their capacity to 
invade and establish infection in the human gut, Schmidt observed. “For that to 
happen in this model, there needs to be increased flux of oxygen, for instance, 
as a result of inflammation,” he continued. Those conditions, he explained, could 
decrease selection for “efficient” microaerobes and give fast-growing organisms 
the opportunity to establish themselves, which they could not have done if oxygen 
were scarce. 

Source-Sink Dynamics: Host-Associated and Free-Living 
Chemosynthetic Symbionts

The waters surrounding deep-sea hydrothermal vents—fissures in the ocean 
floor through which geothermally heated water escapes—are home to abundant 
communities including tubeworms, bivalves, shrimp, and the chemosynthetic 
microbes upon which their survival depends. According to speaker Colleen 
 Cavanaugh of Harvard University, the density of life in these communities vastly 
outstrips those of the surrounding ocean floor and rivals the biomass of rain forests 
(Dr. Cavanaugh’s contribution to the workshop summary report can be found in 
Appendix A, pages 128-136). Chemosynthetic bacterial symbionts fuel these 
communities by converting energy in the form of reduced sulfur compounds or 
methane in the environment via oxygenation to provide their hosts with carbon 
and nutrients (Cavanaugh et al., 2006; Dubilier et al., 2008). 

Researchers have found chemosynthetic symbionts in a variety of other 
environments—including hydrocarbon cold seeps, coastal sediments, mud volca-
noes, and whale falls—in which oxic (O2) and anoxic (H2S) zones mix (Stewart 
et al., 2005). Cavanaugh noted that these symbionts have yet to be cultured in 
the laboratory, and molecular techniques of characterization have revolutionized 
researchers’ ability to gain insight into symbiont acquisition and transmission, 
population genetics, and ecology.
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Vent-associated bacterial symbioses range from epibionts that colonize the 
external host surfaces, to symbionts that are extracellular but live inside special-
ized structures on the host, to endosymbionts that reside within host tissues. Host 
adaptations to their symbionts can be extreme, she said. Cavanaugh discussed her 
work on two host-microbe systems (Figure WO-12): 

•	 The	filamentous	epsilon	Proteobacterial	epibionts31 of the shrimp Rimicaris 
exoculata, in which the shrimp are “characterized by unusual appendages 
and carapace shape,” which Cavanaugh believes act as a growth chamber 
to support the robust growth of the filamentous bacterial community. 

•	 The	 obligate	 symbiosis	 that	 forms	 between	 gamma	 Proteobacteria	 and	
adult tubeworms (Vestimentifera spp.). The tubeworm, which lacks a 
mouth and gut, harbors its symbionts in a specially adapted organ in its 

31   An epibiont is an organism that lives on the body surface of another organism. 

B

D

A

C

Figure WO-12FIGURE WO-12 Hydrothermal vent organisms and their bacterial symbionts. Fila-
mentous epsilon proteobacterial symbionts cover the exterior of the hydrothermal 
vent-dwelling shrimp, Rimicaris exoculata (A and B). Gamma Proteobacteria colo-
nize the trophosome of adult vestimentiferan tubeworms (Riftia pachyptila) (C and D).
SOURCE: Figure A courtesy of NOAA Okeanos Explorer Program, MCR Expedition 
2011, NOAA-OER; Figure C courtesy of NOAA Okeanos Explorer Program, Galapa-
gos Rift Expedition 2011; Figures B and D courtesy of C. M. Cavanaugh.
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trunk (troposome) and delivers oxygen and sulfide to the chemosynthetic 
bacteria with specially adapted hemoglobin.32 

Host organisms acquire symbionts “vertically”—directly from their parents—
or “horizontally” via free-living populations in the environment or from con-
temporary host individuals. The vent-associated shrimp frequently shed their 
carapace by molting and tubeworms appear to acquire symbionts early in life, 
suggesting that both symbionts are horizontally acquired, she noted. The mode 
of symbiont transmission impacts fundamental ecological and evolutionary pro-
cesses, such as genome evolution and symbiont-host specificity. The heterogene-
ity and composition of the symbiont genome also suggested that these symbionts 
were free-living,33 because horizontal transmission permits genotypic variation 
whereas vertical transmission typically leads to symbiont populations that are 
genetically homogeneous,34 Cavanaugh noted. 

To confirm the presence of free-living tubeworm endosymbionts, Cavanaugh 
and her colleagues collected environmental samples from two distinct habitats: 
seawater and biofilms attached to settlement devices deployed in hydrothermal-
vent environments. Researchers tested these samples for the presence of the sym-
bionts using polymerase chain reaction (PCR) amplification and DNA sequence 
analyses. Free-living tubeworm symbionts were “present among, adjacent to, 
and away from (within 10 meters) tubeworms and were also detected 100 meters 
outside the areas of hydrothermal activity” (Harmer et al., 2008). Noted Cavana-
ugh, “the question of what [these bacteria] are doing when they are not inside of 
a host is an open question.” 

The presence of free-living symbiotic bacteria throughout a vent site sug-
gests a potentially large environmental pool of symbionts (Harmer et al., 2008). 
As Cavanaugh and coworkers discovered, the presence of host-associated and 
free-living symbionts also influences microbial diversity in the surrounding eco-
system. “The symbiosis with microbial cells influences and impacts the free-
living microbial diversity of those environments. This can be on a local scale and 
potentially even on a very distant scale,” said Cavanaugh. Based on their study 
of bacterial symbionts of vent-dwelling shrimp and tubeworms, Cavanaugh’s 
group developed a “positive qualitative feedback model” by which the free-living 
population of symbiotic bacteria increases relative to nonsymbiotic microbes in 
the environment as a result of “inoculation” by the host-associated symbionts; at 

32   Cavanaugh noted that sulfide is able to be oxidized chemically in the presence of oxygen. The 
tubeworm hemoglobin binds the oxygen and sulfide separately (Flores et al., 2005), limiting this 
reaction until both elements are delivered to the chemosynthetic bacteria.

33   Riftia pacyptila symbionts have a very large genome relative to vertically transmitted symbionts, 
a high GC content (typical of free-living bacteria), and sequence heterogeneity. Furthermore, in 
addition to sulfur metabolism and carbon fixation pathways, they also encode many of the enzymes 
and pathways that are used in a heterotrophic lifestyle, observed Cavanaugh.

34   Other features associated with vertical transmission include a reduced genome, a differential 
adenine thymine (AT) content, and loss of very specific genes.
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the same time, free-living symbionts become increasingly available for recruit-
ment into symbiosis by host organisms (Harmer et al., 2008; Polz et al., 2000). 

Plant-Microbial Soil Communities

As part of her research on the vast, complex, and important soil microbiome, 
speaker Jo Handelsman, of Yale University, has examined interactions between 
one rare biosphere species, the bacterium Bacillus cereus, and other members 
of microbial communities associated with the interface between plant roots and 
the soil (Dr. Handelsman’s contribution to the workshop summary report can 
be found in Appendix A, pages 242-275). As it turns out, she said, B. cereus is 
among several soil microbes that have been studied for many years, by virtue 
of their amenability to culture; as a result, much is known about its ecology, 
physiology, and relationships with other organisms. Culturing B. cereus allowed 
Handelsman and her colleagues to investigate molecular mechanisms underlying 
interactions between the bacterium, other microbes, and the plants that serve as 
their hosts. Dunn and Handelsman (2002) used the term communication networks 
to characterize the multiple molecular conversations that are carried on simulta-
neously between diverse organisms. Handelsman’s work on biocontrol of plant 
disease includes consideration of how signals are sent and received between soil 
microbiota, pathogens, and the plant host, providing a unique model for the study 
of communication among multiple organisms (Dunn and Handelsman, 2002).

Handelsman described multiple interactions involving B. cereus: its antago-
nistic interaction with a eukaryotic pathogen, its direct interactions with other 
bacterial genera, and its influence on the community as a whole (Figure WO-13). 

Plant pathogens, such as the oomycete Phytophthora spp., “see” their host 
by detecting chemicals released from root exudates, explained Handelsman. 
By following these cues to find and invade a plant root, Phytophthora infects 
leguminous plants and starves them of nutrients and water. Infection ultimately 
rots the plant’s tissues. By culturing bacteria from the roots of healthy plants and 
the soil around them and testing each isolate, Handelsman’s group isolated an 
antagonist of Phytophthora spp. known as B. cereus. The molecular effector of 
this aggressive antagonism between the bacterium B. cereus and Phytophthora 
is an antibiotic they named zwittermicin (Emmert et al., 2004; He et al., 1994). 
The capacity to produce zwittermicin is common among soil strains of B. cereus, 
which occurs in most soils at ~105/g. This may make the genes for zwittermicin 
synthesis and resistance quite abundant on Earth, noted Handelsman.

Taking a different approach to understanding the role of B. cereus in disease 
suppression, a student in Handelsman’s laboratory examined the context of these 
interactions—the microbial community on the root. The rhizosphere—the dense 
microbial community that covers plant roots—teems with metabolic activity upon 
which it can be said that life on Earth depends, according to Handelsman. Its 
inhabitants, illustrated in Figure WO-14, provide plants with a range of services; 
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in return, the microbes gain access to a substantial portion of the plant’s carbon 
resources. 

Microorganisms in the rhizosphere secrete numerous small molecules—root 
exudates that often help other microorganisms, including pathogens, find and colo-
nize plant roots. Handelsman’s student hypothesized that B. cereus may suppress 
disease by changing the microbial community on the root and, consequently, the 
exudates from it. By comparing the physiological traits associated with communi-
ties of aerobic bacteria isolated from soy seedling roots treated with B. cereus with 
isolates from untreated roots, he demonstrated a substantial and significant differ-
ence between the two communities (Gilbert et al., 1993). This led him to propose 
that bacterial communities on disease-resistant roots more closely resemble soil 
communities than rhizosphere communities, providing “camouflage” to roots by 
reducing a pathogen’s ability to detect it as a potential host (Gilbert et al., 1994). 
“We can’t prove this hypothesis,” she said, “but we can say that there is a dramatic 
effect of B. cereus on the rhizosphere community.”35 Moreover, she added, this 

35   She noted that results from several studies from 1904 to the present are consistent with this 
hypothesis: plants bred for resistance, soil amendments, and bacterial biocontrol agents that were ap-
plied to suppress disease are all associated with a change in the rhizosphere community that makes it 
resemble the soil more than the typical rhizosphere (Gilbert et al., 1993, 1996; IOM, 2006).

Figure WO-13.eps
bitmap

FIGURE WO-13 Molecular communication networks between organisms in the Bacillus 
cereus biocontrol system. One species of bacteria in the rhizosphere can have multiple 
interactions, often occurring through small molecules with the host plant, plant pathogens, 
and members of the microbial community. 
SOURCE: Springer and Antonie van Leeuwenhoek, 81:565-574, “Toward an understand-
ing of microbial communities through analysis of communication networks,” Dunn and 
Handelsman, Figure 2, copyright 2002, reprinted with kind permission from Springer 
Science and Business Media.
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global shift in community composition occurs after B. cereus is no longer present, 
so “a very small tweak in the community can have cascading effects down the line.”

One of the features of the B. cereus–associated shift in the rhizosphere 
community is a flush of growth of bacteria of the genera Flavobacterium and 
Cytophaga, Handelsman said. Upon further investigation, she and coworkers 
determined that Cytophaga and Flavobacterium—which are frequently co-iso-
lated from field-grown roots along with B. cereus, earning them the nickname 
“hitchhikers”—needed the latter bacterium to grow. The relationship between B. 
cereus and its hitchhikers is specific, Handelsman noted. It involves some sort 
of physical association, and a nutritional relationship in which Cytophaga and 
 Flavobacterium consume peptidoglycan produced by B. cereus to fuel a tremen-
dous growth flush of these organisms on the root (Gilbert et al., 1993, 1994). 
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FIGURE WO-14 Parts of a root tip and areas of the rhizosphere.
SOURCE: Adapted from Maier et al. (2000).
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She observed that this finding raises a number of questions regarding the 
nature and ubiquity of the association between B. cereus and members of the 
Cytophaga/Flavobacterium group and the role played by these organisms or the 
peptidoglycan derived from B. cereus in the camouflaging shift in community.  
Such questions testify to both the complexity of the rhizosphere and the many 
relationships and interactions that occur among its inhabitants. As noted by Dunn 
and Handelsman, “the research challenge for microbiologists of the 21st century 
is to develop a portrait of the communication networks that link together organ-
isms in communities” (Dunn and Handelsman, 2002). 

Linking experimental studies with metagenomic information is an important 
challenge, Handelsman noted. At best, knowledge of “who is there” in a micro-
bial community and their collective genetic potential raises hypotheses about the 
nature of interactions among community members and with their environment. 
These must be tested in single-variable experiments, she concluded—experiments 
that presently are performed readily on culturable microbes and are challenging 
to conduct on uncultured communities. 

Phylogenetic and Phylogenomic Approaches to Studies of 
Microbial Communities

All cell-based organisms possess homologous genes for small-subunit ribo-
somal RNAs, but the sequences of these genes vary from species to species, in 
proportion to their relatedness. Comparisons of rRNA sequences offer a means 
to determine evolutionary relationships among organisms and to depict them as 
a “tree of life,” as illustrated in Figure WO-15; this process is known as phyloge-
netic analysis (Pace, 2009). One of the reasons that analysis of rRNA genes has 
been so powerful over the past 30 years is that it is relatively straightforward to 
determine the sequence of rRNA genes from organisms by making use of PCR. 
This is particularly important in studies of microbes where one can phylogeneti-
cally type (i.e., phylotype) organisms via analysis of their rRNA genes—even if 
one cannot grow the microbe in the lab. The ability to determine evolutionary 
relationships among organisms and to depict them as a tree of life has revolution-
ized our understanding of microbes in the world, said speaker Jonathan Eisen 
of the University of California, Davis (Dr. Eisen’s contribution to the workshop 
summary report can be found in Appendix A, pages 180-212).

Despite the power of rRNA analysis there are some limitations (e.g., rRNA 
genes are not found in viruses; PCR can be biased). Metagenomics—where one 
reads the DNA sequence of random portions of the genomes of organisms from 
environmental samples—offers a more inclusive basis for phylotyping organisms 
via analysis of their DNA. Using metagenomics, researchers can phylotype using 
genes other than those for rRNAs—allowing an alternative perspective on cellular 
organisms and opening up new windows into studies of viruses. Referencing the 
pioneering work of Venter et al. (2004) to analyze microorganisms of the Sargasso 
Sea, Eisen described how a phylogenetic approach to interpreting genomic and 
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Figure WO-15.eps
bitmap with 3 vector arrows, 3 words masked and reset

C
oprinus
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FIGURE WO-15 rRNA universal tree of life based on a comparison of nucleic acid  
sequences found in all cellular life (small subunit ribosomal RNA). The scale bar cor-
responds to 0.1 changes per nucleotide position. “A sobering aspect of large-scale phy-
logenetic trees, such as that shown in Fig. WO-15, is the graphical realization that most 
of our legacy in biological science, historically based on large organisms, has focused on 
a narrow slice of biological diversity. Thus, we see that animals (represented by Homo), 
plants (Zea), and fungi (Coprinus) [see BLUE arrows] constitute small and peripheral 
branches of even eukaryotic cellular diversity” (Pace, 1997).
SOURCE: From Pace, N. R. 1997. A Molecular View of Microbial Diversity and the 
Biosphere. Science 276:734-740. Reprinted with permission from AAAS.
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metagenomic data provides important insights into microbial ecology and evolution. 
“The great thing about metagenomic data is we can build phylogenetic trees of other 
genes that are good phylogenetic markers,” Eisen observed. One can compare phy-
logenies based on protein-coding genes with those derived from rRNA. “The protein 
coding genes, even though they are not as richly sampled, are probably better mark-
ers for estimating relative abundance than ribosomal RNA sequences,” he noted. 

Phylogenetic analysis not only tells us what we know about microbial diver-
sity, but also helps reveal what we do not know, Eisen noted. For example, despite 
the discovery of dozens of major lineages of bacteria, archaea, or eukaryotes by 
phylogenetic analysis, most of the available genome sequences come from only 
a small number of those lineages. A project called the Genomic Encyclopedia of 
Bacteria and Archaea, which Eisen coordinates, is attempting to fill such criti-
cal gaps by selecting and sequencing genomes according to their phylogenetic 
novelty (Wu et al., 2009). The improved sampling of genomes from this project 
has been shown by Eisen and others to have many benefits, including improved 
ability to predict functions of uncharacterized genes as well as increased rate of 
discovery of genetic diversity. 

Eisen also discussed another use of phylogenetic analysis in genomic and 
metagenomic studies: improving the accuracy of the prediction of gene function. 
For example, the function of uncharacterized genes can be predicted by analyz-
ing a phylogenetic tree of the gene and examining its position in the tree relative 
to genes with known functions. This procedure, which Eisen developed and 
named phylogenomics, is now a widely used method to predict the functions of 
uncharacterized genes. In many cases it is not possible to use such phylogenomic 
analysis because none of the homologs36 of a gene of interest have been studied 
experimentally. In such cases, so-called “nonhomology” methods are powerful 
tools in functional prediction, and Eisen noted that these methods also can be 
improved by phylogenomic analyses. Such functional prediction methods can be 
used for sequences from cultured organisms as well as from metagenomic stud-
ies, although, Eisen conceded, exactly how you use nonhomology methods for 
metagenomic analyses “is still a work in progress.”

Eisen noted that phylogenetic analyses, which are primarily accomplished by 
hand, are overwhelming researchers. “I think as we get more and more sequence 
data, we can’t look at [phylogenetic] trees anymore,” he asserted. “We can’t look 
at sequence alignments. We can’t even handle all the data…. We certainly need to 
automate everything.” Eisen described several approaches he and coworkers have 
developed toward automating rRNA or metagenomic data. Tools designed for 
phylogenetic analysis of both rRNA and protein coding automatically build evolu-
tionary trees of new sequences in relationship either to known sequences or exclu-
sively to each other; another addresses the problem of nonoverlapping sequences 

36   One of two or more genes that are similar in sequence as a result of derivation from the same 
ancestral gene.
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by anchoring them to reference sequences. “The final frontier in this is to try and 
build trees, even with different genes, when they don’t overlap with each other." 
The combination of phylogeny and metagenomics provides a powerful tool for 
examining the evolutionary history of microbial communities and for discovering 
and characterizing novel genes and proteins, Eisen concluded. 

Microbial Community Assembly and Dynamics: From Acidophilic Biofilms 
to the Premature Infant Gut

While metagenomic analyses can reveal the genetic and functional potential 
of microbial communities, their actual functional capacity is reflected in the type 
and number of their proteins. By analogy to the genome, every cell, organism, 
and community has a proteome: the complete complement of proteins encoded 
in its genome, individually expressed in response to a vast array of regulatory 
controls, and equally subject to modification and degradation. Metagenomic data 
offer clues to the contents of a microbial community’s proteome, which in turn 
suggests, in the words of speaker Jill Banfield of the University of California, 
Berkeley, “what are they doing and how are they doing it?” (Dr. Banfield’s con-
tribution to the workshop summary report can be found in Appendix A, pages 
97-114).

For more than a decade, Banfield and her coworkers have characterized 
how acid mine drainage (AMD) biofilm communities “develop, how they first 
establish, and the process of ecological succession.”37 Her work has character-
ized the genetic and protein profiles of early and late stages of biofilm formation 
and illuminated how these communities organize, and how its members interact 
with each other and with the surrounding environment to form a relatively self-
contained ecosystem (Denef et al., 2010b; IOM, 2009). 

AMD streams and pools are home to a limited variety of microorganisms 
that can survive in this dark, very-low-pH, metal-rich, extreme subterranean 
environment (Denef et al., 2010b; IOM, 2009). AMD biofilms are “structured 
by oxygen and follow developmental stages through time,” noted Banfield. A 
nucleus—primarily a monospecies assemblage of Leptospirillium bacteria—be-
gins at a subterranean stream’s margins and extends across the water’s surface 
toward its center, while simultaneously increasing in thickness. As the biofilms 
mature, their composition, structure, and function diversify across the community. 
“Layers of archaea, eukaryotes, and viruses are incorporated at various develop-
mental stages, and chemical gradients become established across the biofilm” 
(Figure WO-16). 

“There is organization in the vertical sense, and it is almost certainly struc-
tured by these gradients, but there is also functional variation—for example 

37  Ecological succession is the phenomenon or process by which an ecological community under-
goes more or less orderly and predictable changes following disturbance or initial colonization of 
new habitat. 
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the activity of iron oxidation is higher toward the base of the biofilm,” reported 
Banfield, and this ecosystem can be reliably reproduced in the laboratory. “De-
spite living in what appears to be an extreme environment, these microbes have 
managed to find a niche, they are very well adapted to it, and they are growing 
very nicely.” These are conditions in which these microbes have “evolved in and 
probably existed in for billions of years.”

Banfield and coworkers used proteomic analyses (see Figure WO-17) to track 
changes in AMD community composition over time as reflected in shifts in pro-
tein expression and associated metabolic functions (Denef et al., 2010a; Wilmes 
et al., 2009). For example, the proteome of the dominant bacterium in the biofilm 
was found to shift between two distinct and stable states as the biofilm commu-
nity became more species-diverse. This suggests that the main factor in how the 
bacterium “uses” its genome—that is, what proteins it expresses—is strongly 
influenced by the organisms around it, she reported (Mueller et al., 2010). Even 
when considering the metadata—the temperature, pH, flow rate, and other envi-
ronmental factors—community composition affects and strongly influences the 
way the microorganism behaves, Banfield concluded.

The AMD system has “emerged as a really nice model system [with]in which 
to develop methods that can be then applied to other systems with the objective 
of trying to understand how microbial communities assemble and to understand 
and even predict their dynamics,” noted Banfield. She and her colleagues are 

Figure WO-17.eps
bitmap

FIGURE WO-17 Microbial community proteomics: functional assays in situ.
SOURCE: Banfield (2012).
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now applying similar methods to examine the establishment of the more com-
plex—and yet relatively simple—microbial community of the human gut, as it 
is colonized during the first weeks of life (Buchen, 2010). Specifically, they are 
attempting to identify patterns in gut microbial succession associated with the 
development of neonatal necrotizing entercolitis (NEC) (Morowitz et al., 2010), 
a significant and potentially fatal disease in preterm infants. 

As a first step toward this goal, researchers tracked colonization of a healthy 
preterm infant’s gut by analyzing daily fecal samples using both rRNA analysis 
(throughout the 3-week experiment) and sequence-based metagenomics (over 
the final week, the third of three colonization phases) (Morowitz et al., 2010). 
“By looking through the genome and comparing it to the other genomes, we can 
look at what is different, what is the same, what is novel about this organism, 
which genes are undergoing the most rapid evolution, and what do they encode,” 
Banfield said. 

A key finding from this study concerned one of the dominant bacterial spe-
cies, Citrobacter, among which two very closely related strains—with 99 percent 
sequence identity—behaved quite differently over the course of the time series, 
resulting in profound shifts in strain composition (Morowitz et al., 2010). Fine-
grained comparative genomic analysis of the two strains revealed differences in 
traits associated with metabolism and pathogenicity—including virulence fac-
tors—as well as divergence in regulatory and intergenic regions. The difference 
between strains suggests that each strain plays a distinct ecological role in the 
nascent microbial community of the infant gut. Proteomic information supports 
the conclusion that the two strains are functionally different, Banfield reported. 

Banfield and coworkers recently completed a second time-series study of 
another infant, using sequencing technology that allows them to identify subtle, 
strain-level differences such as those they detected between the Citrobacter 
strains (Sharon et al., 2012). Using this approach, she said, “I feel pretty confident 
that it is going to be possible to enable proteomic analyses of these colonization 
processes, and [also] to extend this to more complex systems.” Similar time 
series, including proteomic analysis, are planned to compare healthy preterm 
infants with those who develop NEC. 

Ultimately, she added, they hope to test their findings from metagenomic 
analyses with experiments in the community context. Compounds could be de-
signed to provoke changes in community function—whether those communities 
are AMD biofilms at the subsurface or the microbial flora in the human gut. “So 
long as we can maintain access to field sites where we can do those experiments, 
I think we will be able to really learn a great deal about this uncultivated diversity, 
and really how to harness microbial communities to do useful things, at least in 
terms of the environment,” she concluded. 
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Genes and Ecology

The apparent significance of the 1 percent divergence in sequence between 
the two Citrobacter strains decribed by Morowitz and coworkers (2010) is but 
one illustration of the generally observed importance of fine-scale heterogeneity—
depicted in Figure WO-18—to the ecology of microbial communities (Denef 
et al., 2010a, b; Wilmes et al., 2009). A major source of this heterogeneity is 
genetic exchanges that occur through transformation, phage transduction, and 
conjugation (IOM, 2006). 

Figure WO-18.eps
bitmap

FIGURE WO-18 The dynamic genetic repertoire of microbial communities. The micro-
bial orchestra analogy showing relatedness of individual community members in acid mine 
drainage biofilms with corresponding instrumental groups.
SOURCE: Wilmes et al., FEMS Microbiology Reviews, “The dynamic genetic repertoire 
of microbial communities,” 33(1):109-132, doi: 10.1111/j.1574-6976.2008.00144.x, re-
printed with permission from Wiley Online Library.
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Lateral gene transfer (also known as horizontal gene transfer) among mem-
bers of some microbial communities appears to be so pervasive as to call into 
question whether the concept of speciation—founded on the existence of barri-
ers to genetic exchange among multicellular organisms—applies to communal 
microbes (Eppley et al., 2007). For example, a comparison of 17 genomes from 
individual E. coli, which included both commensal and pathogenic strains, re-
vealed that only about half the genes in each organism’s genome were conserved 
among the group; the rest were part of a vast reservoir of genes known as the 
pangenome (Rasko et al., 2008). 

The apparent fluidity of gene exchange among microbes raises important 
topics for ongoing inquiry, such as how frequently and under what conditions 
it occurs, the extent to which lateral gene transfer contributes to the evolution 
of microbial communities and host-microbe relationships, and the potential of 
lateral gene transfer among microbes to influence microbial functions such as 
pathogenicity, virulence, antibiotic resistance, as well as host metabolism. These 
considerations were addressed in a workshop presentation by Sam Brown, which 
is discussed in Infectious Cooperation. 

Clearly the species concept, as defined at the macroscopic level, fails to 
capture the complexity, interconnectedness, and diversity of genetic exchange 
among microbes. As Denef and colleagues (2010a) have observed, rather than 
investigate the ecological roles played by microbial species, “more widely ac-
cepted is the need to understand how differences in gene content and sequence 
lead to ecological divergence.” 

DYNAMIC INTERACTIONS OF MICROBIAL COMMUNITIES

“Traditionally, microbiologists and evolutionary biologists have studied 
social behaviours from differing perspectives. Microbiologists are pri-
marily interested in the genetic mechanisms controlling the behaviour 
(“how” questions) whereas the interest of the evolutionary biologist can 
be found in studying the fitness consequences of a particular behaviour 
which helps explain why these systems are found in nature (“why” 
questions). However, whilst these may be different approaches, they 
should be viewed as complementary and not contradictory. By combin-
ing both mechanistic and adaptive approaches we can begin to address 
questions such as, what factors influence cooperation and the evolution 
of virulence in microbes and how can we exploit these to develop new 
antimicrobial strategies?”

—Diggle et al. (2010)

“When we look at microbial communities and we think we know what’s 
going on in terms of interactions, what I would like to say is, ‘generally, 
we don’t.’”

—Joan Strassmann (2012b)
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One way to gain an understanding of microbial communities is through 
characterizing their composition, genetic potential, and protein-associated func-
tions. Another is to study how community members interact with each other and 
with their environment and how these interactions influence community structure 
and function as a whole. Studies of microbial communities have yet to define 
the ecological principles that can provide a foundation for predictive models of 
community dynamics (Little et al., 2008). General principles developed from 
observations of communities of macroscopic organisms, however, are informing 
efforts to interpret microbial community dynamics (Levin, 1998; Robinson et al., 
2010; West et al., 2006). 

Workshop speakers addressed the broad topic of microbial interactions from 
several perspectives: by exploring the variety of mechanisms by which microbes 
interact with each other, their hosts, and the environment; by describing specific 
microbial interactions across a range of ecological contexts; and by considering 
how ecology and natural selection have shaped microbial interactions and poten-
tially led to the emergence of multicellular organisms. 

Communication and Information Processing

For any organism to interact with any other organism or its environment, it 
must be capable of both sensing and responding to conditions beyond itself. That 
microbes possess such capacity has been recognized relatively recently, but this 
understanding underlies the discovery of several ways in which microbes inter-
rogate their surroundings and react to the results of such interrogations (Bassler 
and Losick, 2006). However, what we currently know about mechanisms of 
microbial interaction may well represent but a few examples of a large, diverse, 
and complex repertoire. 

The best characterized of these mechanisms is quorum sensing—described 
by Greenberg in his keynote presentation and discussed earlier in this overview—
but it is just one among many. Two workshop presentations summarized below 
offer glimpses of additional sense-and-response systems that enable microbes to 
interact with other members of their species, with members of other kingdoms, 
and with their environment. 

Intraspecies Interaction: Contact-Dependent Communication 

Bacteria are known to use several distinct mechanisms to initiate a range of 
actions upon contact with neighboring cells (Hayes et al., 2010). These contact- 
dependent systems deliver effector molecules (e.g., enzymes, transcription regu-
lators, toxins) that enhance the growth or survival of the “sender” cell at the 
expense of the “receiver.” They include the contact-dependent growth inhibition 
(CDI) system discussed by speaker David Low, of the University of California, 
Santa  Barbara, as well as a virulence-associated secretion system, subsequently de-
scribed by Vanessa Sperandio of the University of Texas Southwest Medical Center 
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(Dr. Low’s contribution to the workshop summary report can be found in Appendix 
A, pages 385-408; Dr. Sperandio’s contribution to the workshop summary report 
can be found in Appendix A, pages 484-508).

Low described the CDI system and noted that he and coworkers recently 
concluded that the CDI system’s function may not be limited to growth inhibition; 
rather, it appears to provide a more general mechanism of bacterial communica-
tion. Initial studies of the CDI system in E. coli produced the model shown in Fig-
ure WO-19, in which a stick-like protein displayed on the effector (CDI+) cell’s 
surface delivers its toxic tip to a receptor on a target cell. A tip-specific immunity 
protein, also produced by the CDI+ cell, protects it from the effects of this toxin 
(Aoki et al., 2010). Although several species of bacteria have functional CDI 
systems, each system operates almost exclusively within a single species, he said. 

More than 60 different CDI-associated toxic tips have been identified in 
bacteria (Poole et al., 2011). Many are nucleases, according to Low, but they 
also include peptides that inhibit target cell growth by reducing energy-producing 
proton motive force across target cell membranes. In head-to-head competitions, 
wild-type cells out-compete mutants with nonfunctioning CDI systems up to 105 
fold in a few hours, he observed. He also noted that while the toxic tip-immunity 
protein pairing is highly specific, evidence suggests that toxic tips from different 
pathogens can be displayed on other species’ “sticks” (Poole et al., 2011).

Study of a CDI system from a strain of uropathogenic38 E. coli that uses a 
tRNase as its toxic tip led researchers to recognize the possibility that these sys-
tems play a more general role in cell-to-cell communication, Low recalled. When 

38   Pathogenic organisms in the urinary tract. Figure WO-19.eps
bitmap

FIGURE WO-19 Contact-dependent growth inhibition (CDI).
SOURCE: Adapted from Aoki et al. (2011).
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Diner and Hayes purified the tRNase to demonstrate its function, they discovered 
the enzyme required another cell protein for function—CysK—a key enzyme 
in cysteine biosynthesis (Diner et al., 2012). Interaction between the tRNase 
and CysK in the target cell blocks the enzyme’s ability to synthesize cysteine; 
however, an isoenzyme,39 CysM, does not bind the tRNase and thus takes over 
cysteine production. These enzymes differ in the substrates they use to provide a 
sulfur moiety to cysteine: CysK uses sulfide, while CysM uses thiosulfate. This 
difference suggests that transition between them may be advantageous, depending 
on whether the bacterium finds itself in an aerobic or an anaerobic environment. 
As for the role of CDI in this shift, Low observed, “touch between cells could 
potentially affect their metabolism.”

Another observation of the same CDI system in action further supports its role 
in cell-to-cell communication. Bacteria with single point mutations that knocked 
out tRNase activity were found to be deficient in biofilm formation, Low reported. 
“This is likely communication, because we have an RNase activity that appears to 
be specifically required for biofilms,” he concluded. This phenomenon has been 
shown to occur in other organisms, he added, which suggests that CDI systems 
affect a broad range of physiological conditions. Taken in consideration with the 
fact that CDI systems orchestrate intraspecies interactions and the possibility that 
they could mediate metabolic processes, Low’s findings support the notion that 
CDI systems serve as communication links between “effector” and “target” cells. 

Interkingdom Interactions: Symbiotic Microbes, Their Mammalian Host, 
and Invading Pathogens

Nowhere is interest in host-microbe interaction greater than in the complex 
context of the human gastrointestinal tract. Virulence traits are metabolically 
expensive, and, as previously discussed, their expression is tightly regulated. 
Underlying mechanisms of regulation may involve sensing of signals in the 
environment—ranging from specific molecules secreted by microorganisms to 
environmental cues, such as nutrient availability, temperature, and osmolarity. 
Signals may also be provided by the host, in a type of cell-to-cell communication 
known as interkingdom signaling (Hughes and Sperandio, 2008). Sperandio dis-
cussed her work on cell-to-cell signaling40 between humans, symbiotic microbes, 
and invading pathogens (Hughes and Sperandio, 2008). Her work builds on the 
well-established concept of quorum sensing as a means for bacteria to assess lo-
cal population density and coordinate the expression of critical genes, including 
those that encode virulence factors (Njoroge and Sperandio, 2009).

39   Isozymes (also known as isoenzymes or more generally as multiple forms of enzymes) are 
enzymes that differ in amino acid sequence but catalyze the same chemical reaction. 

40   There are a variety of communication strategies—such as signals, cues, and coercion—used by 
hosts and their associated microorganisms. For more information on how different types of strategies 
may be explored and defined, see: Diggle et al. (2007a).
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Sperandino described her work on cell signaling across kingdoms, which 
involves quorum-sensing signaling molecules (e.g., acyl-HSL) from bacteria 
and hormones produced by eukaryotes (Hughes and Sperandio, 2008). In the 
human gut, two-way communication occurs between epithelial cells and both 
commensal and pathogenic microbes, Sperandio noted; infection by entero-
hemorrhagic E. coli O157:H7 (EHEC) is a model of such interactions. EHEC is 
a highly infectious foodborne pathogen that typically causes bloody diarrhea, she 
said. However, in susceptible individuals (e.g., the very young and very old), it 
causes a more severe—and sometimes fatal—illness known as hemolytic uremic 
syndrome. 

Sperandio observed that in healthy intestines the epithelium is shielded 
from contact with pathogens by a mucous layer that is densely populated with 
commensal bacteria. EHEC uses a suite of virulence traits to overcome these 
obstacles and gain access to epithelial cells, into which it injects Shiga toxin and 
other effector molecules through a syringe-like proteinaceous secretion system. 
The production of this toxin is metabolically costly for the bacterium, so it is 
advantageous for EHEC to produce the secretion system only if it is within range 
of “infectable” host cells. Sperandio noted that EHEC senses a quorum-sensing 
molecule called autoinducer-3 (AI-3) produced by commensal gut bacteria, and 
two hormones, epinephrine (adrenaline) and norepinephrine (noraderinaline), 
produced by intestinal cells (Hughes and Sperandio, 2008). 

When a sensor kinase called QseC—a functional analog of an adrenergic re-
ceptor embedded in EHEC’s inner membrane—“receives” any of these chemical 
signals, it triggers a complex regulatory cascade that results in the transcription of 
virulence genes, Sperandio said. This system is present in dozens of other important 
human and plant pathogens, she noted, and it has been demonstrably associated 
with virulence in Salmonella typhimurium and Francisella tularensis (Curtis and 
Sperandio, 2011; Rasko and Sperandio, 2010). Researchers have pursued the thera-
peutic potential of interrupting the QseC-triggered virulence cascade by developing 
several animal models of this system, according to  Sperandio. Her research group 
found that an EHEC-like pathogen, Citrobacter rodentium, caused lethal infections 
in mice unless the pathogen’s QseC gene was disabled by mutation. 

The Colony as a Community

The number and diversity of known microbial interactions suggests a uni-
verse of possible configurations and functions of microbial communities. Biofilms 
can form on nearly any surface, are composed of varied assemblies of bacterial 
species, and develop structural complexity and functional differentiation. Host-
microbe interactions, such as highly specific mutualisms between bioluminescent 
bacteria and marine macrofauna, display a spectrum of coevolved features. 

The workshop presentations summarized in this section further illustrate the 
intricacy and specificity of microbial interactions, and the mechanisms that make 
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these interactions possible. These interactions take place across a broad range of 
ecological and taxonomic contexts, yet all can be viewed as structure-function 
relationships shaped by evolution and natural selection. 

Swarming Bacteria as Agents of Microbial Dispersal 

An intriguing interspecies communication between bacteria and fungi was 
described by speaker Colin Ingham of Wageningen University, The Netherlands 
(Dr. Ingham’s contribution to the workshop summary report can be found in Appen-
dix A, pages 304-322). Instead of forming sessile biofilms, some surface-associated 
bacteria secrete surfactants41 that allow them to migrate collectively, powered by 
their flagella,42 in a process known as swarming (Kearns, 2010). Interest in swarm-
ing motility has benefited from the shift in the focus of microbiological research 
from planktonic to surface environments relevant to microbial communities in 
natural settings43 (Kearns, 2010). “You can ask quite a lot of interesting questions 
about these types of bacteria,” observed Ingham. For example, what happens when 
a mass of motile bacteria meets other microorganisms, something that can happen 
within a very short time frame (minutes)? How do they interact? 

To pursue this line of inquiry, Ingham studies the Gram-positive bacterium 
Paenibacillus vortex, which he characterized as a curved rod-shaped micro-
organism, collectively a “versatile swarmer” that “forms complicated colonial 
patterns that are exceptionally sensitive to the environmental conditions” (Ingham 
and Ben Jacob, 2008). In what he called a “very simple experiment,” he and co-
workers co-inoculated P. vortex with conidia (asexual spores) of the nonmotile 
fungus Aspergillus fumigatus on nutrient agar plates and found that the swarm-
ing bacterium could transport the spores over distances of up to 30 centimeters 
( Ingham et al., 2011). Both P. vortex and A. fumigatus are inhabitants of the rhizo-
sphere, the soil immediately surrounding plant roots, so may plausibly interact in 
nature (Figures WO-20 and WO-21). 

“For Aspergillus conidia this is a new method of dispersal and the first time 
a smaller microorganism has been shown to cooperatively transport a larger one,” 
Ingham pointed out. This mechanism may permit the fungus to target niches it 
could not reach by airborne spore dispersal, and it may also exploit a tendency 

41   Many swarming bacteria synthesize and secrete surfactants (short for “surface-active agent”). 
Surfactants are amphipathic molecules that reduce tension between the substrate and the bacterial cell 
and, in doing so, can permit spreading over surfaces. 

42   A whiplike part extending from some single-celled organisms that moves back and forth to 
impart movement to the organism (American Heritage Science Dictionary, 2011).

43   According to Kearns (2010), swarming motility has been reported in species from three bacterial 
families, “almost certainly an underestimate, because swarming motility is often inhibited by standard 
laboratory media and genetically abolished during the domestication of commonly-used laboratory 
strains.” “The selection against swarming in these strains may be due to evolutionary forces that act 
when surface motility provides no advantage, for example in unstructured laboratory environments” 
(Kearns, 2010).
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for Paenibacillus to seek (e.g., through chemotaxis) an environment that is also 
beneficial to the fungus. Not only was swarming by P. vortex found to permit 
efficient dispersal of the fungal conidia, but also it was shown capable of “rescu-
ing” conidia by moving them from an antifungal-treated area on an agar plate 
to an untreated area, where they could grow. The researchers also discovered a 
potential benefit to the swarming bacteria in transporting fungal conidia: upon 
meeting an air gap (in experimental media, but presumably also in the soil) that 
the swarm cannot cross, they germinate to form mycelia that can serve as a bridge 
over which the bacteria can cross (Ingham et al., 2011). 

“The image that we have taken from this is the possibility that a moving colony 
of this bacterium is kind of a mixed and highly dynamic ecosystem, with the poten-
tial to drop cargo cells off and have other microorganisms jump on and therefore 
the swarm may help redistribute organisms in the soil,” he concluded. However, 
he added, “we don’t know how important this is.” Ingham speculated that another 
possibility is that the extended colony can “effectively create a logistics system for 

Figure WO-20.eps
bitmap

FIGURE WO-20 Photograph showing the result of transporting Aspergillus fumigatus 
conidia by swarming Paenibacillus vortex. The swarms of bacteria (stained red) carry 
fungal spores (conidia). This image (around 1 cm across) was taken a few days after 
transport of viable conidia over several centimeters was achieved; this is obvious because 
the conidia have germinated and are now growing out of the bacterial colonies, having 
being carried into a new niche. 
SOURCE: King (2011); image provided courtesy of Colin Ingham and Eshel Ben-Jacob.
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resource optimization,” and he suggested that future studies could explore whether 
this form of colonial life is beneficial with regard to efficient foraging and distribu-
tion of nutrients from disparate sources throughout the colony. 

The Fungal Gardens of the Leaf-Cutter Ants 

The leaf-cutter ant occupies the center of an outstanding model of complex 
and dynamic interactions linking microbes, multicellular organisms, and the 

Figure WO-21.eps
bitmap

FIGURE WO-21 Colored scanning electron micrograph showing transport of a single 
conidium of Aspergillus fumigatus (central green sphere, 3 µm across) transported by 
swarming Paenibacillus vortex (blue rods with yellow highlights). There are many bacte-
rial flagellar (orange filaments) apparently making contact with the conidium. 
SOURCE: Image provided courtesy of Colin Ingham and Eshel Ben-Jacob.
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environment. Among the most widespread and ecologically important insect spe-
cies in the New World tropics, leaf-cutters are unique among ants because they 
cultivate a fungus44 that serves as their main source of food (Belt, 1874; Suen 
et al., 2011; Weber, 1966). The ants seek out and cut leaves upon which they grow 
the fungus in specialized “gardens,” engaging in behavior that in many ways par-
allels that of human agriculture. Colonies of leaf-cutter ants are so large—up to 
600 cubic meters—as to be visible from satellite photos; the millions of workers 
present may harvest hundreds of kilograms of leaves per year. 

This mutualistic relationship is thought to have originated 45 million years ago, 
according to speaker Cameron Currie of the University of Wisconsin- Madison, who 
noted that “the ants can’t survive without the fungus and the fungus can’t survive 
without the ants” (Dr. Currie’s contribution to the workshop summary report can be 
found in Appendix A, pages 137-180). They are a “true superorganism” remarked 
Currie, with colonies often housing 5-10 million individuals that work together 
as a self-sustaining unit. These colonies can perform astonishing tasks he noted, 
including “defoliating a mature eucalyptus tree overnight.” 

The mutualistic and parasitic relationships that sustain this system appear to 
be both ancient and specialized, said Currie. The actinomycete bacteria Pseudono-
cardia, which produces small molecules capable of inhibiting the growth of the 
specialized garden pathogen, is acquired horizontally from ant workers that tend 
the pupae, he said. A brief window of opportunity for acquisition occurs within 
2 hours after pupae eclose to become an adult. Within 14 days of acquisition, the 
ants are fully covered with the actinobacteria, said Currie.

Currie described several “major” structural and physiological modifications 
exhibited by the ant that benefit its bacterial symbiont. Pseudonocardia resides 
in specialized crypts or cavities that cover the ants’ exoskeleton, he discovered 
(Figure WO-22). These crypts also appear to be attached to glands—suggesting a 
physiological modification in which the gland cells of the ants support the growth 
of the bacteria. “Presumably, these gland cells are producing the nutrient source 
for the growth of the actinobacteria.” Indeed, numerous animal and plant mor-
phologies and developmental processes reflect ancient, coevolved relationships 
with host-associated microbiota. These specialized compartments and processes 
attest to the importance of symbiont function to host organisms, as well as to the 
adaptability of microorganisms.

Currie noted that “as with human agriculture, ant agriculture has major prob-
lems with disease.” The microfungi in the genus Escovopsis has been found only 
in gardens of fungus-growing ants, so it appears to be a specialized pathogen that 
has evolved to exploit this environment, he said; Escovopsis secretes proteolytic 
enzymes that break down the fungal cultivar’s tissue, allowing it to parasitize the 
cultivar. As previously described, the Pseudonocardia that reside in specialized 

44   Different species of leaf-cutter ants use different species of fungus, but all of the fungi the ants 
use are members of the Lepiotaceae family. 
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Figure WO-22.eps
bitmap

FIGURE WO-22 Coevolved crypts and exocrine glands support mutualistic bacteria 
in fungus-growing ants. (A) Photograph of Cyphomyrmex costatus showing the bacteria 
on the propleural plates. SEM of the plates in C. muelleri: The left plate is covered with 
bacteria (B), whereas they have been removed from the right plate, revealing the underly-
ing fovea (C). (D) Light micrograph of a semithin cross-section through the propleural 
plate of C. longiscapus showing the gland (Gl) and duct cells (black arrow) associated 
with the fovea and the bacterium (Fb) on the plate (Cu for cuticle). (E) Photograph of C. 
longiscapus, illustrating foveae openings covering most of the cuticle. (F) Sagittal semithin 
section through a C. longiscapus worker, illustrating foveae outlining nearly the entire 
body of the ant. (G) Light micrograph of a single fovea within the cuticle (Cu) illustrating 
the abundance of mutualistic bacteria (Fb) within the crypt. (H) TEM of the lower section 
of a fovea showing a single glandular cell (Gl) and bacteria (Fb) within the crypt. Scale 
bars: 50 mm (A to C), 5 mm (E and G), and 0.5 mm (F). 
SOURCE: Currie, C. R., M. Poulsen, J. Mendenhall, J. J. Boomsma, and J. Billen. 2006. 
Coevolved crypts and exocrine glands support mutualistic bacteria in fungus-growing ants. 
Science 311:81-83. Reprinted with permission from AAAS. Photograph in (A) by A. Little.
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crypts that cover the ants’ exoskeleton secrete molecules that inhibit the growth 
of Escovopsis. But this is not the end of the chain of exploitation and mutual-
ism, as Currie and coworkers identified yet another parasite: black yeasts (genus 
 Phialophora; Ascomycota) that prey on Pseudonocardia (Little and  Currie, 2008). 

“To understand the dynamics of species interaction and complex communi-
ties, often you have these indirect effects, and you have to understand all the 
different components to start to even tease apart the dynamics,” Currie observed, 
noting that this phenomenon is known as ecological context dependence. In 
this case, he noted, focusing solely on the interaction between the ant and the 
“farmed” fungus would provide an incomplete view of the selective forces shap-
ing their evolution, both as individual organisms and as partners in obligate 
mutualism. The concept of ecological context dependence resonated throughout 
the workshop, most notably in presentations and discussions concerning the evo-
lutionary context of microbial interactions.

While the leaf-cutter ant system continues to generate questions—and, po-
tentially, compounds for antibiotic development—it is worthwhile to investigate 
the possible existence of similarly complex, dynamic webs of interaction involv-
ing other organisms, Currie said. 

Gene Signals for Past Perturbations and Other Major Evolutionary 
Events Impacting Complex Gut Microbial Communities

Termites comprise an extraordinarily successful, globally distributed insect 
group and play an important role in the global carbon cycle because of their ability 
to derive energy from lignocellulose in wood (Warnecke et al., 2007). According to 
speaker Jared Leadbetter of the California Institute of Technology, many steps in 
the conversion of lignocellulose into host nutrients are accomplished by symbiotic 
gut microbial communities (Dr. Leadbetter’s contribution to the workshop sum-
mary report can be found in Appendix A, pages 323-360). The termite hindgut is 
the residence of “a density and diversity of microbes that corresponds to all three 
domains of life,” he said, “diverse Archaea, diverse single-celled eukaryotes, and 
hundreds and hundreds of bacterial species that you find nowhere else on earth.” 
These polymicrobial, extracellular symbiont communities involve multiple micro-
bial partnerships, thus providing an excellent system for probing the evolution of 
interactions between different symbiont species within a community.

As Leadbetter explained, the initial task of degrading polysaccharides in 
lignocellulose falls primarily to protozoa among one group, known as lower 
termites; in the less well understood higher termites, which lack protozoa in 
their hindguts, bacteria play a larger role. The main products of this fermentative 
process are acetate, carbon dioxide, and hydrogen, he said; acetate serves as the 
insect’s sole source of energy.45 The bulk of the produced hydrogen and carbon 

45   Thus, Leadbetter observed, “termites are not really eating wood—they are eating neutralized 
vinegar.”
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dioxide are also converted into acetate by carbon dioxide–reducing homoaceto-
genic bacteria, Leadbetter noted. 

The loss of symbiotic gut protozoa occurred early during the emergence 
of the lineage of higher termites, as did the development of their characteristic 
segmented gut architecture. “Since then, higher termites and their gut symbionts 
have found ways to access polysaccharides bound in forms other than wood (e.g., 
dry grass, leaf litter, organic compounds in soil)” (Zhang and Leadbetter, 2012). 
By comparing gene diversity in a wide range of termite host species, Leadbetter 
explored how environmental factors such as changes in termite biology, diet, and 
symbiont community composition may have impacted the evolution of the gut 
microbial communities of higher termites (Zhang and Leadbetter, 2012).

A key bacterial gene for the production of acetate, formate dehydrogenase 
(fdhF), has been shown to be widespread in the guts of lower termites and 
wood-roaches (Matson et al., 2010; Zhang et al., 2011). In contrast, phyloge-
netic analyses of fdhF sequences from eight species of higher termite revealed 
sweeping losses of fdhF diversity. These losses likely occurred during the evo-
lution of the last common ancestor (LCA) of all higher termites over 50 Mya 
(Figure WO-23). Leadbetter hypothesized that the fdhF gene extinction events 
may be related to the extinction of hydrogen-producing gut protozoa and effects 
that “propagated down the microbial food chain to hydrogen-consuming symbi-
onts that possess fdhF” (Zhang and Leadbetter, 2012). He noted that the lack of 
diversity of fdhF variants in higher termites is likely an example of “radiation 
from one of the fdhF genes and one of the organisms that was left standing after 
the loss of the protozoa and their associated microbes.” 

Leadbetter also examined phylogenetic patterns of two functional variants of 
fdhF, which either have selenocysteine (Sec clade) or cysteine (Cys clade) as a 
key catalytic residue. The absence of Cys clade gene variants in higher termites 
suggests the relaxation of selective pressures related to selenium limitation in 
higher gut termite communities (Zhang and Leadbetter, 2012). Perhaps as higher 
termites changed their biology, diet, or habitat, they have been able to “alleviate 
that periodic limitation of selenium that lower termites face, and thus, they had a 
sweeping gene loss of every member of this clade,” he said.

Upon closer examination of variant sequences in one genus of termites from 
Costa Rica, Leadbetter and colleagues discovered that several sequences nested 
within the Sec clade actually encode for selenium-independent variants (Figure 
WO-23). These variants likely originated from “a duplication of a selenium-
dependent gene, followed by mutational modification of the [catalytic residue] 
from selenocysteine into cysteine” (Zhang and Leadbetter, 2012). According to 
Leadbetter, possible factors driving this apparent “reinvention” or convergent 
evolution of selenium-independent function include changes in the termite’s 
foraging behavior or environment. 

Sequence comparison of fdhF variants also revealed a “mystery clade of vari-
ants outside of the ones found in other termites” (AGR variants in Figure WO-23). 
Leadbetter speculated that this is likely an example of a “recent acquisition, by 
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these termites, of a gene or of an organism from a non-termite gut environ-
ment.” Although much is left to be discovered about these variants, Zhang and 
 Leadbetter (2012) hypothesize they may be diagnostic markers for the sub-
terranean and litter-feeding diets and behaviors specific to the termites in which 
they are found (Amitermes spp., Gnathamitermes spp., and Rhynchotermes spp.). 

As illustrated by these examples, although coevolution between host and 
symbionts is an important force shaping mutualisms, other forces such as the 
loss of microbial community members or the relaxation and reemergence of nu-
tritional pressures may also impact the evolution of a mutualism. As Zhang and 
Leadbetter (2012) note, “the metabolisms of community members form a net-
work of dependent interactions: collapse of a functional population (or network 
node) within a symbiont community can have dramatic and long lasting effects 
on the genes encoded by symbionts occupying niches downstream in the chain 
of community metabolism” (Zhang and Leadbetter, 2012). Leadbetter concluded 
his presentation by suggesting that similar analyses of the gut communities of 
primates may reveal evidence of reverberations from past perturbations of these 
communities that occurred when hominids and humans moved into new biomes, 
migrated across different geographical regions, and adopted novel diets.

Evolution of Cooperation and Control of  
Cheating in the Social Amoeba 

The social amoeba Dictyostelium discoideum uses a cooperative dispersal 
system when faced with starvation (Strassmann and Queller, 2011). Individual 
amoebas aggregate and form a migratory and multicellular slug that moves toward 
light, seeking a suitable location to transform into a fruiting body. About 80 percent 
of the cells differentiate into viable spores, while the remaining 20 percent commit 
the microbial equivalent of suicide to form a nonviable stalk that facilitates spore 
dispersal. The individual amoebae that aggregate to form the slug are largely but 
not always genetically identical—they may come from two or more clones—and 
are thus subject to selective pressure to cheat so as to be disproportionately included 
in the spore population and excluded from the nonpropagating stalk. 

Cooperation among the individual amoeba in this system is maintained through 
a variety of selective mechanisms that limit cheating, according to  Strassmann. 
These include kin selection, kin discrimination, and positive  pleiotropy, in which 
an altruistic trait (e.g., ability to form the fruiting body stalk) is genetically linked 
with an essential function, so individuals must cooperate in order to survive 
( Strassmann and Queller, 2011). If kin selection were operative in maintaining 
multicellular behavior in D. discoideum, “that would mean that the stalk cells had 
to benefit enough to make it worthwhile for helping the spore,” she said. 

To test this proposition, Strassmann and coworkers performed an experimen-
tal evolution study to determine what would happen if members of the multi-
cellular community lost relatedness entirely, at least from the perspective of new 
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mutations (Kuzdzal-Fick et al., 2011). “If high relatedness is really important, 
and we get rid of it, we should be able to destroy this organism,” she explained. 
They allowed 24 lines of descendents of an ancestral strain to evolve through 30 
generations of spore formation (and thereby drift by mutation from the ancestral 
genome), then mixed equal parts of each line with ancestral amoeba. Most of 
the resulting spores were dominated by the “evolved” lines, 18 of which cheated 
their ancestors, Strassmann concluded (Figure WO-24). “Some clones, even in 
this relatively short time, had actually completely lost the ability to form stalks 
on their own,” she noted.

Farming of bacteria Strassmann also discussed a recently discovered and in-
triguing interspecies interaction between bacteria and the amoebas. These bacte-
ria appear to provide a selective advantage to the amoebas, facilitating survival 
in new environments. The discovery that D. discoideum contained bacteria not as 
contaminants, but within the amoebas’ fruiting bodies, led Strassmann’s group to 
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FIGURE WO-24 Cheating in low-relatedness studies. Eighteen (red numbers) out of 
24 evolved lines showed significant evidence of cheating the ancestor by preferentially 
becoming spore, not stalk. In this study, Strassmann and colleagues artificially constructed 
low-relatedness conditions and allowed evolution to proceed for 31 generations of fruiting 
body formation. They assessed the cheating ability of the evolved lines in social compe-
tition with their ancestors, during fruiting body formation. They collected the resulting 
spores and calculated the percentage change of the ancestor in each experimental and 
control mix as 100 × [(% ancestor in spores) – (% ancestor in cells)]/(% ancestor in cells) 
(Kuzduzal-Fick et al., 2011).
SOURCE: Adapted from Kuzdzal-Fick et al. 2011. “High relatedness is necessary and 
sufficient to maintain multicellularity in Dictyostelium,” Volume 334, DOI: 10.1126/sci-
ence.1213272 reprinted with permission from AAAS.
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suspect that it engages in symbiotic behavior that resembles farming. Approxi-
mately one-third of D. discoideum clones they have tested to date carry bacteria 
and “seed” it into new environments, she reported. Similarities between this be-
havior and that of fungus-farming social insects such as leaf-cutter ants “makes 
sense because multigenerational benefits of farming go to already established 
kin groups,” the researchers observed (Brock et al., 2011). Some of the bacte-
rial strains isolated from amoebas include those the organism consumes as food, 
according to Strassmann; however, others may serve as weapons against their 
nonfarming competitors by producing poisonous or defensive compounds. Such 
findings caused Strassmann to describe D. discoideum as a “selective sponge” 
capable of “telling us what bacteria are important to eukaryotes.”

Emergence and Robustness of Multicellular Behavior in Bacteria 

Speaker Joao Xavier, of Memorial Sloan-Kettering Cancer Center, used 
swarming in P. aeruginosa as a model system for studying the selective pres-
sures involved in this collective trait (Dr. Xavier’s contribution to the workshop 
summary report can be found in Appendix A, pages 546-579). “Swarming is a 
multicellular trait, in the strictest definition,” Xavier noted, because individu-
als of this species are not capable of migrating across a surface, an important 
resource-seeking behavior. For that to happen, multiple cells in close proximity 
must together produce “massive amounts” of biosurfactants—up to 20 percent of 
their weight—on which the cells slide, Xavier explained. 

Surprisingly, this trait appeared “uncheatable”; mixed cultures of wild-type 
bacteria and mutants incapable of producing the surfactant were not dominated 
(and then extinguished) by the mutant strain, but seemed to exist in equilibrium, 
Xavier reported. To investigate how the cooperators survived this competition, 
he and coworkers examined the genetic regulation of surfactant production, 
knowing that a gene associated with surfactant biosynthesis, rhlA, was expressed 
only when the bacteria had completed their initial period of rapid growth and 
were entering the stationary growth phase. If wild-type cells delay the costly 
expression of rhlA until most of their growth is complete, they would compete 
on equal footing with cheaters, he reasoned. He also knew that rhlA was under 
quorum-sensing regulation, yet simply supplying a quorum-sensing signal was 
not sufficient to trigger surfactant production during rapid growth, so there had 
to be an additional mechanism regulating surfactant biosynthesis. 

That mechanism turned out to involve carbon and nitrogen availability, as 
shown in Figure WO-25, Xavier reported. In the medium in which the bacteria 
are grown, they have ample nitrogen and carbon for rapid growth, which depletes 
nitrogen supplies first. “At that point they start expressing rhlA,” he said; the 
bacteria then dedicate all of the carbon they take up to biosurfactant synthesis, 
which permits them to swarm toward more nitrogen-rich regions. Xavier’s group 
has named this strategy “metabolic prudence.” 
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“The cells, we believe, are integrating signals about the whole population—are 
we in enough numbers to start secreting biosurfactants, and do we have the right 
level of nutrients? Do we have an excess of carbon?—into this one molecular deci-
sion to start to express genes for a public good,” reported Xavier. As a first step to 
identify how such “molecular decisions” are made, they have shown that a mutant 
incapable of regulating expression rhlA (the gene has been engineered to include an 
inducible promoter) and induced to produce biosurfactants during the rapid growth 
phase while in competition with rhlA mutants, will be extinct within days.

Evolutionary Transitions to Multicellularity 

Cooperation among microbes is also of interest to evolutionary biologists 
because it represents a likely stage in the evolution of multicellular organisms 
(Strassmann and Queller, 2011). Multicellularity has apparently evolved multiple 
times, but the process by which a group of previously autonomous cells become 
an organism—and thereby subject to natural selection at this higher level of orga-
nization—remains unknown. Speaker Paul Rainey, of the New Zealand Institute 
for Advanced Study and the Max Planck Institute for Evolutionary Biology, and 
his coworkers have examined the cyclical process of cooperation and cheating in 
bacteria as a possible route to multicellularity (Dr. Rainey’s contribution to the 
workshop summary report can be found in Appendix A, pages 409-425) (Rainey, 
2007; Rainey and Rainey, 2003). 

When grown in unmixed liquid culture, the bacterium Pseudomonas 
 fluorescens rapidly depletes oxygen, as illustrated in Figure WO-26, favoring 

Figure WO-25.eps
bitmap with a mask (upper left) and some vector type

But only if there’s a quorum

FIGURE WO-25 rhlA regulation ensures metabolic prudence. As described by Xavier, 
P. auerginosa integrates multiple signals about environmental conditions—bacterial cell 
density and nutrient availability—in its regulation of the production of biosurfactants. 
SOURCE: Adapted from Xavier et al. (2011).
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Figure WO-26.eps
bitmap

FIGURE WO-26 A putative life cycle for mat-forming bacteria. We start with a single 
bacterium (given in blue) capable of producing an extracellular adhesive. (1) It reproduces 
at the interface between liquid and air (in the case shown, starting at the inner surface of a 
glass tube). Daughter cells stick together because of the adhesive they produce. (2, 3) The 
resulting mat spreads over the liquid’s surface as a single-cell layer. (4) Because of prime 
access to oxygen, a robust mat forms. Mutation generates ‘‘cheats’’ (green cells that do 
not produce any adhesive polymer and grow faster as a consequence). (5) These cheats 
spread within the mat and contribute to (6) the collapse of the mat. Because the cheats do 
not produce the adhesive, they are liberated from the mat upon collapse. (7) Back mutation 
from one of these cheats to a mat-producing cell completes the life cycle. Of course, we do 
not imagine such a life cycle playing out in an environment where only a single mat can 
form (like a single tube). Rather, the back mutants from the liberated cheats could establish 
mats in different locations from their parent mat. Here the cell type leading to the death of 
the group also leads to its rebirth. The cheats amount to propagules (“germ line”) arising 
de novo from the mat-forming “soma” of an incipient multicellular individual.
SOURCE: Rainey and Kerr (2010).

mutants known as “wrinkly spreaders” that form mats at the air-liquid interface 
by secreting cellulose, which allows cells to stick to the walls of the container 
and to each other. Making cellulose is metabolically costly, and cheaters soon 
emerge within the mat. Ultimately, the increased proportion of cheaters within 
the mat leads to a classic tragedy of the commons, in which the drop in cellulose 
production leads to the collapse of the mat into the liquid medium. Back in the 
liquid phase, the cheaters easily free themselves from the mat; they continue 
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to live—and reproduce—as planktonic (free-swimming) organisms. Wrinkly 
spreader mutants arise again by random mutation, and the process repeats.

“Here we have the evolution of cooperating groups, and their demise,” 
Rainey said. “But there is the capacity for the group to evolve once again from 
the cheating types, to be destroyed, to re-evolve, and so forth.” He emphasized the 
critical role of ecology—in this case the liquid-air interface—in establishing this 
proto–life cycle. As Rainey and coworkers noted, the capacity to switch repeat-
edly between cooperating and cheating by mutation may not be widely possible, 
but clearly that capacity exists for this bacterium (Rainey, 2007). He added that 
“cooperating” bacteria could be viewed as behaving like somatic cells in multicel-
lular organisms by providing support for cheaters—which resemble germ cells 
in that only they reproduce. This mechanism for collective reproduction—crude 
though it is—represents a critical step in the evolution of multicellularity, Rainey 
argued. 

The emergence of higher-level individuality requires major evolutionary in-
novation: the capacity for one group of cells to beget another. This is a capacity 
that is difficult to reconcile with the central Darwinian concept of individuality, 
Rainey noted. “Any set of entities that have variation, reproduction, and heredity 
will evolve by natural selection,” he said. “What trick did nature play on indi-
vidual cells that led them to give up their right to autonomous replication and 
come to reproduce solely as part of a corporate body?” he asked. 

Returning to the proto–life cycle of P. fluorescens, the cycle is fueled by the 
niche constructing activities of each stage: the mat generates conditions that favor 
non-mat-formers (propagules) and the presence of non-mat-formers generates 
conditions that favor mat formers, and so the cycle proceeds. Rainey described 
an experiment in which his team observed the evolution of Darwinian individu-
ality as a consequence of selection on the fecundity of mat-forming groups via 
the proto–life cycle. Not only did the selective regime result in the evolution of 
groups with enhanced fitness, but it also resulted in a decoupling of fitness: the 
fitness of derived mat-forming groups was no longer explicable on the basis of 
the fitness of the individual cells that made up the groups. “Enhanced fitness of 
derived mat-forming groups is attributable to a property selected at the collective 
level, namely, the capacity to transition through phases of a life cycle, and is not 
explained by improvement in cell fitness,” Rainey reported. 

Human-Microbe Mutualism 

The various microbial communities that share our bodies contain character-
istic and complex mixtures of microorganisms that have coevolved with humans 
(Costello et al., 2012; Dethlefsen et al., 2007). As previously noted, the gut micro-
biota is essential to human nutrition and immune system development. Ecological 
changes in the gut microbiota have been associated with such diseases as allergy, 
inflammatory bowel disease (IBD), and cancer, as well as two internationally 
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recognized epidemics, cardiovascular disease and obesity—findings which under-
score the urgency for further research into the rules that govern the composition 
and stability of the human gut microbiome (Holmes et al., 2011; IOM, 2009; 
Littman and Pamer, 2011; Pennisi, 2011, Tremaroli and Bäckhed, 2012).

Several recent studies have analyzed the variability of human gut micro-
biota among individuals. An initial study of 39 individuals by Arumugam and 
coworkers (2011) indicated that each person’s gut microbiota belongs to one 
of three broad “enterotypes,” each of which contains relatively high levels of 
a single genus of bacteria: Bacteroides, Prevotella, or Ruminococcus. More re-
cently, results of a similar study of 663 individuals identified archaea of genus 
 Methanobrevibacter as a defining microbe in the Ruminococcus enterotype and 
failed to find clear separation between it and the Bacteroides enterotype (Yong, 
2012). Other researchers have found more continuum than separation between 
the three enterotypes.

The distinction between the “type” and “continuum” models may have clini-
cal significance given evidence linking the Bacteroides enterotype to diets high in 
fat or protein (Wu et al., 2011) and also to obesity and metabolic disorders (Yong, 
2012); the Prevotella enterotype has also been associated with a high- carbohydrate 
diet (Wu et al., 2011). These findings suggest that enterotyping could be used to 
estimate a person’s risk of disease, or to predict his or her response to medications; 
however, such applications will demand not only a clearer picture of the nature 
of variation between individuals, but also an understanding of how individuals’ 
microbiota change over time and in response to perturbation (Yong, 2012). 

Such knowledge can be gained through detailed longitudinal studies of the 
sort described by Banfield (Morowitz et al., 2010) and summarized in “Structure 
and Function of Microbial Communities.” Another time-series study of note 
monitored microbial taxa of the gut (as well as of the tongue and of the left and 
right palm) in two individuals for 6 months, in one case, and 15 months in the 
other, amassing nearly 400 time points (Caporaso et al., 2011). This analysis sug-
gests that “there is pronounced variability in an individual’s microbiota across 
months, weeks and even days. Additionally, only a small fraction of the total 
taxa found within a single body site appear to be present across all time points” 
(Caporaso et al., 2011).

Communities of microbes and genes The human body provides a variety of 
habitats for its associated microbial communities, noted forum chair and speaker 
Relman of Stanford University (Dr. Relman’s contribution to the workshop sum-
mary report can be found in Appendix A, pages 426-469). These environmental 
habitats and the associated ecological niches are shaped in part by the genetics of 
the host and in part by the history of all environmental exposures that have gone 
before, said Relman. Analyses of taxonomic and genetic diversity of the human 
microbiota suggest that body habitat is an important source for variation in com-
munity composition of the human microbiota. Within niche specialization also 
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appears to occur, with each body site “characterized by a small number of highly 
abundant ‘signature’ taxa,” and the relative representation of taxa and genes 
in each habitat varying considerably between individuals (Human Microbiome 
Project Consortium, 2012; Relman, 2012). Each person functions as a “unique 
and separate ecosystem” (Gonzales et al., 2011).

A recent survey of the gut microbiota produced a catalog of 3.3 million non-
redundant, microbial genes,46 suggesting that these microbial communities have 
access to as many as 150 times as many genes as there are in the entire human 
genome (Figure WO-27) (Qin et al., 2010). The human genetic landscape may be 
better characterized as the sum of genes in the human genome and its microbiome 
(Turnbaugh et al., 2007). By providing traits that humans did not evolve on their 

46   These microbial genes were detected in fecal samples obtained from 124 individuals, suggesting 
the presence of 1,000 to 1,150 prevalent bacterial species. Each individual’s gut harbored at least 160 
bacterial species (Qin et al., 2010). 

Figure WO-27.eps
bitmap

FIGURE WO-27 The number of genes distributed among the human-associated micro-
biota far outnumbers the number of genes humans inherit from their parents. 
SOURCE: Reproduced with permission. Copyright © 2012, Scientific American, a divi-
sion of Nature America, Inc. All rights reserved. Artwork by Bryan Christie Design (http://
www.bryanchristiedesign.com).
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own, the gut microbiota may contribute to our ability to adapt to change, such as 
relocation to new environments, or adopting diverse diets (Balter, 2012). 

The relative abundance of microbial genes associated with certain physi-
ological pathways “varied less between samples from the same habitat than did 
the relative abundance of taxa,” suggesting that functional redundancy is likely 
between microbial communities despite variations at the species level (Relman, 
2012). These studies have also revealed vast amounts of previously uncharacter-
ized microbial and predicted functional diversity.

According to Relman, patterns of microbial community composition dif-
fer between healthy individuals and those with disorders such as obesity, IBD, 
chronic periodontitis, Crohn’s disease, and bacterial vaginosis (Dethlefsen et al., 
2007; Ley et al., 2006b; Turnbaugh et al., 2006). He cautioned that the importance 
of these differences to the development of, or predisposition to, disease is not 
known. Disturbances in the microbiome could be a necessary initiating factor for 
disease, a factor in propagating disease pathology, or merely an effect of disease. 
Studies that monitor changes in the microbiota composition of individuals over 
time—before and after development of diseases—will be needed to assess the 
role of the microbiota in influencing states of health and disease, noted Relman. 

Additional studies have tracked population shifts in the gut microbiota in 
response to a known disturbance: antibiotics (Dethlefsen and Relman, 2011; 
 Dethlefsen et al., 2008; Jernberg et al., 2007). Relman described a study performed 
in his laboratory in which healthy subjects who had taken no antibiotics in the pre-
vious year were given two standard 5-day courses of the antibiotic  ciprofloxacin 
(a fluoroquinolone) with a 6-month interval between courses (Dethlefsen and 
Relman, 2011). The researchers analyzed variability in fecal phylogenetic com-
munity composition by examining more than 1.7 million bacterial 16S rRNA 
hypervariable region sequences in more than 50 samples per individual, which 
they collected from 2 months prior to the first treatment through 2 months after the 
second treatment. In the pretreatment phase, they found some day-to-day variabil-
ity within a relatively stable average community composition. These apparently 
routine fluctuations suggest that the gut community is stabilized not by resistance 
to change, but by its ability to function within a certain compositional range.

A profound and rapid loss of diversity and shift in the composition of the 
gut microbiota followed each course of ciprofloxacin, the researchers discovered; 
recovery began within a week after each treatment ended, but often failed fully 
to return the community to its pretreatment state (Dethlefsen and Relman, 2011). 
While the altered community apparently caused no gross alteration in the health 
of the human host, maintenance of ecosystem services, such as outcompeting 
pathogens, regulating host immunity, or co-metabolism, are not easily measured 
and may have been displaced by antibiotic treatment, the authors suggest. “Every 
course of antibiotics may represent another roll of the dice, potentially allowing 
displacement of a mutualist with a strain that may or may not provide the same 
benefit,” they observe. 
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Relman hypothesized that “external challenges such as antibiotic therapies 
can harm microbiota stability and make the host susceptible to pathogen inva-
sion.” This point was reinforced by Xavier, who reported that mice given a single 
dose of the antibiotic clindamycin experienced a “severe loss of biodiversity” in 
the gut microbiota that took up to 28 days to resolve (Buffie et al., 2011). When 
treated mice were subsequently challenged with the pathogen Clostridium dif-
ficile, 40 percent died within 5 days, while all untreated mice that received the 
pathogen survived. In these control animals, he said, “Clostridium difficile wasn’t 
capable of colonizing the intestine and was, in fact, undetectable even from the 
sequencing data.”

Cooperative Survival Strategies

Unlike microbiologists, who tend to focus on the mechanisms by which 
 microbes interact, evolutionary biologists attempt to determine the impact of inter-
actions on the fitness of microbes as both individuals and populations, and thereby 
explain why particular behaviors have evolved (Diggle, 2010). Several workshop 
presentations offered this perspective through analyses of microbial conflict and 
cooperation observed both in the field and in model systems, and through the ex-
tension of one such model to demonstrate that cycles of cooperation and cheating 
among unicellular organisms provide a possible route to multicellularity.

Each of the evolutionary scenarios presented below depicts the forces of 
natural selection acting within a specific and influential ecological context, such 
as resource availability. The role of heterogeneous (“patchy”) environments in 
restricting gene flow, promoting genetic differentiation, and supporting local 
adaptation in microbial communities is particularly evident (Slatkin, 1987). This 
is the case in biofilms, where microscale gradients of chemicals and other envi-
ronmental factors create a variety of ecological niches that are in turn reflected in 
the genetic and proteomic heterogeneity of their occupants (Denef et al., 2010b). 
Structural heterogeneity also drives diversification and coadaptation among com-
munity members in biofilms, where it has been associated with increasingly 
robust cooperative behavior (Brown, 2006). As speaker and Forum chair Relman 
observed, heterogeneity of all sorts causes microbial communities to behave dif-
ferently than the homogeneous collections that are more typically studied. 

A fundamental question regarding interactions within simple and complex 
communities of microorganisms concerns the coexistence of microorganisms 
within communities and in interactions with host organisms, and the stability 
of behaviors that support community-level function (Strassmann and Queller, 
2011; West et al., 2007a). This overview uses the general term “cooperation” to 
describe actions that individual organisms take, at some reproductive cost, and 
which benefit their community as a whole. Microbial communities achieve a 
variety of benefits through cooperation, including shelter, nutrition, reproduction, 
defense, and dispersal.
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Community Cooperation and the Expression of Virulence 

The evolutionary theory of cooperation provides two basic answers to the 
question “why do individuals cooperate?,” according to Brown. The first reason is 
self-interest: in return for cooperation, individuals receive benefits that outweigh 
the cost of their actions; this description fits many mutualistic host-microbe 
interactions, he observed. The second reason applies only to certain cooperative 
interactions occurring within a species, in which cooperation occurs on the basis 
of relatedness, such that the cost of cooperation is outweighed by genetic repre-
sentation in the population; this is known as kin selection, he stated. Cooperation 
among relatives may also extend to altruism, in which an individual sacrifices its 
chance of reproducing in order to increase those of a relative.  

Host-associated microorganisms may have beneficial, neutral, or harmful 
effects on their host. According to Brown, “environmental” factors often influ-
ence the outcome of host-microbe interactions. Opportunistic47 pathogens, for 
example, are often commensal symbionts (e.g., Streptococcus pneumoniae) that 
become pathogenic following a perturbation to their host (e.g., wound, medica-
tion, immune deficiency) (Brown et al., 2012). Brown suggested that a focus on 
the diverse physical and social environments in which opportunistic pathogens 
grow may provide important insights into why these microorganisms cause dis-
ease in certain circumstances but not others. 

Brown characterized virulence of a microorganism as the ability to cause 
damage to the host, and noted that a disproportionate number of genes encoding 
secreted, host-harming microbial products, known as virulence factors, are found 
on mobile genetic elements. “This supports the idea of virulence being intrinsi-
cally a cooperative trait,” he said, although the nature of the advantage provided 
by virulence seems paradoxical. “Why damage the source of your livelihood?” 
he asked. 

The usual theoretical framework for thinking about the evolution of virulence 
is called the epidemiological trade-off model. In this model, virulence reflects an 
evolutionarily stable strategy that balances the exploitation of the host—which 
enhances microbial growth or transmission opportunities—with the cost of the 
shortened lifespan of the host. He noted that this framework was based upon the 
assumption of a “closed system” in which the pathogen is “always parasitic and 
always parasitic in the same host.” While this framework is “moderately success-
ful for obligate, specialized pathogens,” Brown observed that disease-causing 
microorganisms only rarely satisfy these requirements. The trade-off model often 
fails to adequately describe the behavior of “opportunistic” pathogens, in part 
because of two key features of these microorganisms: generalism and phenotypic 
plasticity. They are generalists because these microorganisms can grow and thrive 

47   Resulting from pathogen entry via wounds or weakened state of the hosts, or as a result of a 
disturbance of a normally benign host-microbe relationship.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

68 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

in a variety of environments; they can also modify phenotypic expression as a 
function of their changing environmental context (Brown et al., 2012). 

Brown pointed to S. pneumoniae,48 which transitions from an asymptomatic 
and readily transmitted infection in the human nose to a highly virulent, non-
transmissible infection of the blood. “As best as we can tell, this is a dead end 
for this bug,” he said. By taking an ecological approach to the question of “why 
pneumococcus shifts strategies?,” Brown and coworkers determined that another 
bacterial inhabitant of the human nose, Haemophilus influenzae, changes their 
shared environment in a way that harms pneumococcus (Lysenko et al., 2010). In 
the absence of H. influenzae, a less-virulent form of pneumococcus has a selective 
advantage. If H. influenza is present, however, a more virulent form of pneumo-
coccus predominates. “The picture that is emerging is that virulence is an inci-
dental byproduct of life in a distinct host compartment,” Brown said. “I believe 
this is a common theme for opportunistic pathogens,” he added. Virulence factors 
may provide advantages in a variety of nonparasitic contexts, noted Brown: “This 
could be a commensal compartment in the same host. It could be out there in the 
environment, in the soil, in the water. It could be in the same physical location, 
but in a different social state.” 

The epidemiological trade-off model suggests that microbial virulence may 
be controlled by limiting transmission, Brown observed. The fact that improved 
hygiene is correlated with disease reduction appears to support this theory. Yet, 
in the pneumococcus scenario, the populations of the microbe that undergo trans-
mission and those that cause disease are effectively separate—rendering hygiene 
ineffective as a means of disease control, he explained.  

Brown also envisioned that opportunistic pathogens could pose a problem 
to proposed antivirulence drugs designed to disarm pathogens rather than kill 
them. Some have argued that such drugs are “evolution-proof,” or would at the 
very least slow the development of resistance (Clatworthy et al., 2007). Brown 
pointed out that resistance to an antivirulence drug would be selected for in the 
nasopharynx population of pneumococcus, as virulence confers fitness at that site, 
although it remains to be determined how rapidly such resistance would develop. 

Responding to the suggestion that antivirulence drugs targeting cooperative 
or collective virulence traits should work because resistant pathogens would suf-
fer the disadvantage of being the few cooperators in a sea of cheats, Brown replied 
that he would expect such a strategy would work in an unstructured environment. 
On the other hand, in a structured environment, he predicted, resistance to such 
a drug could spread. This is a hypothesis now being tested in his laboratory us-
ing Pseudomonas aeruginosa in what he described as an evolutionary screen for 
virulence traits. Such a screen could have general application in determining how 
easily microbes develop resistance to antivirulence drugs, he said.

48   S. pneumoniae may also be referred to as pneumococcus or pneumococci and may cause pneu-
mococcal pneumonia and pneumococcal meningitis.
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Cooperation, Cheating, and Coordinated Behaviors 

In any scenario that involves cooperation, individuals can cheat by reaping 
the benefits of cooperation without contributing to it, for example, the quo-
rum-sensing mutant bacteria described by Greenberg, which benefit from viru-
lence factors excreted by their neighbors. Additional workshop presentations, 
summarized throughout this chapter, portray conflicts between individual- and 
 population-level fitness, cheating, and the enforcement of cooperation by various 
mechanisms within microbial communities. They are representative of a range 
of studies demonstrating the combined influences of genes and environment on 
microbial social interactions (Brockhurst et al., 2006; Diggle et al., 2007b; Rainey 
and Rainey, 2003; Sandoz et al., 2007; Strassmann and Queller, 2011). 

Social evolutionary theory provides a framework for analyzing the selective 
forces that shape microbial interactions such as cooperation, but it is important 
to recognize that microbial behaviors take place in ecological contexts that re-
searchers are only beginning to define. For example, it may be unclear whether 
a microbial community such as a biofilm is behaving as a coordinated group (in 
response to active signaling) or as a collection of independent individuals (adjust-
ing to chemical information). Such a distinction is critical to developing effective 
ways to stabilize or disrupt their activities. There are similar implications for 
conceptualizing behaviors that lead to pathogenesis and virulence in microbial 
communities and, therefore, for manipulating those behaviors for preventive or 
therapeutic purposes. 

The semantics of cooperative behavior, the applicability of terms such as 
“cooperation” to microbial behavior, and indeed the broader question of the ap-
propriateness of the social evolutionary framework for understanding microbial 
interactions are topics of ongoing debate (Nadell et al., 2009; West et al., 2007b; 
Zhang and Rainey, in preparation). These issues were reflected in workshop dis-
cussion and are explored in Semantics (see page 80).

Multicellular behavior in bacteria Bacterial behaviors such as swarming 
and biofilm formation involve the secretion of metabolically costly substances 
that benefit their communities. As explained by Greenberg and other workshop 
 speakers, such public goods are vulnerable to exploitation by cheaters, in the 
form of community members that do not produce the good, but are able to benefit 
from it (West et al., 2006). The cheater’s competitive advantage, if not otherwise 
constrained, eventually leads to a tragedy of the commons, as the community 
becomes overpopulated with cheaters and deficient in the associated public good. 

Infectious cooperation As previously discussed, the fluidity of genetic exchange 
among bacteria via mobile genetic elements (e.g., plamids, phage) complicates 
the concept of speciation as it applies to macroorganisms. Genes for many 
 secreted public goods, including exoenzymes and toxins, are frequently located 
on plasmids, leading some to speculate that this provides a mechanism for 
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populations to rescue themselves from loss-of-function cheats, by reinfecting 
them with cooperative genes (Nogueira et al., 2009; Smith, 2001). As Brown 
noted in his workshop presentation this scenario begs the question, “what about 
a plasmid that cheats?”

Brown and coworkers created a mathematical model of this situation, into 
which they introduced a second plasmid lacking the “public good” gene (McGinty 
et al., 2010). Their results suggest that cooperative genes on plasmids provide 
only short-term defense against cheaters in unstructured, well-mixed populations 
(e.g., liquid culture), after which the inevitable appearance of a cheater plasmid 
would lead to a tragedy of the commons. Brown explained that in a structured 
population (e.g., a biofilm), plasmids bearing cooperative genes are most likely 
to be passed between neighbors, thereby increasing both their relatedness and 
their productivity. This scenario favors the observed overrepresentation of public 
goods genes on mobile elements, he concluded. 

Evolutionary Transitions Through Higher-Level Selection 

Plausible on its face, the progression from multicellular microbial 
communities—with their previously noted capacities for intercellular commu-
nication, collective action, and division of labor—to multicellular organisms is 
difficult to reconcile with the central Darwinian concept of individuality, Rainey 
noted. “Any set of entities that have variation, reproduction, and heredity will 
evolve by natural selection,” he said. However, the transition from a state in which 
selection acts on a single-celled individual, to one in which selection acts on a 
multicellular one, he continued, means that cells that were capable of independent 
replication before the transition thereafter replicate solely as part of the whole.  

The solution to this dilemma demands more than just cooperation, Rainey 
observed. As previously discussed, the emergence of higher-level individuality 
also requires major evolutionary innovation, such as the capacity for one group 
of cells to beget another. Such transitions are likely to show evidence of “fitness 
decoupling,” in which the fitness of collectives is no longer explicable based on 
the fitness of the individual cells that comprise the collectives. Life cycles can 
enable transitions to higher-level selection, he asserted, because they allow for 
individuality to shift from groups of single cells to a multicellular unit and also 
because they offer the potential to decouple fitness. For example, returning to the 
proto–life cycle of P. fluorescens, it is the oscillating shift between cooperating 
and cheating—and not cheating alone—that drives the cycle. 

A series of painstaking experiments performed in Rainey’s laboratory demon-
strated that fitness decoupling occurred over the course of several generations in 
his model, which the researchers demonstrated by comparing the number of cells 
making up mats with the reproductive success of cheater propagules (in prepara-
tion). As cell numbers in mats declined, the rate at which mats were replaced—the 
reproductive success of the cheater propagules—increased, he reported.
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LOOKING AHEAD: MOVING TO THE 
COMMUNITY AS THE UNIT OF STUDY

“The questions that biologists from diverse subdisciplines are asking 
have commonalities that make clear the continued existence of funda-
mental challenges that unify biology and that should form the core of 
much research in the decades to come. Some of these questions are as 
follows: What features convey robustness to systems? How different 
should we expect the robustness of different systems to be, depending on 
whether selection is operating primarily on the whole system or on its 
parts? How does robustness trade off against adaptability? How does 
natural selection deal with environmental noise and the consequent 
uncertainty at diverse scales? When does synchrony emerge, and what 
are its implications for robustness? When and how does cooperative 
behavior emerge, and can we derive lessons from evolutionary history 
to foster cooperation in a global commons?

These are among what we identify as fundamental questions in 
biology, cutting across subdisciplines and with the potential to reunify 
the subject.”

—Simon Levin (2006)

The “fundamental questions” identified above by Levin arose again and 
again in the workshop’s discussion. As Relman pointed out, these challenges 
urge researchers in the nascent field of social microbiology to reach beyond the 
immediate—and necessary—objective of understanding the mechanistic basis of 
microbial interactions, toward the yet-unrealized goal of predicting interactive 
and community behaviors. 

The workshop presentations and discussion summarized in this section repre-
sent steps toward a predictive science of microbial sociality.  They comprise four 
general areas: the development of theoretical and experimental frameworks to ad-
dress questions such as those posed above; the adoption of analytical procedures 
to manage vast, multivariate data sets; the use of clear, well-defined description of 
phenomena; and the encouragement of transdisciplinary collaboration as essential 
to realizing a truly new field of scientific inquiry. 

Developing Theoretical and Experimental Frameworks

Levin and Relman described theoretical and experimental frameworks for 
generating and testing hypotheses on structure-function relationships and inter-
actions in microbial communities. Such investigations could take advantage of a 
wealth of analytical tools and mathematical models, as well as technologies such 
as genomics and proteomics for characterizing microbial community composi-
tion and function.
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Microbial Communities as Complex Adaptive Systems 

All ecosystems, including microbial communities, are examples of complex 
adaptive systems, according to speaker Simon Levin, of Princeton University 
(Dr. Levin’s contribution to the workshop summary report can be found in Ap-
pendix A, pages 361-385). Such systems are characterized by the emergence of 
higher-level patterns from lower-level, localized interactions, and selection pro-
cesses (Figure WO-28) (Levin, 1998). When individual microbes interact with 
their neighbors, their interactions are shaped by the forces of natural selection at 
the microscopic level, leading to macroscopic consequences, he observed. You 
have phenomena on multiple scales, he noted; “what’s going on at the macro scale 
is the result of lots of interactions at the micro scale, but is not easily deducible 
from them, and feedback to affect those behaviors,” he said. This phenomenon is 
“seen in a variety of systems including the biosphere, economic systems, social 
systems, and many physical systems,” he noted.

Anderson argued that a reductionistic approach to understanding the behavior 
of a complex adaptive system—for example, attempting to predict the behavior 
of an entire microbial community from knowledge of the behavior of individual 
community members—would prove inadequate (Anderson, 1972). Rather, he 
wrote, “the study of complex adaptive systems is a study of how complicated 
structures and patterns of interaction can arise from disorder through simple but 
powerful rules that guide change.”

In his workshop presentation, Levin focused on features of complex adaptive 
systems of particular relevance to interactions within microbial communities. 
First, he described attempts to develop descriptive laws for complex adaptive 
systems that relate emergent properties of such systems—macro-level character-
istics such as patterns of biofilm growth, for example—to a set of rules that define 
behavior at the microscopic level (Bonachela et al., 2011). Taking a similar ap-
proach, he and coworkers determined that complex and apparently choreographed 
movements of animal groups such as schooling fish and migrating birds—as well 
as of swarming bacteria and motile slime molds—can be described with math-
ematical “rules” that determine (1) the speed and direction of each individual’s 
motion and (2) the criteria for any change in speed and direction (Couzin et al., 
2005). 

Analyses of complex adaptive systems also offer insights into the concept 
of robustness: a system’s ability to maintain function in response to perturbation. 
“We generally think about robustness as something we want to preserve,” Levin 
observed. “We don’t want our ecosystems to collapse. But in some cases robust-
ness is something you want to overcome,” he added—for example, the robustness 
of a virulent biofilm infection. Complex adaptive systems collapse for a variety 
of reasons inherent to their structure, which makes them prone to sudden and 
hard-to-predict “regime” shifts. Shifts between states may also exhibit hysteresis, 
in which the “system goes from A to B and then getting back from B to A may 
not be so easy and may not occur via the same pathway.” Shifts may also exhibit 
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Figure WO-28.eps
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FIGURE WO-28 Patterns emerge from individual interactions in bacterial communities. 
Examples of different branching patterns formed during colonial development of the P. 
dendritiformis bacteria. To self-engineer their colonial structure these bacteria regulate 
the balance between attractive and repulsive chemotactic signaling as well as their food 
chemotaxis. Generic modeling of the growth can be used to test this idea by comparing 
the observed patterns shown on the left (A, C, and E) with the results of model simulations 
shown on the right (B, D, and F). The colors in the observed colonies are added according 
to the bacterial density. In the simulations the color code shows the time evolution of the 
growth. At the top (A, B) is shown the typical pattern when food chemotaxis dominates 
the growth at intermediate levels of food depletion. The middle (C, D) shows the typical 
pattern at higher food levels when attractive chemotactic signaling is activated, and the 
bottom (E, F) shows the very low level when repulsive chemotactic signaling is intensi-
fied. Comparing the patterns one should keep in mind that the real colonies have almost a 
million times more bacteria as well as additional mechanisms not included in the model.
SOURCE: Ben-Jacob et al. (2004), Bacteria harnessing complexity. Biofilms 1(4):239-263. 
Reprinted with permission.
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contagious spread. Levin and colleagues grew concerned about “overconnected-
ness” in the global financial system that in 2008 resembled “a lot of food webs 
that collapse,” he said. The result was a publication published 6 months before the 
economic collapse titled “Complex Systems: Ecology for Bankers” (May et al., 
2008). What makes systems prone to collapse, whether there are early warning 
indicators, and what might be done to avert collapse are areas of active investiga-
tion (Scheffer et al., 2009). 

Complex adaptive systems can achieve robustness—often called resilience in 
ecology—through both rigidity (by resisting change from normal function) and 
flexibility (ability to recover from displacement from normal functioning). Both 
strategies may coexist at different levels in the same system, Levin noted, as illus-
trated by influenza A. “Depending on whether you think about influenza A at the 
level of the totality of all subtypes, or at the level of a single subtype or individual 
strain, it’s either very robust, because it has been around for a long time, or it’s 
not robust at all, because individual strains replace each other as surface proteins, 
like hemagglutinin and neuraminidase, replace each other,” he explained (Figure 
WO-29). “That makes it clear to us that if we are thinking about robustness, we 
really have to think about levels. Robustness at one level may depend upon the 
absence of it at lower levels.”

Influenza A also illustrates another important element of robustness: modu-
larity. Nobel Laureate Herbert Simon described the advantages of modularity by 
comparing the work of two hypothetical watchmakers, Levin recalled: one made 
watches from beginning to end, and the other assembled several modules of mul-
tiple parts, which he set aside until he needed to combine them to make a com-
plete watch. Both watchmakers “kept getting interrupted, and the first one never 
made a watch because he had to start over again each time, whereas the other 
one eventually assembled a watch because he saved his work along the way,” he 
explained. 

Similar advantages are conferred on bacteria, which assemble biofilms in a 
modular fashion, Levin pointed out. Modules reduce risk to the entire system, 
and they provide building blocks for system complexity. Furthermore, modular 
bacterial assembly offers a pathway to multicellularity, as Rainey’s model sug-
gests. Moreover, Levin added, by converting modules (of planktonic, free-living, 
individual bacteria) to elements of the next organizational level (a multicellular 
organism), evolutionary transitions reduce the potential for tragedies of the com-
mons at lower organizational levels by shifting selection to a higher level. “If you 
build something modular, it allows you very easily to reconstitute the whole, to 
break it down and reconfigure things. If you are in an environment where you 
want to go back and forth between different forms, having a modular structure 
seems to me an extremely good strategy.” 

Computer simulations of complex adaptive systems have provided insight 
into the dynamics of cooperation, competition, and the production and con-
sumption of public goods in both human and microbial societies. Levin and 
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coworkers have used such techniques to compare the outcomes of simple com-
petitive scenarios in heterogeneous and homogeneous environments, leading 
them to conclude that spatially restricted competition—which would occur in 
a patchy landscape of cooperators and cheaters—can enhance cooperation by 
providing some cooperators refuge from competition by allowing cooperators to 
self-organize into spatially contiguous ensembles. 

Drawing comparisons with previously discussed policing mechanisms that 
preserve public goods in microbial communities by making cheating costly, Levin 
noted that similar strategies frequently arise in models of human behavior involv-
ing common-pool resources.49 In these situations, he noted, people will punish 
cheaters even at some cost to themselves, to the extent that punishment becomes 
a norm: an emergent property of that society. When participants questioned the 
extension of this analogy to microbial “societies,” Levin recognized their con-
cerns, but said his comparison resulted from asking the question, “How much of 
human behavior can be explained with such simple assumptions? When simple 
models fail, only then must we develop more complicated ones.”

“Microbial communities are complex adaptive systems, made up of indi-
vidual agents with their own selfish agendas,” he concluded. “The challenge is 
to understand them as emergent from individual interactions, with a complemen-
tarity of function that may arise.” Levin concluded that many analytic tools are 
available and are being developed to scale from individuals to collectives and to 
address problems of robustness and the particular evolutionary challenges due 
to the fact that microorganisms live in a commons. 

Probing Resilience Through Perturbation 

As discussed previously, the human gut is a highly complex series microbial 
communities in which “the fitness of a symbiont depends upon environmental 
features that can change, such as coexisting microbiota, the diet of the host, and 
which species and even particular individual is the host” (Dethlefsen et al., 2007). 
 Relman described several experiments that examined the robustness of this eco-
system, as defined by Levin: the system’s ability to maintain function in response 
to perturbation. These studies tracked population shifts in the gut microbiota in 
response to a known perturbation, antibiotic treatment (Dethlefsen and Relman, 
2011; Dethlefsen et al., 2008; Jernberg et al, 2007). These studies have revealed 
the human gut microbiota to be a “dynamic ecological system” with consider-
able resilience. However, repeated disturbances led to a persistent regime shift. 
Accoring to Dethlefsen and Relman (2011), “Although there are no immediate 

49   Levin explained that a public good, in economic terms, is something that all can use and to 
which all can contribute, such as a library, and that is nonrivalrous and nonexclusionary. A common-
pool resource is something that can be depleted by one person, depriving another, such as a fishery. 
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signs of symptoms after antibiotic treatment, acute and chronic health problems 
are associated with antibiotic use.”50

Relman noted that robustness was achieved through resilience,51 as defined 
by ecologist C. S. Holling as “the capacity of a system to absorb disturbance 
and reorganize while undergoing change so as to still retain essentially the same 
function, structure, identity, and feedbacks” (Walker et al., 2004). He noted that 
ecologists often observe transitions between stable states in macroecosystems, 
and they have also correlated loss of resilience with the transition to diminished 
states of ecosystem “health,” as depicted in Figure WO-30 (Folke et al., 2004). 
Undergoing multiple severe perturbations within a relatively short time can in-
crease the likelihood that an ecosystem will undergo a shift to a less-resilient 
state (Paine et al., 1998). Relman also noted that we have yet to grasp the full 
spectrum of attributes that contribute to resilience in the gut microbiota. A more 
complete understanding of these factors could lead to ways to measure resilience 
as a gauge of host health, and perhaps to the ability to increase the resilience of 
the gut community through manipulation. 

Computer simulations and predictive mathematical models can be used to 
explore microbial community dynamics in complex communities and environ-
mental settings. Xavier described the construction of a computational model of 
a simplified “microbiota” capable of shifting between alternative stable states 
of dominance by either antibiotic-tolerant or antibiotic-sensitive bacteria. This 
minimal ecological model of microbial interactions in the intestine can “explain 
how antibiotic mediated switches in the microbiota composition can result from 
simple social interactions between antibiotic-tolerant and antibiotic-sensitive 
bacterial groups.” Bucci et al. (2012) demonstrate how this model can analyze the 
temporal patterns of metagenomic data from the longitudinal study of Dethlefsen 
and Relman (2011). 

New Tools and Approaches for an Emerging Field of Inquiry

New methods and analytical approaches are needed to evaluate the complex, 
high-dimensional data sets derived from studies of microbial ecosystems. Such 
data include not only gene sequences and population abundance distributions 
of cells, species, and phylotypes, but also sampling information and clinical or 
environmental covariates associated with each sample (e.g., physical, chemical, 

50   The hygiene hypothesis “asserts that increasing rates of autoimmune disorders in the developed 
world, such as asthma and inflammatory bowel disease, are related to the disruption of the normal 
interactions within and between the human microbiota and the host” (Dethlefsen and Relman, 2011). 

51   As Levin pointed out, robustness and resilience are defined by the component that is being 
measured and the organizational level at which that measurement is made. For example, robustness in 
the intestinal microbiota as a whole might refer to its taxonomic composition, or to a particular function 
performed by the community. Either of these whole-system measures may include components (e.g., 
individual taxa or functions) that are not robust or resilient. 
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biological, geographical, spatial, temporal information) (Fukuyama et al., 2012; 
Little et al., 2008). Progress will require collaborations between researchers in a 
variety of fields and disciplines (Levin, 2006). 

Statistical Tools for Integrating Community Networks and Spatial 
and Clinical Data 

Speaker Susan Holmes of Stanford University referred to this situation as a 
“perfect storm, in which we have data that are combining and coming in from 
every different possible level”; this includes metagenomic and phylogenomic 
data, as well as clinical data that describe host effects (Dr. Holmes’ contri-
bution to the workshop summary report can be found in Appendix A, pages 
275-304). The solution, she asserted, is not to hire a statistician, but to take 
advantage of a free, user-friendly, open-source, flexible analytical tool called R52 
(http://www.r-project.org). There are also multiple software packages to adapt 
the R platform to a variety of uses, including bioinformatics, phylogenetics, and 

52   Ecologists have long used R, which was developed in the mid-1990s, according to Holmes.

Figure WO-30.eps
bitmap

FIGURE WO-30 Alternative stable states, disturbance, and loss of resilience.
SOURCE: Adapted from Folke et al., 2004, and reprinted with permission from Annual 
Review of Ecology, Evolution, and Systematics.
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ecology. R offers a common statistical “home” for many of the scientific fields 
that contribute to the study of microbial communities, she observed. 

The volume of metagenomic data has risen exponentially with the advent of 
high-throughput nucleic acid sequencing technologies; as sequencing becomes 
ever cheaper the volume of data is likely to continue to rise. According to Holmes, 
the volume of metagenomic data to be analyzed is readily matched by the speed 
and capacity of cloud computing to evaluate it. Holmes cautioned against “throw-
ing away data” in attempts to streamline analysis. In about a third of the studies 
on which she has collaborated as a biostatistician, she said, “we realized that 
people thought that they were cleaning up, or standardizing, or making their data 
better in some way, and they threw out information.” She urged researchers to 
recognize that “raw data is the good data.” Moreover, she added, “most of us are 
funded by public agencies. It is our duty to then make the data publicly available 
so that people can combine studies.”

An important feature of statistical tools such as R is “to empower biologists 
to stay in contact with their data,” Holmes observed. To this end, she recom-
mended that students be encouraged to enjoy data analysis. Luckily, she added, 
the current generation of computer-savvy biology students is far easier to interest 
in statistics than its predecessors.

Transdisciplinarity

Workshop participants embodied the broad spectrum of scientific disciplines 
currently contributing to the exploration of microbial communities. Many com-
mented on the unprecedented, high level of collaboration among researchers 
in different disciplines. Benefits of this cross-fertilization will impact both the 
research side and the applied side, said Strassmann. Relman stressed the impor-
tance of moving beyond interdisciplinary research to transdisciplinarity, in which 
“you don’t simply bring together different ways of thinking, you try to adopt the 
ways of thinking of another in reformulating how you see the world, and what 
you end up with is something that is neither one nor the other.” Citing Levin’s 
presentation as an example, Relman encouraged researchers to “(view) the world 
through the lens of another kind of discipline, another set of rules and principles, 
or even language.”  

Forum member Peter Daszak, of EcoHealth Alliance, agreed with this view 
and noted that the “transdisciplinary nexus” ultimately combines reductionist 
science, which has provided invaluable insights on biological mechanisms, “right 
down to the molecule,” with the holistic perspective of ecology. Noting that 
scientific institutions will need to be reorganized to support transdisciplinarity, 
forum member George Poste, of Arizona State University and Complex Adaptive 
Systems Initiative, Inc., decried “the anachronism of the contemporary training 
curriculum, and also the fragmentation of grant agencies to be able to deal with 
this type of very complex transdisciplinary research.”
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Semantics Many participants suggested that, as this field of inquiry moves to-
ward transdisciplinary work, the concepts and metaphors borrowed from other 
fields must be used with care. Metaphors are helpful tools, particularly when 
communicating complex ideas to diverse audiences, yet they can also serve as a 
barrier to understanding fundamental processes or perceiving novel mechanisms. 
As West and coauthors observe, progress in the field of social biology “is often 
hindered by poor communication between scientists, with different people us-
ing the same term to mean different things, or different terms to mean the same 
thing. This can obscure what is biologically important, and what is not.” In addi-
tion, “the potential for such semantic confusion is greatest with interdisciplinary 
research” (West et al., 2007b). As described in the section that follows, partici-
pants raised several examples of how the terms used to describe the constituents, 
traits, and activities of a microbial community may also limit the ways in which 
researchers think about and investigate these systems. 

Many workshop participants debated the use of several key terms, beginning 
with “social.” Some participants observed that nearly every behavior is social, 
because everything an organism does affects another organism, in some direct 
or indirect way. It follows, therefore, that evolution proceeds in a social context. 
Rainey agreed, but noted that “social” is often misrepresented as “cooperative.” 
“The sense that the microbial world is inherently cooperative is not a rigorously 
tested idea at all,” he asserted. “That there are interactions governing the shape 
and structure of microbial communities” Rainey added, “is an absolute given.”

The language evolutionary biologists use to describe cooperative behavior 
was developed from observations of the macroscopic world, Rainey pointed out. 
As such, he said, the notion of cooperation is “well defined and understood,” 
but when applied to microbes, it may not be relevant, for we know little about 
the ecological conditions under which microbial behaviors evolved. Thus, he 
continued, 

When we see an extracellular product, we should not leap [to] a conclusion that 
it is a public good. It could have a variety of explanations [such as]: copious 
production of extracellular products may reflect the fact that in the lab they are 
typically over-fed—in the wild, however, it is possible that they never excrete 
excessive amounts of any extracellular product. [Likewise,] (w)hen we see a 
non-producer, we shouldn’t leap to the conclusion that it’s a cheat. It may be 
that non-producing types evolve because production of the extracellular product 
under some conditions may be maladaptive. Alternatively, non-producing types 
might be cross feeders that take advantage of the resource partitioning activities 
of producing types. There are a range of alternate possibilities that need to be 
considered.

“The point you make is an extension of a debate that has gone on in evo-
lutionary biology for a long time, which is that almost any trait of an organism 
people will interpret as being adaptive,” Levin responded. Although natural se-
lection favors adaptation, “there are many, many things in individual organisms 
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and in communities … that are in fact not adaptive,” Eisen explained. “There 
are constraints upon selection, there are historical contingencies, there are non-
equilibrium dynamics,” Eisen continued. Organisms may, therefore, display traits 
that are, in and of themselves, detrimental to themselves or their neighbors, but 
which were positively selected over the course of evolutionary history. 

Several workshop participants also discussed whether the use of anthropo-
morphic terminology such as “cooperation” and “cheating” to describe nonhuman 
behavior encourages anthropocentric interpretations of nonhuman behaviors. 
Forum member Gerald Keusch, of Boston University, expressed concern that 
“you are shaping the phenomenon that you are looking at by the use of the terms 
rather than really understanding what those behaviors and interactions really are.” 
Several speakers who employ these terms agreed that they must be chosen with 
care and defined precisely whenever they are used. Even more subtle terminology 
is prone to anthropocentrism, Brown noted. The labeling of “virulence factors” as 
such, for example, implies that they were selected for causing virulence. 

Strassmann reminded participants that although the words used in social 
biology are weighted by possible human interpretations, the field is “a really 
new and exciting field of understanding how selection operates.” Underlying the 
language of social biology is the important understanding that “natural selection 
operating on social behaviors is really powerful and takes into account competi-
tion among individuals in social contexts.”

Insights into Life on Earth and Other Worlds

The sea change that accompanies the shift to viewing microbial communi-
ties as the unit of study will extend to the obvious and subtle implications of 
this work. Microorganisms drive some of the largest-scale phenomena on the 
planet, from the conversion of energy from the sun to nitrogen fixation in plants. 
Research exploring the processes that drive microbial community formation and 
function will reveal the basis for these processes as well as the intricate interde-
pendencies between the microbial communities and other forms of life on Earth. 
With this knowledge comes the opportunity to better harness the seemingly 
unlimited potential of these organisms to improve human, animal, plant, and 
ecosystem health and well-being. 

Exploration of the intricate biology of life—in all of its varied environmental 
and ecological contexts—may reveal previously unknown activities that support 
life on Earth. The discovery of deep-sea hydrothermal vents in 1977 “revolu-
tionized our understanding of the energy sources that fuel primary productivity 
on Earth” (Davis and Joyce, 2011). Hydrothermal vent-fluid chemistry fuels 
these ecosystems, which comprise communities of microorganisms and animals 
( Figure WO-31). Despite the absence of sunlight, and the extreme temperatures 
and pressures experienced in these environments, hydrothermal vents teem with 
life because of the extremophile bacteria that convert energy from the oxidation 
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Figure WO-31
FIGURE WO-31 In 1977, the deep-ocean submersible Alvin led scientists to discover 
tubeworms living at the edges of hydrothermal vents in the deep sea. 
SOURCE: University of Washington; NOAA/OAR/OER.
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of reduced sulfur compounds and methane in the environment to provide their 
hosts with carbon and nutrients (Dubilier et al., 2008). 

Cavanaugh and Widder emphasized the promise of yet unexplored phenom-
ena in the world’s oceans. Widder noted that many of these phenomena are likely 
to stay that way because of the high cost of conducting deep-sea research and the 
low rate of funding for marine science in the United States. “I think it is really 
tragic that we don’t have better access to our oceans,” she said. “The U.S. is los-
ing our capabilities. We sold the Johnson Sea Link submersibles to Brazil. China 
is now going to have the deepest diving submersible as of next year [, which will 
provide] access to 99 percent of the deep ocean.” What is needed, she said, is a 
NASA equivalent for the oceans. 

Exploration of extreme environments may provide clues to the basis for life 
on other planets. Viable Pseudomonas bacterial species were recently isolated 
from a lava tube in the Cascade Mountains in Oregon. At an elevation of 5,000 
feet, the bacteria were found deep inside the icy cave, an environment believed 
to be similar to some of the surface environments on Mars (Popa et al., 2012). 
The current NASA Mars Rover mission is gathering data to assess whether the 
Mars environment is, or previously was, capable of supporting microbial life 
(NASA, 2011). 

Water samples obtained from the recently breached, prehistoric Lake Vostok 
in Antarctica will be examined for life forms that can withstand extreme condi-
tions. The lake has been trapped deep beneath Antarctica for the past 14 million 
years and is an extreme habitat—with high pressure, constant cold, low nutrient 
input, high oxygen concentration, and an absence of sunlight. Life forms found 
to survive such conditions would strengthen the case for life in the outer solar 
system, because similar conditions are thought to exist on the moons of Jupiter 
(Europa) and Saturn (Enceladus) (Russian drill penetrates 14-million-year-old 
Antarctic lake, 2012). 

Untapped Innovation and Functional Novelty

The characterization of microbial communities has informed and inspired 
a host of applications. Several presentations touched upon the ability of micro-
organisms to receive, integrate, and respond to multiple forms of inputs. One 
remarkable aspect of many of these systems is the sophistication of result-
ing behaviors in the absence of centralized control. The study of how organ-
isms “solve” dynamic problems in nature, and how optimization processes are 
constructed and embedded into self-organized systems in general,53 may pro-
vide insights into new and efficient computing algorithms and network design 
(Box WO-2).

53   See http://sydney.edu.au/science/biology/social_insects/people/madeleine_beekman/optimisation.
shtml.
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BOX WO-2 
Biologically Inspired Computing Algorithms

The behavior of the multinucleate slime mold Physarum polycephalum is 
studied alongside that of colonies of honeybees and ants to inform “biologi-
cally inspired” algorithms for computing applications. Physarum are syncytial, 
multinucleate “plasmodia” that can transform into a network of highly dynamic, 
interconnected vein-like tubes when searching for food. Through tube extension 
and movement of the entire plasmodium, Physarum have been shown to seek 
out the shortest, most efficient path to a preferred food source (Dussutour et al., 
2010; Marwan, 2010; Tero et al., 2010). Indeed, when baited with food sources, 
Physarum has navigated mazes and mimicked existing transportation networks 
(Figure WO-2-1) (Bonner, 2010; Tero et al., 2010).

Perhaps even more remarkable is this organism’s capacity to balance its 
own diet when presented with different foods—carbohydrates and proteins—at 
different sites. Physarum appears to choose the most nutritionally appropriate 
food source (Bonner, 2010). These adaptive, self-organizing and self-optimizing 
behaviors may provide insights important to the development of “scalable, mul-
ticomponent networks that need to function in the absence of central control 
mechanisms” (Marwan, 2010). Potential applications include the development of 
mobile communication networks, or networks for dynamically connected compu-
tational devices (Marwan, 2010).

Figure WO-2-1.eps
landscape, bitmapFIGURE WO-2-1 Network formation in Physarum polycephalum. Clockwise from 

upper left panel: At t = 0, a small plasmodium of Physarum was placed at the 
location of Tokyo in an experimental arena bounded by the Pacific coastline 
(white border) and supplemented with additional food sources at each of the 
major cities in the region (white dots). The plasmodium grew out from the initial 
food source with a contiguous margin and progressively colonized each of the 
food sources. Behind the growing margin, the spreading mycelium resolved into 
a network of tubes interconnecting the food sources. The horizontal width of each 
panel is 17 cm. 
SOURCE: Tero et al. (2010).
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Genetic and Metabolic Diversity

The microbial biosphere is an important reservoir of genetic and metabolic 
diversity. Microorganisms have long been “mined” for small molecules that 
may be useful in the biomedical or agricultural contexts (Caetano et al., 2011). 
Investigations into how processes are carried out by communities of microorgan-
isms may unlock even more potential benefits, as will continued investigation of 
the substantial proportion of putative genes identified in metagenomic studies 
that have no known functional analog. Several workshop participants described 
prospects for developments in a number of areas, amid a general sense of the 
unlimited potential of microbial function. 

Widder’s research on bioluminescence led to her use of bioluminescent 
bacteria as a marker for pollution in waterways such as the Indian River Lagoon, 
a 156-mile estuary that scientists say is one of Florida’s most precious and 
threatened ecosystems (Olsen, 2011). Sediment samples are mixed with a biolu-
minescent bacterium (Vibrio fischeri) and the concentrations of toxic chemicals 
are determined by monitoring how quickly the bioluminescent glow fades (how 
quickly the sample contents kill the bacteria) (Olsen, 2011). The test is portable 
and has proved to be an effective and inexpensive way to detect sources of pol-
lution and target interventions (Pennisi, 2012). 

Understanding how microbial communities convert plant matter into less 
complex sugars and starches may promote the technological goal of converting 
cellulosic plant biomass into renewable biofuels. Metagenomic analysis of the 
gut community of a wood-feeding, higher termite species has revealed a rich 
reservoir of genes coding for enzymes relevant to wood degradation and the con-
version of lignocelluloses into biofuels (Warnecke et al., 2007). Leaf-cutter ants 
harvest hundreds of kilograms of leaves each year to feed a mutualistic fungus 
that serves as the colony’s primary food source. Studies of the metagenome and 
metaproteome of the fungal gardens of leaf-cutter ants have revealed a previously 
unknown and diverse assembly of bacteria as well as many genes that are believed 
to encode enzymes for biomass degradation, and biosynthesis of amino acids and 
other nutrients, that could promote the growth of the fungal cultivar or even nour-
ish the ants themselves (Aylward et al., 2012; Suen et al., 2010). 

Most antibiotics currently in use were derived from bacteria that inhabit the 
soil, a rich source of microbial diversity that has barely been tapped ( Handelsman, 
2009). As previously described, the soil continues to yield new classes of anti-
biotic compounds with potential agricultural and medical benefits. More re-
cently, insect symbionts have emerged as a promising source of antibiotic lead 
compounds. 

Through close collaboration with Jon Clardy and his lab at Harvard, 
 Currie has contributed to the isolation and characterization of several novel 
small- molecule drug leads from insect-associated Actinobacteria. Southern 
pine beetles are known to associate with both a beneficial fungus in the genus 
 Entomocorticium and with the antagonistic fungi Ophiostoma minus. Based on 
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this information, he and colleagues searched for and found beetle-associated, 
antibiotic-producing Actinobacteria that mediate this fungal community, inhibit-
ing O. minus without similarly affecting Entomocorticium (Scott et al., 2008). 
Another species of  Actinobacteria they have isolated from honeybees produces 
a small- molecule antagonist to Paenibacillus larvae, the bees’ major bacterial 
pathogen. In  total, Currie and coworkers have identified seven novel small mol-
ecules from  Actinobacteria associated with insects; some of which are currently 
being tested as potential drug leads. 

Microbial Roles in Health

Insights into microbial interactions—and ways to disrupt them—could lead 
to new therapeutic approaches. Current approaches to infection, such as antibiot-
ics and other antimicrobials, are nonspecific and create strong selective pressures 
for the development of resistance (Xavier, 2011). Targeting social strategies 
that underlie virulence, or the mechanisms by which microorganisms become 
pathogenic within certain environments may prove a more efficient and effective 
means to treat disease (Brown et al., 2009; Rasko and Sperandio, 2010). Indeed, 
a more ecologically-informed view of antibiotic production and resistance in 
bacteria may lead to new approaches to treat bacterial infections. While antibiotic 
resistance is generally thought to be driven by brief, cyclic invasions of popula-
tions by antibiotic-producing and antibiotic-resistant bacteria, recent research 
suggests that non-clonal communities of bacteria in structured, wild habitats use 
cooperation as a strategy in antibiotic-mediated competition with neighboring 
populations (Cordero et al., 2012). Reflecting the concept of “ecological context 
dependence,” noted by Currie and many others throughout the workshop, this 
research suggests that within a population, only a few members produce the 
antibiotic to which all others are resistant, creating interaction networks within 
and between populations that prevent invasion while also maintaining diversity 
(Cordero et al., 2012; Morlon, 2012).

As noted by Dethlefsen et al. (2007), it is “crucial to consider the role of 
microbial communities, and not just individual species, as pathogens and mu-
tualists.” Recent investigations have revealed links between altered microbiota 
ecology (dysbiosis) and infectious and noninfectious diseases alike. These obser-
vations have prompted calls to transition clinical practice from “the body-as-a-
battleground to the human-as-habitat perspective” and to consider system-level, 
adaptive management approaches to managing health. Adaptive management 
approaches are used to “manage biodiversity in a variety of habitats, including 
communities in highly disturbed environments affected by overfishing and by 
climate change” (Costello et al., 2012). This approach may better reflect health as 
“a product of ecosystem services provided by microbial communities” and would 
require the development of new diagnostic tools to inform health management 
decisions (Costello et al., 2012). 
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Relman observed that “there are all sorts of promises that are dangling out 
there in front of us in the way of diagnostics and predictive aspects of medicine. 
There is a lot of as yet unrealized potential and as yet unrealized promise.” Early 
investigations have revealed that there is a great deal left to discover about the 
patterns of microbial diversity in humans and the stability of these populations, 
particularly in the face of perturbations (i.e., resilience). This ecological perspec-
tive will likely provide new leads for the management of disease. Indeed, as noted 
by Lita Proctor, a program director of the Human Microbiome Project, “unlike the 
human genome, the microbiome is changeable; and it is this changeability that 
holds promise for prevention and treatment of disease” (Balter, 2012).

The increased recognition of the beneficial as well as benign host-microbe 
relationships will further drive the paradigm shift—in the way we collectively 
identify and think about the microbial world around us—first suggested by Joshua 
Lederberg more than two decades ago. The familiar “war metaphor" in which the 
only good bug is a dead bug will be replaced with a more ecologically informed 
view of the dynamic relationships within and between hosts, their microbiomes, 
and their environments (Lederberg, 2000). This perspective recognizes that mi-
crobes and their hosts ultimately depend upon one another for survival and en-
courages the exploration and exploitation of these ecological relationships in 
order to improve human, animal, plant, and environmental health and well-being 
(Lederberg, 2000). 
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The intestinal microbiome is a critical determinant of human health. 
Alterations in its composition have been correlated with chronic disorders, 
such as obesity and inflammatory bowel disease in adults, and may be associ-
ated with neonatal necrotizing enterocolitis in premature infants. Increasing 
evidence suggests that strain-level genomic variation may underpin distinct 
ecological trajectories within mixed populations, yet there have been few 
strain-resolved analyses of genotype–phenotype connections in the context 
of the human ecosystem. Here, we document strainlevel genomic divergence 
during the first 3 wk of life within the fecal microbiota of an infant born at 
28-wk gestation. We observed three compositional phases during coloniza-
tion, and reconstructed and intensively curated population genomic datasets 
from the third phase. The relative abundance of two Citrobacter strains 
sharing ~99% nucleotide identity changed significantly over time within a 
community dominated by a nearly clonal Serratia population and harboring 
a lower abundance Enterococcus population and multiple plasmids and bac-
teriophage. Modeling of Citrobacter strain abundance suggests differences in 
growth rates and host colonization patterns. We identified genotypic varia-
tion potentially responsible for divergent strain ecologies, including hotspots 
of sequence variation in regulatory genes and intergenic regions, and in 
genes involved in transport, flagellar biosynthesis, substrate metabolism, and 
host colonization, as well as differences in the complements of these genes. 
Our results demonstrate that a community genomic approach can elucidate 
gut microbial colonization at the resolution required to discern medically 
relevant strain and species population dynamics, and hence improve our 
ability to diagnose and treat microbial community-mediated disorders.

Intestinal microbes influence human health through harvesting of energy 
from dietary substrates, production of essential nutrients, and protection against 
colonization by pathogens (Dethlefsen et al., 2007; Hooper et al., 2002). Al-
though the adult gut microbiota is highly variable between individuals, it displays 
limited diversity at the phylum level: only two bacterial phyla (Bacteroidetes and 
Firmicutes) contribute ∼90% of all microbes (Eckburg et al., 2005). In infants, 
early assembly of the gut microbiota has been linked to development of innate 
immune responses and terminal differentiation of intestinal structures (Hooper 
et al., 2001). The dynamic process of colonization has been well studied at high 
taxonomic levels (Palmer et al., 2007) and seems predictable based on competi-
tive interactions between and within the dominant phyla (Trosvik et al., 2010). 
Yet at lower taxonomic levels, and at early stages of development, our knowledge 
of this process is incomplete. 

Strain-level analyses of clinical isolates using multilocus sequence typing 
(MLST) and comparative genomics have been used to differentiate closely re-
lated organisms (Hanage et al., 2009; Palmer et al., 2010). However, important 
contextual information may be lost when interpreting genomic variation between 
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strains isolated from different communities. Microbial population dynamics can 
be strongly influenced by synergism and competition with coexisting microor-
ganisms and through phage predation (Sandaa et al., 2009). The mobile element 
pool, which is generally excluded when analyzing isolates, can rapidly give rise 
to the genomic variation that underpins strain differentiation (Oliver et al., 2009).

Cultivation-independent genomic analyses of time-series samples provide a 
way to link shifts in population abundance to genetic characteristics that under-
lie physiological traits, such as virulence. Here, we analyzed human intestinal 
colonization during the neonatal period. We conducted a 16S rRNA gene-based 
survey of fecal samples collected daily during the first 3 wk of life of a premature 
infant and reconstructed and manually curated population genomic datasets for 
the dominant gut microorganisms in the third of three colonization phases. We 
chose to focus on the premature infant microbiome because, in addition to its 
medical relevance, the limited number of dominant bacterial species in the com-
munity allows for deep sequence coverage of multiple subpopulations.

Results and Discussion

Study Subject

We studied fecal samples from a female infant delivered by caesarean sec-
tion at 28-wk gestation due to premature rupture of membranes. She was treated 
empirically with broad-spectrum antibiotics (ampicillin/gentamicin) for the first 7 
d of life but did not receive antibiotics during the remainder of the study period. 
She received enteral feedings with maternal breast milk between the fourth and 
ninth days of life. Feedings were withheld between days 9 and 13 because of 
abdominal distension. On day 13, feedings were slowly resumed with artificial 
infant formula (Similac Special Care 20 cal/fl oz; Abbott Nutrition). She also 
received parenteral nutrition until caloric intake from enteral nutrition was ad-
equate (day 28). She had no major illnesses during her hospitalization and was 
discharged to home at 64 d of life. Fecal samples were collected daily as available 
between days 5 and 21.

Day-to-Day Dynamics of Community Composition 

Sequencing of amplified bacterial 16S rRNA genes (SI Materials and Meth-
ods and Table S1 A and B) from 15 fecal samples collected on different days 
during the first 3 wk revealed three distinct community configurations demarcated 
by rapid transitions. This finding is consistent with previously reported coloniza-
tion patterns in term infants: relative stability over days to months punctuated by 
rapid compositional change (Koenig et al., 2010; Palmer et al., 2007). Marked 
shifts in abundant lineages around days 9 and 15 seemed to follow dietary adjust-
ments. On days 5 through 9, communities were largely composed of Leuconostoc, 
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Weissella, and Lactococcus (Fig. A1-1A). The genera Pseudomonas and Staphy-
lococcus, which were relatively scarce on days 8 and 9, became abundant by day 
10. On days 10 through 13, species richness and evenness were relatively low 
(Table S1) and Pseudomonadaceae predominated (Fig. A1-1A). After resuming 
feedings on day 13, taxa characteristic of the next phase appeared (Fig. A1-1A). 
On days 16 through 21, species richness and evenness recovered (Table S1) and 
the family Enterobacteriaceae and its constituent genera Citrobacter and Serratia 
came into the majority. Sample clustering based on community-wide similarity 
in membership and structure (Fig. A1-1B and Fig. S1 C–F) further delineated 
three microbiome configurations. Bacterial community membership and structure 
were significantly more similar within, than between these colonization phases 
(P < 0.001; PERMANOVA with Monte Carlo). A crossstudy comparison sug-
gests that the infant studied here harbored similar bacteria to those found in other 
premature infants surveyed using equivalent methods, especially during the first 
and third colonization phases (Fig. A1-1B) (de la Cochetiere et al., 2004; Gewolb 
et al., 1999; Palmer et al., 2007; Mackie et al., 1999; Magne et al., 2006; Millar 
et al., 1996; Mshvildadze et al., 2010; Schwiertz et al., 2003; Wang et al., 2009).

Metagenomic Data Processing 

Genome-wide sequencing of DNA from fecal samples collected on days 10, 
16, 18, and 21 yielded 245 Mbp of metagenomic sequence data. These data were 
coassembled using Newbler, keeping track of each read’s sample of origin for 
quantification. Quantification of community composition based on read abun-
dance can be confounded by DNA extraction and sequencing biases (Morgan et 
al., 2010). However, we could analyze relative abundance shifts across the third 
colonization phase because the same biases were expected in all samples (Fig. 
A1-2). We identified three major sequence “bins” for Serratia, Citrobacter, and 
Enterococcus, which dominated the third phase of colonization (Figs. A1-1A and 
A1-2). Projecting the smaller contig data (500–1,500 bp) onto an emergent self-
organizing map generated based on tetranucleotide frequencies of contigs >1,500 
bp and reference genomes allowed us to assign additional fragments to Entero-
coccus and provide partial coverage for one or more Pseudomonas populations 
from the day 10 sample (SI Materials and Methods and Fig. S2). Most fragments 
from other minor populations were assigned to higher taxonomic levels (mostly 
Enterobacteriaceae) (Table S3 in Dataset S1). We also identified multiple plas-
mid and phage populations, some of which were completely sequenced (Table 
S4 in Dataset S1).

Manual curation resulted in a Serratia genome (strain UC1SER) with nine 
gaps, seven of which involve rRNA operons. Based on the sequence coverage 
of Serratia (∼17×) compared with other bacterial contigs (Table S2), UC1SER 
dominated the community genomic datasets from the formula fed (third) phase. 
We detected remarkably low levels of nucleotide polymorphisms in the UC1SER 
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sequences (close to the expected sequencing substitution error rate), and only 
very few regions in which gene content varied. 

Serratia, a genus comprising motile, facultative anaerobes from the family 
Enterobacteriaceae, is found in many environments. The UC1SER genome as-
sembled de novo from metagenomic data was compared with the publicly avail-
able genomes of Serratia proteamaculans (21) and Serratia marcescens (Sanger 
Institute, United Kingdom). S. marcescens is an important opportunistic pathogen 
and a known cause of nosocomial disease in neonatal intensive care units (22). S. 
proteamaculans is an endophytic bacterium rarely identified in human specimens. 
All curated UC1SER genome fragments (up to 2.36 Mb in length) share a synten-
ous backbone with the previously reported genomes, although numerous genomic 

Figure A1-2.eps
bitmap

FIGURE A1-2 Population dynamics based on metagenomic profiling. Distribution of the 
reads over the curated sequence bins across each library (as percentage of all reads in the 
libraries from day 10, 16, 18, and 21, respectively).
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differences were noted relative to the previously sequenced species (Table S5 in 
Dataset S1). For syntenous orthologs, UC1SER predicted proteins share 97.3% 
average amino acid identity (AAI) over 4,089 genes and 88.6% AAI over 3,672 
genes with S. marcescens and S. proteamaculans, respectively. Given the overall 
synteny with S. marcescens and S. proteamaculans across reconstructed genome 
fragments, we ordered the nine UC1SER genome fragments according to the 
reference genomes (Table S5 in Dataset S1).

Assembly of a Near-Clonal Serratia Genome and Comparative Genomics 

Within syntenous regions in UC1SER, there are small clusters of genes that 
occur elsewhere in S. marcescens and S. proteamaculans. These clusters encode 
proteins involved in protocatechuate utilization, fimbrial biosynthesis and ex-
port, nitrate reduction, general secretion, siderophore (enterobactin) synthesis 
and transport, tetrathionate reduction and regulation, osmoprotectant transport, 
and general metabolism, including amino acid biosynthesis. These rearranged 
or “indel” regions show elevated sequence divergence relative to syntenous or-
thologs (AAI of 77 and 58% relative to S. marcescens and S. proteamaculans, 
respectively). Thus, these regions may contribute to metabolic variation that dif-
ferentiates these species.

Regions of the UC1SER genome that are absent in one or both of the other 
Serratia species encode factors involved in transport (most notably iron uptake) 
and regulation, outer membrane and exopolysaccharide biosynthesis, adhesion, 
antibiotic biosynthesis, virulence, quorum sensing, biosynthesis of the redox co-
factor pyrroloquinoline quinone, arsenate resistance, and propanoate metabolism 
(Table S5 in Dataset S1). Only UC1SER contains pga operon genes involved in 
polysaccharide synthesis for biofilm adhesion and a regulon for allantoin utiliza-
tion, which may be associated with virulence (Chou et al., 2004). It is also the 
only genome with yjf-sga operon genes (phosphotransferase system components 
sgaH, U, E), which enable some strains of gut bacteria to use vitamin C as an 
energy source (Campos et al., 2008). UC1SERalso has a large nonribosomal pep-
tide biosynthesis protein not found in the other genomes. In contrast to the other 
reconstructed genomes in this study, UC1SER contains few mobile element-
derived sequences. 

Analyses of Two Ecologically Distinct Citrobacter Subpopulations

Based on 16S rRNA gene sequences on assembled contigs, Citrobacter in 
the third colonization phase is closely related to Citrobacter freundii. Despite 
average coverage of ∼13× on larger Citrobacter fragments, automated assembly 
resulted in a highly fragmented genome. Citrobacter contigs displayed many dial-
lelic sites among their reads that were almost always linked (i.e., no evidence for 
homologous recombination), indicating the presence of two coassembled strain 
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populations. Examination of most contig ends revealed path bifurcation (Fig. 
A1-3A) because of local strain sequence divergence, differences in gene content, 
and intergenic region length (see below). 

Manual curation resolved these bifurcations and reduced the number of 
Citrobacter contigs from ∼1,400 to 10 (the largest curated contig is 2.55 Mb) 
(Fig. A1-3B). The final contigs are generally syntenous with the Citrobacter 
30_2 strain draft genome (Broad Institute, Cambridge, MA) and the complete 
Citrobacter koseri ATCC BAA-895 genome (Washington University, St. Louis, 
MO). Consequently, the fragments were oriented and ordered by reference to 
the C. koseri genome to generate a final genome representation for the dominant 
strain, UC1CIT-i (Table S6 in Dataset S2). Of the ten genome gaps, eight are the 
rRNA-encoding regions that could not be resolved, one is within a prophage, and 
one is in the intergenic region between genes on contig ends that are adjacent in 
both isolate genomes.

Citrobacter species are facultative anaerobes from the family Enterobacte-
riaceae and are commonly found as commensals within the mammalian intestinal 
tract. Like Serratia, they have been frequently documented as pathogens in pre-
mature newborns (Doran, 1999) (e.g., in cases of neonatal meningitis). Citrobac-
ter 30_2 was isolated from a patient with Crohn disease, whereas C. koseri was 
isolated from an infant with meningitis. UC1CIT strains lack a “supercontig” of 
402 genes reported as part of Citrobacter 30_2; based on our assembly and the 
functional annotation, we suspect this supercontig derives from a megaplasmid.

As expected based upon the known physiology of human-associated Citro-
bacter strains (Doran, 1999), the UC1CIT strains have numerous genes for uptake 
and utilization of a wide variety of substrates. Similar to C. koseri and Citrobacter 
30_2, the UC1CIT strains are predicted to express curli and fimbriae that mediate 
biofilm formation and binding to host epithelial cells (Barnhart and Chapman, 
2006) (Table S6 in Dataset S2). Interestingly, the UC1CIT strains and C. koseri 
have dual flagellar systems but Citrobacter sp. 30_2 lacks a lateral flagellar ap-
paratus (Table S7 in Dataset S2). Lateral flagella confer swarming motility in 
viscous fluids (e.g., mucus) and have been associated with virulence, adhesion, 
and biofilm formation (Gavín et al., 2002; Merino et al., 2006). 

UC1CIT sequence variation occurs genome-wide, but one sequence type 
dominates at most loci (Table S6 in Dataset S2). Given evidence for clonal 
rather than recombined strains, we defined the minor strain type (UC1CIT-ii) by 
separating reads primarily using polymorphism patterns in Strainer (Eppley et 
al., 2007) (Fig. A1-3C), which allowed for direct comparison of the two aligned 
strains. UC1CIT-ii sequence blocks (up to a few kilobases in length) share 98.5% 
average nucleotide identity with UC1CIT-i. In regions of shared gene content, 
∼90% of the UC1CIT-ii genome was reconstructed. When the UC1CIT-ii strain 
blocks were linked and intervening gaps filled by UC1CIT-i sequence, the strains 
shared 99.1 ± 0.3% average nucleotide identity across their genomes (Table S8 
in Dataset S2). The true level of similarity for orthologous sequences likely lies 
between these values.
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Figure A1-3.eps
bitmap

FIGURE A1-3 Analyses of two ecologically divergent Citrobacter UC1CIT subpopulations. 
(A) Schematic representation of part of the fragmented UC1CIT assembly. At the ends of 
many Citrobacter contigs (e.g., contig number 699), reads that partially coassembled led to 
two sequence paths because they became too divergent (e.g., reads placed in contigs 697 vs. 
640) or contained completely novel sequence (reads placed in 642 vs. 696). (B) Condensing 
of these paths by manual curation reduced the number of contigs, increased average (white 
bar, left axis) and maximum contig length (black bars, right axis), and reduced cumulative 
length of contigs (auto, automatic assembly, cur (i+ii), curated UC1CIT-i and -ii strain 
contigs; cur (i), curated UC1CIT-i contigs). (C) After curation, reads from the strains were 
grouped based on single nucleotide polymorphism patterns using Strainer. (D) Shifts in pro-
portion (of the respective library total number of reads) of UC1CIT-i and UC1CIT-ii reads 
over time. Error bar indicates SD between UC1CIT contigs. (E) A chemostat model of the 
colon, only allowing for differences in growth rate, was used to predict generation time dif-
ferences needed to explain the observed dynamics in D. (F) Simulation based on a model that 
incorporated intestinal wall attachment fitted to the observed strain abundances when strain 
UC1CIT-ii had a higher affinity α to the intestinal wall and the UC1CIT-i luminal maximum 
growth rate µmax,u was higher than the growth rate of UC1CIT-ii.
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Based on the relative frequency of strain-associated reads in the combined 
dataset for days 10, 16, 18, and 21, UC1CIT-i comprised 77% of the Citrobacter 
population (SI Materials and Methods and Table S8 in Dataset S2). However, the 
relative abundance of the strains changed dramatically during the third coloniza-
tion phase (Fig. A1-3D and Table S8 in Dataset S2). Possible explanations for 
the strain abundance shifts include: (i) a bloom of a strain-specific phage that 
decimated the UC1CIT-ii population around day 18; (ii) a reduced growth rate 
of UC1CIT-ii when it was outcompeted for resources by UC1CIT-i, Serratia or 
Enterococcus populations; and (iii) a higher potential of UC1CIT-ii for intes-
tinal wall colonization, leading to an observed decrease in the luminal (fecal) 
population. 

A phage bloom is unlikely because we did not observe an increase in the 
abundance of Citrobacter phage sequences across the time series. To evaluate the 
other hypotheses, we constructed two models of bacterial growth in the colon 
(SI Materials and Methods and Fig. S3). First, using a simplified colon chemo-
stat model, we calculated the differences in growth rates needed to fit the strain 
population abundance shifts from days 16 to 18 and days 18 to 21 (Fig. A1-3E). 
Assuming approximately equal numbers of cells per milliliter luminal content, 
the model predicts nearly constant generation times for UC1CIT-i. The UC1CIT-
ii generation time estimates equaled those for UC1CIT-i between days 18 and 
21, but increased above the colon transit time (CTT) between days 16 and 18, 
resulting in washout between days 16 and 18. Based on CTT in children (12–
84 h) (Wagener et al., 2004) and estimates for Escherichia coli generation times 
in animal models (∼2 h) (Rang et al., 1999), results from this model guided us 
to select parameters for a second model (SI Materials and Methods). The second 
model incorporated intestinal wall-associated growth and enabled fitting of the 
empirical data by assuming three orders of magnitude higher intestinal-wall affin-
ity for UC1CIT-ii compared with UC1CIT-i (Fig. A1-3F and Fig. S3). In addition, 
to avoid rapid washout of UC1CIT-i, its maximum growth rate had to be doubled 
relative to UC1CIT-ii and the maximum growth rate of wall-adherent cells had 
to be lowered by an order of magnitude relative to luminal cells. Because these 
models were built upon a small amount of data, they are inherently limited in 
their ability to explain the Citrobacter strain behavior. However, they do strongly 
suggest that the strain shifts are not the result of random fluctuations. Regardless 
of whether the growth rates and intestinal niches differ, these Citrobacter strains 
are distinct in their ability to persist in, and interact with, the human host. The 
availability of genomic data for both strains provides the opportunity to identify 
possible metabolic characteristics upon which their physiological and ecological 
divergence is founded.

A prominent form of variation that differentiated the two UC1CIT strains 
involved insertions and deletions in intergenic regions (Fig. A1-4 and Table S9 
in Dataset S2). In most of the 31 observed cases, intergenic regions differed in 
length between the strains by >10% and in most cases differed by ≥ 30%. Most 
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Figure A1-4.eps
bitmap

FIGURE A1-4 (A) Citrobacter UC1CIT genomic overview. A larger version of this 
figure is included as Fig. S9. (a) Outside circle represents the ten contigs of the UC1CIT-i 
genome. Coloring indicates read temporal distribution clusters of the contigs condensed 
during curation. Genes unique to UC1CIT-i are generally located in areas colored in blue 
(Fig. S2 cluster 2, Table S11 in Dataset S2). (b) Orthologs to UC1CIT-i in UC1CIT-ii. (c 
and d) Orthologs to UC1CIT-i in Citrobacter sp. 30_2 and C. koseri. (e) UC1CIT-ii paths 
with gene content not shared by UC1CIT-i, colored based on read temporal distribution 
clusters (Table S12 in Dataset S2). (f) Highly divergent genes between the UC1CIT strains, 
colored by functional class. (Tables S6 and S10 in Dataset S2). (g) Intergenic regions 
marked by indels that differentiate the UC1CIT strains (Table S9 in Dataset S2). (B) Sum-
mary of genomic differences between the UC1CIT strains.
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variable intergenic segments were flanked by gene sequences that were nearly 
identical in both strains. Transcriptional regulators [25% of cases; e.g., the LexA 
repressor, and the NanR regulator of fimbrial adhesins previously shown to be 
affected by sequence variation (Sohanpal et al., 2004)] and transporters (30% of 
cases) were common among the flanking genes. We identified strong predicted 
secondary structure for many divergent intergenic regions and shared sequence 
similarity with known E. coli sRNAs (Fig. S4). 

Hotspots of sequence variation that differentiated the UC1CIT strains 
(mostly substitutions rather than sequence insertions/deletions) also occurred 
within genes involved in transport, regulation, motility, cell-surface composi-
tion, carbohydrate metabolism, virulence, and stress response (Tables S6 and 
S10 in Dataset S2). Sequence polymorphisms that could potentially affect patho-
genicity included the misL-like gene (autotransporter), fimbrial proteins, and 
a polysaccharide antigen-chain regulator. Interestingly, a large gene encoding 
RatA, believed to promote intestinal colonization, was a hotspot for microdiver-
sity and was found to be absent in both Citrobacter sp. 30_2 and C. koseri. In 
Salmonella Typhimurium, RatB (and ShdA, see below) are associated blarwith 
cecal colonization and fecal shedding, and the gene encoding this protein ex-
hibits strain-associated sequence variation in the form of variable-number direct 
repeats (Kingsley et al., 2003). If RatA were associated with similar phenotypes, 
then sequence variation between the two strains could explain differences in 
niche-partitioning and fecal abundance. We also observed unusually high amino 
acid sequence divergence in lateral flagellar genes between the UC1CIT strains, 
which could impact interactions with host cell surfaces (Table S7 in Dataset S2) 
(Lüneberg et al., 1998). High divergence between the UC1CIT strains in both 
copies of the gene encoding carbonic anhydrase is also notable because this gene 
is involved in pH homeostasis and has been identified as a colonization factor in 
some pathogens (Bury-Moné et al., 2008).

Finally, gene content differentiated the UC1CIT strains (Tables S6, S11, and 
S12 in Dataset S2). Although many strain-specific genes were clearly associated 
with phage, several may confer specific metabolic traits. Potentially important 
genes that were found in both C1CIT-i and Citrobacter sp. 30_2 but not in 
UC1CIT-ii encoded (i) ShdA, a large virulence protein that is part of a pathoge-
nicity island in Salmonella Typhimurium and essential for successful intestinal 
colonization (Kingsley et al., 2003); (ii) the inner membrane protein YjfL; (iii) a 
permease specific for transport of products of pectinolysis (KdgT); (iv) a cluster 
of four proteins involved in cyclic nucleotide metabolism; (v) fimbrial proteins; 
(vi) a cluster of 13 proteins involved in phenylacetate degradation; and (vii) 
genes involved in lipopolysaccharide and polysaccharide/O antigen biosynthesis 
(abequose). Genes unique to UC1CIT-ii included many fimbrial genes, and genes 
enabling fructose and other sugar import, streptomycin 3 biosynthesis, and ace-
toacetate metabolism. 
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In summary, comparative genomic analyses of the UC1CIT strains highlight 
metabolic and host interaction traits with the potential to influence strain ecology 
(Fig. A1-4B). The observation that both regulatory genes and large intergenic 
regions are hotspots for sequence divergence indicates that one basis for physi-
ological differentiation involves gene regulation, consistent with prior studies 
implicating regulation as an evolutionary mechanism underlying early ecological 
differentiation (Denef et al., 2010; Konstantinidis et al., 2009).

Enterococcus 

The Enterococcus population increased in abundance during the third phase 
of colonization (Figs. A1-1 and A1-2). The 16S rRNA gene sequence of strain 
UC1ENC (from our data) is identical to those of several E. faecalis isolates. 
UC1ENC shares 98.7% AAI with E. faecalis V583 (Paulsen et al., 2003). We 
mapped the UC1ENC contigs and reads to the V583 genome and recovered ∼81% 
of the latter (Fig. S5 and Table S14 in Dataset S1). The genome size is similar 
to that of E. faecalis T3 and T11 [available in high-quality draft (Palmer et al., 
2010)]. Absence of multiple UC1ENC contigs covering the same genomic region 
and low SNP frequency indicated that only one strain was present (Fig. S5).

We compared the sequences of seven UC1ENC genes to sequences of genes 
used in MLST analyses of clinical isolates (http://efaecalis.mlst.net/), and found 
that UC1ENC was identical at all seven MLST loci to a sequence type 179, the 
profile of an isolate recovered from a hospitalized patient’s blood sample in 
The Netherlands. Furthermore, six out of seven loci were identical to sequence 
type 16 from an isolate found in a Norwegian infant’s fecal sample (Solheim et 
al., 2009). Consistent with physiological characterization of the latter isolate, 
we found genes linked to antibiotic transport or modification and genes encod-
ing virulence factors including collagen-binding adhesin, aggregation substance, 
enterococcal surface protein, gelatinase (gelE), and cytolysin (Solheim et al., 
2009). Additional predicted virulence factors included an exfoliative toxin A and 
a serine protease known to be transcribed with gelE (Fisher and Phillips, 2009). 
Comparison with the V583 genome revealed the absence in UC1ENC of the 
mobile element containing the vancomycin resistance genes (except for vanZ), as 
well as small sections of the pathogenicity island and most of the plasmid regions 
and prophages (Fig. S5).

Mobile Elements and Minor Bacterial Populations

Manual curation allowed for genomic reconstruction of a Citrobacter plas-
mid distinct from the above-mentioned megaplasmid of Citrobacter sp. 30_2, 
except for two shared regions encoding arsenate and Cu/Ag resistance (∼85% 
AAI). Unlike the UC1CIT plasmid, the putative Citrobacter sp. 30_2 megaplas-
mid encodes tellurite resistance genes, which have been speculated to confer 
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protection against mammalian host defenses (e.g., by counteracting toxic sub-
stances produced by macrophages) (Taylor, 1999). The UC1CIT plasmid (∼1.4 
plasmid copies per cell) has two variants that differ slightly in gene content and 
have read distributions across the libraries matching the UC1CIT-i and UC1CIT-ii 
strains, suggesting that they are strain-specific (Table S4 in Dataset S1). Several 
phage-like contigs were also recovered, and some displayed boom-and-bust dy-
namics, indicative of a lytic phage. We also reconstructed two plasmids and two 
phage of Enterococcus with fluctuating copy numbers (Fig. S6 and Table S4 in 
Dataset S1). No plasmids or phages were linked to the Serratia population. Low-
abundance bacterial populations were genomically sampled as well. As predicted 
by the daily 16S rRNA screening (Fig. A1-1), genomic sequence-abundance data 
suggest that Pseudomonas peaked around day 10, whereas Enterobacter peaked 
on day 16, and the Klebsiella population fluctuated over time (Fig. A1-2 and Fig. 
S6). Several mobile elements have dynamics corresponding to the minor Klebsi-
ella and Enterobacter populations and may derive from them (Fig. S6).

We performed a community-level analysis of functional potential using 
genomic information from all populations (Fig. S7). This analysis involved com-
parison of the microbiome of the preterm infant studied here to the core human 
microbiome (Qin et al., 2010). Most of the core adult orthologous groups missing 
from the UC1 infant communities have poorly characterized and unknown func-
tions. There is also a depletion of functions related to carbohydrate metabolism in 
the infant studied, perhaps because of differences in diet and species composition, 
with a notable absence of lineages typical of adults from the phyla Firmicutes, 
Bacteroidetes, and Actinobacteria.

Conclusions

Attempts to correlate gut microbial community structure with onset of dis-
ease in premature infants have yielded conflicting results. For example, in some 
studies, infants with and without necrotizing enterocolitis (NEC) harbored similar 
species, whereas in other studies samples from infants with this disease were 
enriched for a particular species (e.g., Clostridium perfringens) or a particular 
phylum (e.g., Proteobacteria) (de la Cochetiere et al., 2004; Wang et al., 2009). 
In a recent study, Citrobacter was detected in fecal samples from three of four 
infants with NEC, but in none of the 17 control samples (Mshvildadze et al., 
2010). Although it remains possible that Citrobacter is a causative agent for 
NEC, its presence in samples from the unaffected infant in this study highlights 
the difficulty in connecting a specific bacterium to disease.

We infer from the results of this study that substantial shifts in Citrobacter 
strain abundances arise as a result of strain-specific physiology, despite a level of 
sequence similarity that would typically result in classification of these species as 
functionally comparable. Given the differences in genetic, especially pathogenic, 
potential among the otherwise closely related Citrobacter strains reported here, it 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

APPENDIX A 111

is perhaps not surprising that medical comparisons at the species or higher level 
are often inconclusive. The intriguing differences between the UC1CIT strains 
in size and sequence of a subset of intergenic regions with similarity to small 
regulatory RNAs, as well as sequence divergence in regulatory genes emphasize 
the understudied importance of the evolution of gene expression in strain ecology 
(Denef et al., 2010).

Application of our approach to more complex microbial communities is fea-
sible if organisms of interest within those communities can be deeply sampled, 
an objective that can be achieved with current platforms for high throughput 
sequencing. In fact, a recent study of adult gut communities that used ∼10 times 
more sequencing than did our study succeeded in deeply sampling several popu-
lations (Turnbaugh et al., 2010). Thus, ultimately, strain-resolved community 
genomic approaches can provide the resolution needed for appropriate diagnosis 
and treatment of a range of microbial community associated conditions.

Materials and Methods

Sample Collection 

The protocol for sample collection and processing was approved by the 
Institutional Review Board of The University of Chicago (IRB #15895A). The 
sampling method involved manual perineal stimulation with a lubricated cotton 
swab, which induced prompt defecation. Samples were placed at −80 °C within 
10 min.

Sequence Analysis of 16S rRNA Genes

Bacterial 16S rRNA genes were amplified using the broad-range bacterial 
primers 8–27F and 788–806R. Sequences were processed using the QIIME soft-
ware package (Caporaso et al., 2010) (SI Materials and Methods, Fig. S1, and 
Table S1). Fecal 16S rRNA gene sequences from previous studies were obtained 
directly from GenBank or provided by the authors. Pairwise UniFrac distances 
were calculated and subjected to principal coordinates analysis (SI Materials and 
Methods).

Metagenomic Data Analyses 

Sequencing reads from the four libraries were coassembled using Newbler 
(GSassembler v. 2.0.01; Roche) after removal of replicated reads (SI Materials 
and Methods). We annotated contigs larger than 1,500 bp with an in-house an-
notation pipeline. Sequence bin assignments were based on a combination of 
manual assembly curation, blastn, blastp, GC%, sequencing depth, SNP density, 
and emergent self-organizing maps (eSOM) based on tetranucleotide frequency 
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in combination with a K-means clustering of the temporal profiles of the reads 
of each contig (SI Materials and Methods). In cases of ambiguity, contigs were 
assigned to a higher phylogenetic category. Contigs of virus and plasmid origin 
were primarily identified based on boom-and-bust dynamics deduced from read 
temporal profiles, colocalization with plasmid/phage reference genome fragments 
on the eSOM map, and functional annotation information. Contigs between 500 
and 1,500 bp were assigned to genomic bins based on an approach similar to 
that used for the large contigs, except for the use of eSOM projection. Contigs 
smaller than 500 nt that were not incorporated during manual assembly curation 
were not further analyzed.

Assemblies for the dominant bacterial, viral, and plasmid populations were 
manually curated in Consed (Gordon et al., 1998). Sequences that matched the 
human genome (blastn e-value cutoff of 1e−35) were removed from the dataset. 
For each Citrobacter contig, sequence types were identified based on SNP pat-
terns and separated for downstream analyses in Strainer (Eppley et al., 2007). De-
tails on the straining process and identification of variation hotspots is described 
in SI Materials and Methods. Modeling of Citrobacter strain dynamics relied on 
a simplified model of interstrain competition within the colon, assuming chemo-
stat dynamics (Ballyk et al., 2001) (SI Materials and Methods and Fig. S6). The 
ORFs predicted on all contigs >500 bp were contrasted to the 4,055 core adult 
microbiome orthologous groups by blastp analysis using the same parameters and 
database used by Qin et al. (Qin et al., 2010).
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A2

EVOLUTION OF VIRULENCE IN OPPORTUNISTIC PATHOGENS: 
GENERALISM, PLASTICITY, AND CONTROL10

Sam P. Brown,11 Daniel M. Cornforth,11 and Nicole Mideo11

Standard virulence evolution theory assumes that virulence factors are 
maintained because they aid parasitic exploitation, increasing growth within 
and/or transmission between hosts. An increasing number of studies now 
demonstrate that many opportunistic pathogens (OPs) do not conform to 
these assumptions, with virulence factors maintained instead because of 
advantages in non-parasitic contexts. Here we review virulence evolution 
theory in the context of OPs and highlight the importance of incorporating 
environments outside a focal virulence site. We illustrate that virulence selec-
tion is constrained by correlations between these external and focal settings 
and pinpoint drivers of key environmental correlations, with a focus on 
generalist strategies and phenotypic plasticity. We end with a summary of 
key theoretical and empirical challenges to be met for a fuller understand-
ing of OPs.

Opportunistic Pathogens and a Challenge  
to Virulence Evolution Theory

The study of infectious diseases has become a major focus within evolution-
ary biology; however, remarkably little attention has been paid to an extremely 
broad class of pathogens, the opportunists. This oversight stems from the theoreti-
cal convenience of treating host–parasite interactions as closed systems in which 
a single, obligate pathogen specialises on a single host (Alizon et al., 2009; An-
derson and May, 1982). Most pathogens actually fail to meet these assumptions, 
with many coexisting relatively peacefully with their human host (i.e., they are 
not obligately pathogenic) or even exploiting an entirely different environment 
outside of human hosts (Woolhouse et al., 2001).

Opportunistic pathogens (OPs) are typically characterised in the medical 
literature as organisms that can become pathogenic following a perturbation to 
their host (e.g., disease, wound, medication, prior infection, immunodeficiency, 
and ageing). These opportunists can emerge from among the ranks of normally 

10   This article was published in Trends in Microbiology, Volume 20, Brown et al., Evolution of viru-
lence in opportunistic pathogens: Generalism, plasticity, and control, Pages 336-342, Copyright 2012.

11   Centre for Immunity, Infection, and Evolution, School of Biological Sciences, University of 
Edinburgh, West Mains Road, Edinburgh EH9 3JT, UK. 

Corresponding author: Brown, S.P. (sam.brown@ed.ac.uk), (sampaulbrown@gmail.com).
Keywords: virulence; pathogenicity; evolution; plasticity; regulation; antivirulence drugs.
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commensal symbionts (e.g., Streptococcus pneumoniae and Staphylococcus au-
reus) or from environmentally acquired microbes (e.g., Pseudomonas aeruginosa 
and Burkholderia cepacia). Many more pathogens are recognised as opportunists 
in the sense that although they regularly cause disease in health humans, they 
are also zoonotic and exploit numerous other hosts (e.g. Bacillus anthracis and 
rabies virus).

We propose a broad and simple definition of OPs: non-obligate and/or non-
specialist parasites of a focal host. Thus, if the classic assumptions (obligate 
parasite and specialist on one host) of virulence evolution theory fail, we have an 
OP. In Table A2-1we outline, with examples, how the combinations of these two 
conditions give us a classification of OPs into commensal opportunists, environ-
mental opportunists and parasite opportunists (or zoonoses).

Given the failure of the two key assumptions of classical virulence evolution 
theory (Table A2-1), what can this body of theory tell us about OPs? For some 
parasites, the strict failure to meet these assumptions might not be important if 
the approximation is reasonable in practice, for instance if humans are the major 
source of parasite transmission (to any host) and the parasite does not routinely 
enter a commensal stage (e.g., Salmonella enterica among humans living in dense 
and unsanitary conditions). In these cases, standard predictions from virulence 
evolution theory may still apply, such as a trade-off between transmission and 
virulence (Fraser et al., 2007; Mackinnon and Read, 1999). Yet as the biological 
reality moves further away from these assumptions, we are left only with the 
prediction that multi-environment opportunists are likely to experience non-
optimal virulence in a given host (Bull and Ebert, 2008; Gandon, 2004). However, 
ecological and evolutionary theory offers an increasing number of insights into 
other key features of many opportunists, in particular plasticity and generalism. 
All human OPs are generalists in the sense that they are able to grow in more 
than one environment. In addition, many OPs display remarkable phenotypic 

TABLE A2-1 An Ecological Classification of Pathogens with Representative 
Examples

Obligate Parasite Facultative parasite

Specialist on humans Current virulence evolution paradigm: 
Plasmodium falciparum, HIV, influenza 
virus (A, B, C), Mycobacterium 
tuberculosis

Commensal opportunists: 
Staphylococcus aureus, 
Enterococcus faecalis, 
Haemophillus influenza, 
Streptococcus pneumoniae

Non-specialist on 
humans (generalist)

Parasite opportunists (zoonoses): 
Borrelia burgdorferi, rabies virus, 
Salmonella spp., Bartonella henselae

Environmental opportunists: 
Pseudomonas aeruginosa, 
Burkholderia cepacia, 
Rhodococcus equi, 
Mycobacterium marinum, 
Vibrio vulnificus
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plasticity, being able to modify phenotypic expression as a function of their 
changing environmental context.

If we can understand microbial plasticity and generalism, we can understand 
why opportunistic bugs become pathogens, when they are likely to do this and 
how we can interfere with their plastic responses to control their virulence in a 
sustainable manner. In this review, we aim to develop a general and integrative 
framework for the understanding and management (on ecological and evolution-
ary time scales) of opportunistic pathogens.

What is Virulence, and Why Damage Your Host?

For population biologists, virulence is typically the increase in host mortality 
resulting from parasite infection (Anderson and May, 1982). Although this is an 
explicit and measurable quantity, it ignores many aspects of parasite biology that 
cause harm without death (Bull, 1994; Casadevall and Pirofski, 1999; Gandon, 
2004; Read, 1994). For medical microbiologists, virulence is understood as harm 
or morbidity to the host, but the focus is on the mechanistic basis of harm, such as 
identifying virulence determinants or factors (VFs). VFs are typically defined as 
pathogen components whose loss specifically impairs virulence but not viability 
(in rich media); classic bacterial examples include toxins, exoenzymes, adhesins, 
and secretion systems (Brogden et al., 2007).

VFs can be mechanistically complex and therefore are presumably products 
of natural selection. However, the nature of selection for maintaining and strength-
ening VFs remains controversial. Levin and Svanborg Edén made an important 
distinction between direct and coincidental selection for VFs (Levin and Svanborg 
Edén, 1990). Under direct selection (by far the most influential model), expression 
of the VF is correlated with the ability of the parasite to exploit and/or be transmit-
ted from the host; in other words, parasitic VF expression (and consequent costs 
in terms of host mortality) is rewarded by some benefit. These benefits can either 
be gained through transmission (Alizon et al., 2009; Anderson and May, 1982) or 
through within-host growth Levin and Bull, 1994). This dichotomy, highlighting 
the importance of multiple scales in disease processes (Mideo et al., 2008), forms 
the basis of the standard evolutionary view of virulence.

By contrast, purely coincidental selection argues that VF expression is not 
positively correlated with any measure of parasitic success within the focal host; 
in other words, there are no benefits in the parasitic context. VFs are then fascinat-
ing spandrels (Gould and Lewontin, 1979; Levin, 1996), byproducts of selection 
for adaptations not related to disease. The mystery of why a VF exists must then 
be answered elsewhere in the parasite life history, with VF maintenance caused 
by some benefit in an extra-host habitat or a within-host habitat in which the or-
ganism does not cause disease. In this case, can we still make general statements 
about the dynamics (ecological and evolutionary) of virulence, or are we rel-
egated to case-by-case considerations (Ebert and Bull, 2003; Levin and Svanborg 
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Edén, 1990)? To begin to answer this challenge, we develop a descriptive model 
framework to outline how four key selective pressures (coincidental, colonisation, 
export, and within-host) can combine to shape the evolutionary dynamics of VFs.

Virulence Factor Dynamics Across Multiple Environments

A characteristic of all opportunistic pathogens is compartmentalisation into 
environments where they cause disease (e.g., burn wounds for P. aeurignosa and 
the circulatory system for S. pneumoniae) and environments where they do not 
(soil and nasopharynx, respectively). This compartmentalisation can be within a 
focal host (in particular, either side of mucosal barriers) or between a focal host 
and another environment (e.g., animal reservoirs vs human hosts). To conceptualise 
this split, we divide the world of a microbe into two compartments: the virulence 
compartment V, the sensitive parts of a focal host where microbial VFs result in 
disease symptoms; and the asymptomatic compartment A, which is everywhere 
else it can grow ( Figure A2-1a, schema inspired by [Margolis and Levin, 2007]). 
In Figure A2-1b–d, we illustrate how four selective pressures (coincidental, colo-
nisation, export and within-host; the four arrows in Figure A2-1a) can combine to 
recover existing theories on the evolution of virulence (Box A2-1).

The analysis in Box A2-1 illustrates that if the within-host and transmission 
(colonisation and export) pressures select against VFs, then there are no counter-
vailing benefits of VFs during host exploitation or transmission (and VFs will be 
less common in virulence compartments, variation permitting): we are left with 
purely coincidental virulence ( Figure A2-1c). Pure coincidental virulence implies 
a positive association with damage but not growth or transmission from V. A 
classic example is found in the soil bacterium Clostridium botulinum: botulinum 
toxin is an extremely potent virulence factor when introduced into humans, but 
C. botulinum itself cannot grow in, let alone be transmitted from, humans (Levin 
and Svanborg Edén, 1990) (thus, humans are an ecological sink [Sokurenko et 
al., 2006]). The simple formulation in Box A2-1 therefore clarifies how and why 
some empirical studies may fail to find a selective advantage to VFs in infections 
(site V). Even without any benefit in site V, selection could favour VF expression, 
depending on the frequency at which bacteria encounter sites A and V and the 
relative magnitude of benefits (replication in site A) and costs (growth in site V 
or movement between A and V). We now use the framework outlined in Figure 
A2-1 and Box A2-1 to discuss the importance of positive and negative correla-
tions between bacterial environments A and V.

Pre-Adaptation

Pure coincidental selection as exemplified by C. botulinum virulence is, how-
ever, an extreme situation: coincidental selection can also coexist with positive 
within-host and/or transmission selection for VFs. In these cases, the VFs are 
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BOX A2-1 
Ecological and Evolutionary Dynamics  

in Structured Environments

 In Figure A2-1a, we introduce a simple diagrammatic sketch of bacterial popu-
lation growth in two compartments, one incurring virulence (site V) and the other 
asymptomatic (site A). To track population dynamics across these two compart-
ments, we define the number of microbes of strain i in each compartment as NA

i 
and NV

i. Microbes replicate in the asymptomatic site, A, at a net per capita rate g 
and leave this site to colonise the symptomatic (virulence) site, V, at rate c. Within 
this symptomatic site of the host, microbes grow at rate r and are released back 
into the asymptomatic site (e.g., through bacterial shedding) at rate e. Each mi-
crobial strain may have unique rates for these processes, so each rate parameter 
is subscripted by i. This gives rise to the dynamic equations below for tracking the 
strain-specific population dynamics of bacteria in each compartment:

dNi
A

 dt 
= giNi

A + eiNi
V

dNi
V

 dt 
= riNi

V + ciNi
A

 To address evolutionary questions of change in VF investment, we allow each 
of these vital rates (g, c, r, e) to be functions of VF expression, v. Here, the trait 
v could be the number of VFs expressed or the level of expression of a given VF. 
We can now use the epidemiological Price equation approach to study the forces 
acting on v in sites A and B (Day and Gandon, 2006). Following the maths in Day 
and Gandon (2006) (but ignoring mutation between types), the rate of change in 
the average level of VF expression, ,v– in each site is given by:

dv−A

dt  
= covA(vi, gi) + Nv

NA
 
(covV(vi, ei) + e−(v−V–v−A)) ,

dv−V

dt  
= covV(vi, ri) + NA

NV
 
(covA(vi, ci) + c−(v−A–v−V)) .

 In both equations, the first terms represent the effects of direct selection on v 
in each site. In other words, natural selection will favour an increase in the average 
value of v in site A (or V) if bacteria with higher VF expression also have higher 
growth rates in site A (or V). The second and third terms represent changes in 
the average v as a result of movement between sites A and V, weighted by the 
population sizes in the two sites. For example, the average value of v in site A will 
tend to increase if bacteria with higher VF expression also have higher rates of 
export from site V to A [i.e., covV(vi,ei) is positive]. The average value of v could 
also increase by export if the average v in site V is higher than in site A. The 
average value of v in site V could similarly change through colonisation from A 
to V. In the main text, the importance of the four highlighted covariance terms is 
discussed, along with their relationship to existing theories for the evolution of 
virulence (Figure A2-1).
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multi-functional. If we assume that environment A is the primary site of adapta-
tion, then we can conclude that selection in site A generates pre-adaptations for the 
virulent exploitation of site V (i.e., once in site V, the VF confers some advantage 
in terms of growth or transmission, but evolution of the VF was driven by selec-
tion in site A). If, for example, both coincidental and within-host selection favour 
VF expression, then there is a positive environmental correlation between growth 
in environment A and that in environment V (the site of virulence, Figure A2-2).

An emerging paradigm of VF pre-adaptation driven by environmental cor-
relation is the ability of bacteria to generalise mechanisms for resisting protists 
for use in other situations. Protists are an important class of bacterial predators 
across diverse environments (including within host-associated microbiotas), and 
increasing evidence points to the evolution of resistance to protist predation 
pre-adapting certain environmental microbes for survival and even proliferation 
within human macrophages (Brüssow, 2007; Cirillo et al., 1999; Harb et al., 
2000; Lainhart et al., 2009; Matz and Kjelleberg, 2005; Rasmussen et al., 2005; 
Steinberg and Levin, 2007). For example, Steinberg and Levin demonstrated that 
a Shiga toxin VF of Escherichia coli O157:H7 increases survival in the presence 
of grazing protozoa (Steinberg and Levin, 2007). This result suggests that pro-
tozoan predation within ruminants or in the soil may have selected for the VFs 

FIGURE A2-1 Ecological and evolutionary dynamics of virulence factors across two 
growth environments. NA and NV represent bacterial densities in the asymptomatic and 
virulence sites, respectively. Arrows represent demographic processes of growth (g, r) 
and transmission (colonisation c, export e). Red arrows represent a positive selective 
impact of VF expression. (a) Our basic ecological model (see Box A2-1 for analysis). (b) 
Epidemiological selection (Alizon et al., 2009; Anderson and May, 1982); the dominant 
theoretical paradigm for virulence evolution states that virulence factors yield a net ben-
efit during parasitic exploitation because of positive effects on within-host growth and/
or transmission. (c) Purely coincidental selection (Levin and Svanborg Edén, 1990). (d) 
Purely within-host selection (Levin and Bull, 1994).

Figure A2-1.eps
bitmap
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that drive pathogenicity and, in particular, export and transmission through Shiga 
toxin-induced diarrhoea in humans.

Other potential examples of pre-adaptation include selection for capsule car-
riage (a VF increasing the risk of invasive disease) among pneumococcal strains 
in the nasopharynx (Lysenko et al., 2010). The most common disease states 
caused by S. pneumoniae are pneumonia, otitis media and sepsis, and these are 
not contagious conditions and therefore represent a dead end, especially when 
the result is rapid demise of the host (Musher, 2003). Rather, transmission occurs 
from the reservoir of pneumococci residing asymptomatically in the nasophar-
ynx during the organism’s commensal state (Austrian, 1986). However, among 
the more than 92 types of pneumococci expressing structurally distinct capsular 
polysaccharides, only a few are potentially virulent (Hausdorff et al., 2000, 2005). 
So why has the pneumococcus evolved or maintained the capacity for virulent, 
invasive behaviour through the expression of certain thick capsular polysaccha-
ride coats? The results of Lysenko et al. demonstrate that capsule selection is 
driven in the nasopharynx by competitive interactions with another commensal, 
Haemophillus influenzae (Lysenko et al., 2010). While pneumococcal growth is 
suppressed by H. influenzae, the capsule offers a survival advantage by reducing 
susceptibility to this suppression. These results also present an important re-
minder that OPs will often face many distinct non-virulent environments (various 
A, A′, etc.), such as environments with or without a key predator or competitor 
(here, H. influenzae).

Lysenko et al. illustrate that growth in a crowded, immunogenic nasopharynx 
selects for serum resistance, which then pre-adapts S. pneumoniae for growth 
in blood (Lysenko et al., 2010). Similarly, survival against protists (in soil, say) 
selects for survival against macrophages (in human hosts) (Brüssow, 2007; Cirillo 
et al., 1999; Harb et al., 2000; Lainhart et al., 2009; Matz and Kjelleberg, 2005; 
 Rasmussen et al., 2005; Steinberg and Levin, 2007). Both of these examples 
highlight that shared or similar environmental challenges can shape the potential 

Figure A2-2.eps
bitmap

FIGURE A2-2 Adaptation to a benign environment A can pre-adapt an opportunistic 
pathogen for virulent growth in V if there is a significant positive association between 
the properties of environments A and V (i.e., if fast growth in A, g, is correlated with fast 
growth in V, r, or cov(g,r) > 0).
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for new outbreaks, by building positive correlations between environments (Fig-
ure A2-2).

Environmental Tradeoffs: Specialism and Plasticity

The examples above describe cases in which selection for VFs may have 
occurred in a setting outside of infection, but incidentally provides some benefit 
in terms of transmission or within-host growth ( Figure A2-2). Alternatively, the 
association between growth in A and V can be negative ( Figure A2-3). How do 
OPs deal with such environmental trade-offs? A first possibility is that they do 
not: the focal lineage continues to adapt to its primary environment A, and in 
certain V environments, bacteria will be unsuccessful. This would be a reasonable 
strategy if V environments were infrequently encountered and/or unproductive 
(C. botulinum is a candidate here). However, if bacteria frequently encounter 
environments across which the costs of the trade-off are felt (and if sufficient 
genetic variation exists), then something is likely to give: evolution in the face 
of an important trade-off can lead to a loss of the trade-off (if the underlying 
constraint is weak), specialisation or plasticity.

A common motor of bacterial specialisation is horizontal gene transfer and 
loss; plasmids and phages shuttle an array of genes conferring local adaptations 
to heterogeneous environments (Frost et al., 2005; Rankin et al., 2010), including 
a strikingly large number of VFs (Levin and Svanborg Edén, 1990; Nogueira et 
al., 2009; Smith, 2001). The acquisition of VFs via horizontal transfer can ren-
der harmless bugs more pathogenic, switching (specializing) or even extending 
(generalizing) their environmental repertoire. Turner et al. posed the question as 
to whether generalists or specialists would be better able to exploit an entirely 

Figure A2-3.eps
bitmap

FIGURE A2-3 Adaptation to a benign environment A can reduce the capacity for viru-
lent growth in V (and vice versa) if there is a significant negative association (trade-off) 
between growth rates g and r. (A negative selective impact of virulence factor expression 
is denoted by the blue arrow.) Plasticity can decouple the trade-off by expressing the 
V-specific virulence factor (VF) in V and not in A (VF0,1, where the subscripts denote 
expression in the two environments). However, plasticity also allows a ‘worst of all worlds’ 
outcome, VF1,0, whereby virulence factors are expressed inappropriately (here, only in A).
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novel host type, previously unseen by either line (Turner et al., 2010). In other 
words, which would make the better OP? They illustrated that specialist RNA 
viruses (evolved under a single host condition) were able to outperform general-
ists in specific novel host challenges, highlighting the importance of coincidental 
(or indirect) selection. However, generalists tended to be more consistent across a 
range of novel challenges, suggesting that consistency is characteristic of general-
ists. Generalist phenotypes, whether selected directly or indirectly, result from 
either increased phenotypic constancy across environmental variation or plasticity 
(phenotypic switching) (de Visser et al., 2003). For OPs there are many examples 
of remarkable plasticity that we now discuss.

Plasticity is the ability of an organism to change its phenotype without cor-
responding changes in genotype. Mechanisms such as altering gene expression 
can allow an organism to display different phenotypes in different environments 
(Schlichting and Pigliucci, 1998), and when these responses match the changing 
environmental requirements (i.e., improve the organism’s fitness in that environ-
ment) this is called adaptive phenotypic plasticity. Standard theory for virulence 
evolution has only recently started to incorporate phenotypic plasticity (Choisy 
and de Roode, 2010; Taylor et al., 2006), but for OPs this phenomenon is of clear 
importance.

Bacterial VFs are by definition “optional extras” and are often under regula-
tory control and are not always on, with expression responsive to both physical 
(e.g., pH and temperature) and social (e.g., density and diversity) environmental 
dimensions (Bielecki et al., 2011; Duan and Surette, 2007; Kümmerli et al., 2009; 
Kümmerli and Brown, 2010). The underlying regulatory machinery is highly 
complex and variable in extent, with the number of global regulatory sigma fac-
tors varying from three in the specialist Helicobacter pylori to 24 in the general-
ist P. aeruginosa (Dale and Park, 2010). This variation in regulatory investment 
makes sense in the light of plasticity theory: it is only the challenge of frequent 
exposure to distinct environments that selects for adaptive phenotypic plasticity, 
in which case the benefits of adaptive plasticity outweigh the likely costs of the 
machinery necessary to generate such plasticity (DeWitt et al., 1998).

Although the direct costs and benefits of a complex regulatory machinery 
are readily appreciated, there is also potential for indirect costs of making “bad 
decisions” (Figure A2-3), as hinted by recent findings for P. aeruginosa. On 
initial colonisation of a mammalian host, P. aeruginosa upregulates an array of 
VFs (Bielecki et al., 2011; Duan and Surette, 2007). However, during subsequent 
evolution in chronically infected cystic fibrosis patients, many of these VFs are 
subsequently lost, leading to a reduction in the ability to cause acute disease and 
mortality (Bragonzi et al., 2009; Smith et al., 2006; Woolhouse et al., 2001). It 
has been argued that the loss of secreted VFs may be caused by social interac-
tions favouring “cheater” strains that do not pay the costs of collectively useful 
VF production (Griffin et al., 2004; Jiricny et al., 2010). However, the continued 
ability of these strains to persist chronically (Bragonzi et al., 2009) suggests the 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

124 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

possibility that VFs are redundant in the cystic fibrosis lung, and their initial up-
regulation was a “bad decision” (alternatively, the benefits of VF expression may 
change through the course of infection as the infection environment develops).

The causes of some aspects of this decision-making have been brought into 
closer focus for the P. aeruginosa toxin pyocyanin, expression of which is driven 
by exposure to N-acetylglucosamine and its polymer peptidoglycan, commonly 
shed by Gram-positive bacteria (Korgaonkar and Whiteley, 2011). In addition to 
damaging eukaryotic cells, pyocyanin is a potent antimicrobial, suggesting that 
N-acetylglucosamine-dependent pyocyanin expression is an antimicrobial mecha-
nism in environments rich in competitors (Korgaonkar and Whiteley, 2011); this 
may then be triggered inappropriately in the cystic fibrosis lung due to human-
derived N-acetylglucosamine. There are also many well-studied examples of 
global regulation in quorum-sensing and stress responses (like RpoS in many 
proteobacteria) that strongly impact virulence (Antunes et al., 2010; Dong and 
Schellhorn, 2010). The impressive and expanding mechanistic understanding 
of bacterial plasticity (regulatory control) provides a particularly rich arena for 
evolutionary investigation, with clear importance for applied questions of bacte-
rial control.

Managing Antibiotic Resistance and Virulence

Finally, we turn to the implications of opportunism for parasite control. 
If most human pathogens are largely shaped by selective pressures outside of 
disease-causing compartments, then why is antibiotic resistance such a clear and 
growing problem? A major part of the answer is that for many VFs discussed 
above, antibiotic resistance genes can confer advantages outside of the context 
of human medical interventions via resistance to bacterially derived antimicrobial 
compounds. Consistent with this broader functionality, resistance to a range of 
antibiotics have been found in ancient DNA from 30,000-year-old permafrost 
sediments (D’Costa et al., 2011). Nevertheless, antibiotic resistance has spread 
rapidly in many bacteria since the introduction of antibiotics into medical and 
farming practice (Palumbi, 2001), indicating that selective pressures are stronger 
in patients than in nature.

For commensal opportunists, exposure to antibiotics is routine because of 
their specialisation on human hosts, and therefore the emergence of antibiotic 
resistance in these species poses little puzzle. By contrast, non-specialists may 
encounter humans merely as a dynamical “sink” (Sokurenko et al., 2006), and 
thus human interactions are unlikely to drive the evolution of antibiotic resistance 
genes among these populations. However, resistance may pose a significant prob-
lem in these lineages because of to a mix of innate resistance properties (Poole, 
2001) and shuttling of resistance genes by horizontal gene transfer, particularly 
during chains of human–human transmission (Winstanley et al., 2009).
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Interest is now growing in the use of antivirulence drugs that directly target 
the expression of virulence factors (André and Godelle, 2005; Clatworthy et al., 
2007; Defoirdt et al., 2010; Maeda et al., 2011; Mellbye and Schuster, 2011; 
Rasko and Sperandio, 2010). It has been argued that these drugs will limit the 
evolution of resistance, because they do not kill or halt the growth of their targets 
(Clatworthy et al., 2007; Rasko and Sperandio, 2010). How does this claim stand 
up in the context of OPs? If bacteria only see the drug in V (the virulence site) 
and the VF is only selected for in A (purely “coincidental selection”), then the 
drugs have potential: the antivirulence drug in this context will enhance a natural 
tendency towards virulence attenuation within hosts. However, if bacteria see the 
drug in their “non-virulent” compartment (A) and/or the VF is positively corre-
lated with transmission, then the risks are far greater. A simple implication is that 
these drugs will hold more long-term promise for the treatment of environmental 
opportunists because of greater isolation between compartments A and V.

Concluding Remarks

Although there is a broad range of conceptual models for the evolution of 
virulence (Figure A2-1, Box A2-1), formal mathematical treatments have focused 
overwhelmingly on the most tractable subset, the specialist, obligate parasite 
(Alizon et al., 2009; Anderson and May, 1982; Frank, 1996). Here we argue that 
this bias has hindered effective evolutionary studies of opportunistic pathogens. 
The admission of multiple growth environments inevitably makes the math-
ematics more complex (Box A2-1) (Gandon, 2004; Regoes et al., 2000). More 
importantly, it also highlights the extent to which biological details matter, with 
selection on VFs dependent on a complex web of environmental correlations that 
are only beginning to be picked apart via careful study of bacterial population bi-
ology inside and outside of the sites where bacteria cause disease (Brüssow, 2007; 
Cirillo et al., 1999; Harb et al., 2000; Lainhart et al., 2009; Lysenko et al., 2010; 
Matz and Kjelleberg, 2005; Rasmussen et al., 2005; Steinberg and Levin, 2007).

Our formal treatment was presented in the context of distinct physical en-
vironments (e.g., blood versus mucosa); however, the control of bacterial VF 
expression in response to contrasting social conditions highlights an even greater 
complexity and a key theoretical challenge. For instance, many bacteria can dis-
criminate between low- and high-density environments, and even clonal versus 
polymicrobial conditions, via quorum-sensing mechanisms (Bassler, 1999; Fuqua 
et al., 1994; Williams et al., 2007) and cues (Korgaonkar and Whitele, 2011). The 
development and testing of a novel theory integrating the molecular, ecological 
and evolutionary dynamics of VFs across complex social and physical environ-
ments hold real promise for accelerating our understanding of VFs and their 
potential as targets for evolutionarily robust antivirulence drugs.
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Recent evidence suggests that deep-sea vestimentiferan tube worms ac-
quire their endosymbiotic bacteria from the environment each generation; 
thus, free-living symbionts should exist. Here, free-living tube worm sym-
biont phylotypes were detected in vent seawater and in biofilms at multiple 
deep-sea vent habitats by PCR amplification, DNA sequence analysis, and 
fluorescence in situ hybridization. These findings support environmental 
transmission as a means of symbiont acquisition for deep-sea tube worms.

The mode by which symbionts are passed between successive host genera-
tions is a primary question in symbiosis research. Symbiont transmission typi-
cally occurs vertically via transfer from parent to offspring, horizontally between 
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co-occurring host individuals, or environmentally via uptake from a freeliving 
population (Buchner, 1965). Determining which of these mechanisms operates 
within a symbiosis is critical, as the transmission mode impacts fundamental 
ecological and evolutionary processes, including genome evolution, symbiont-
host specificity, and coevolution (for examples, see references Dale and Moran, 
2006; Moya et al., 2008; and Stewart et al., 2005). Deep-sea vestimentiferan tube 
worms, which dominate the fauna at hydrothermal vents and cold seeps, are hy-
pothesized to acquire their bacterial symbionts environmentally from a free-living 
population. Attempts to detect tube worm symbionts in host eggs and larvae by 
the use of microscopy and PCR have been unsuccessful (Cary et al., 1989; Cary 
et al., 1993; Cavanaugh et al., 1981; and Jones and Gardiner, 1988), suggesting 
that transmission does not occur vertically. Furthermore, most vent vestimentif-
eran species host symbionts that share identical 16S rRNA sequences, which is 
also consistent with the hypothesis of environmental transmission (Laue and Nel-
son, 1997; Nelson and Fisher, 2000). Unlike adults, the larvae and small juveniles 
of vestimentiferan tube worms have a mouth and gut, suggesting environmental 
acquisition via the ingestion of symbionts during larval development (Jones and 
Gardiner, 1988; Southward, 1988). However, Nussbaumer et al. (2006) recently 
demonstrated that bacterial symbionts are found on the developing tubes of settled 
larvae, entering the host worm through the epidermis and body wall of both larvae 
and young juveniles (Nussbaumer et al., 2006). These studies strongly suggest 
that tube worms acquire their symbionts from the surrounding environment and, 
therefore, that these endosymbionts should be detectable in a free-living form.

Sample Collection 

A systematic search for the free-living counterpart to the gammaproteobac-
terial endosymbiont phylotype shared by three species of vestimentiferan tube 
worms, Riftia pachyptila, Oasisia alvinae, and Tevnia jerichonana, was con-
ducted at the Tica hydrothermal vent site (~2,600-m depth) on the East Pacific 
Rise (EPR) (9°50.447′N, 104°17.493′W) during December 2002 and December 
2003. Symbiont-containing tissue was dissected from all three vestimentiferan 
tube worm hosts (from the trophosome) and from Calyptogena magnifica clams 
(from the gills) at the Tica vent site for future use as positive and negative 
controls, respectively. Environmental samples were collected from two distinct 
habitats: surface-attached biofilms and seawater.

Symbionts in surface-attached biofilms were collected on bacterial settlement 
devices deployed in four hydrothermal vent environments at increasing distances 
from tube worm clusters: (i) among tube worms, (ii) adjacent to tube worms, (iii) 
away from tube worms (~10 m), and (iv) off-axis (~100 m) outside the axial sum-
mit of the caldera) (see Fig. S1 in the supplemental material). Settlement devices 
were constructed of polyvinyl chloride holders containing three to five basalt 
pieces (8 by 1 by 1 cm) and 4 to 12 glass microscope slides that were washed, 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

130 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

autoclaved, and kept sterile until deployment. Devices were collected within 1 
month or after 1 year. Upon collection, the basalt pieces were examined under a 
dissecting microscope to detect any settled tube worm larvae or juveniles and then 
immediately stored at ~80°C. Pieces with observable tube worms were excluded 
to eliminate the risk of detecting symbionts living within host tissue. Microscope 
slides were fixed for fluorescence in situ hybridization (FISH) analysis in 4% 
paraformaldehyde and stored in 70% ethanol at 4°C.

Seawater samples were collected 1 m away from an R. pachyptila tube worm 
cluster using a McLane large-volume water transfer system water pump attached 
to the deep submergence vehicle Alvin. Samples (200 liters each) were filtered 
in situ through a 1-µm Petex prefilter (Sefar) and then through a 0.45-µm mixed-
cellulose ester filter (Millipore). Control seawater samples (80 liters each) were 
collected from the ocean surface above the EPR and from the Atlantic Ocean in 
Nahant, MA. All filters were stored at −80°C until DNA extraction.

16S rRNA Gene Sequence Analyses 

PCR amplification and DNA sequence analyses were used to test for the 
presence of the vestimentiferan symbiont in biofilm and seawater samples. DNA 
was extracted by standard methods (Sambrook and Russel, 2001). The vestimen-
tiferan symbiont 16S rRNA gene (a 401-bp fragment) was PCR amplified using 
primers specific for the shared 16S phylotype: RifTO44 (5′-GGCCTAGATT-
GACGCTGCGGTA-3′) (this study) and RifTO445 (23). To detect contamina-
tion by host tissue, primers specific for the genes encoding the vestimentiferan 
host exoskeleton protein RP43 (GenBank accession no. AF233595), RifTOExoF 
(5′-CTAAAGGCAGTGTCAAGAGCGGGAC-3′) and RifTOExoR (5′-TTCCTC-
GAAGTTGCCGTATGCCG-3′), were used. PCR products were cloned into a 
pCR2 cloning vector (Invitrogen) and sequenced by standard methods using 
BigDye Terminator cycle sequencing reaction kits (PE Biosystems) with M13 
forward and reverse primers. Symbiont- and host-specific primers amplified their 
target genes in the control symbiont-containing tissue samples from R. pachyp-
tila, T. jerichonana, and O. alvinae worms, while vestimentiferan symbionts were 
not amplified from C. magnifica gill tissue, the negative control. 

The free-living vestimentiferan symbiont 16S rRNA phylotype was detected 
in both biofilm and seawater samples collected at the Tica vent site. The symbiont 
phylotype (GenBank accession no. U77478) (Feldman et al., 1997) was amplified 
from all basalt pieces retrieved after 1 month and after 1 year, including those 
from the off-axis site, away from active venting, and those from vent seawater 
samples on both 0.45- and 1-µm-pore-size water filters (Table A3-1). Host tissue 
was detected only on a single prefilter (1 µm) water sample. PCR amplifications 
from surface seawater control samples yielded positive PCR results with univer-
sal Bacteria primers (27f and 1492r) (Lane, 1991) but yielded negative results 
when either the vestimentiferan symbiont- or host-specific primers were used, 
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suggesting that symbiont phylotypes were present only in deep-seawater samples. 
Little is yet known about the metabolic state or energy source for symbionts 
outside of their tube worm hosts, but it is possible that free-living symbionts 
may be cystic or quiescent while awaiting the inoculation of larval or juvenile 
tube worms.

FISH

FISH was used to provide direct visual evidence of the tube worm symbiont 
on glass slides recovered from bacterial settlement devices. For each slide, a 
universal Bacteria probe,

Eub338 (1), either 5′end labeled with fluorescein or stained with the DNA-
binding fluorescent dye 4′, 6′-diamidino-2-phenylindole (DAPI), was used as a 
positive control along with the symbiont-specific probe RifTO147, RifTO445, or 

TABLE A3-1 Detection of Free-Living Symbiont Phylotype of Vent 
Vestimentiferan Tube Worms Via PCR and Sequence Analyses of Biofilmsa

No. of blocks with positive result by:

PCR amplificationb

Time of collection and type of 
deployment

Total no. of 
blocksd

Bacteria 
positive 
control

Tube 
worm 
symbiont

Tube 
worm host

Sequence 
verificationc

~1 mo
Among R. pachyptila 3 3 3 NDe 3
Near R. pachyptila 4 4 2 ND 3
Away from R. pachyptila 5 5 4 ND 3
Off-axis 3 2 5 ND 1

1 yr
Among R. pachyptila 1 1 1 ND 1
Near R. pachyptila 2 2 2 ND NAf

Away from R. pachyptila 3 3 3 ND 3
Off-axis 3 3 3 ND 3

a Basalt blocks, deployed at various distances from R. pachyptila tube worm clusters at the Tica vent 
site along the EPR, were collected and analyzed after ~1 month and after 1 year.
b PCR amplification was performed using primers for universal Bacteria (27f and 1492r), vestimen-
tiferan host-specific primers (for RP43, RifTOExoF and RifTOExoR), and symbiont-specific primers 
(RifTO44 and RifTO445).
c A subset of basalt biofilm samples was analyzed to verify the presence of the free-living tube worm 
symbiont phylotype.
d Number of basalt blocks analyzed for each deployment location and time. 
e Tube worm hosts were not detected (ND) on any analyzed samples; samples with tube worm hosts 
were discarded.
f Only one sample was not analyzed (NA) because sequencing reactions did not work (including 
positive controls), perhaps due to inhibitory substrates in the DNA.
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RifTO830 that was 5′end labeled with Cy3 (Nussbaumer et al., 2006). The im-
ages from the control and symbiont-specific probes were then overlaid. The probe 
specificity was tested on R. pachyptila trophosome tissue, and the formamide 
concentration was increased until no probe remained hybridized (probe depen-
dent, 20% [for Fig. S2 in the supplemental material] or 35% [for Fig. A3-1]). 
On each slide, either a nonsense probe, NON338 (Nussbaumer et al., 2006), or 
a 1-base-mismatch probe was used as a negative control. Hybridized slides were 
viewed and digitally photographed using a Leica model DMRB fluorescence 
microscope.

The tube worm symbiont phylotype was detected using FISH on all slides 
tested (Fig. A3-1; see Fig. S2 in the supplemental material) with the exception 
of the off-axis samples that were collected from devices deployed for less than 1 
month. Although not directly quantified, the overall bacterial abundance appeared 
to be greatest on slides deployed for 1 year among, adjacent to, or away from the 
tube worms. The direct detection of the tube worm symbiont in biofilms supports 
the hypothesis that these bacteria exist in the free-living vent environment.

Indeed, in a coastal marine endosymbiosis, the 16S phylotype of bacterial 
symbionts of Codakia orbicularis clams is readily found in the sea grass sediment 
surrounding their hosts (Gros et al., 2003).

Endosymbiont ITS Diversity

If vestimentiferan tube worms acquire their symbionts from a diverse envi-
ronmental source population, it can be hypothesized that the symbiont population 
within a host may consist of multiple closely related phylotypes (DeChaine et al., 
2006; Won et al., 2003). The symbiont internal transcribed spacer (ITS), which is 
under relaxed selection relative to the 16S and has been used extensively to assess 
strain-level variation in bacteria (Stewart et al., 2007), was cloned and sequenced 
to test for the presence of multiple symbiont phylotypes within individual tube 
worms. The ITS, located between the 16S and 23S rRNA genes in the bacterial 
rRNA operon, occurs as a single copy in the vestimentiferan symbiont genome 
(Markert et al., 2007; Robidart et al., 2008). By using symbionts-pecific primers 
embedded in the 16S and 23S rRNA genes (Sym-ITS-1322F and Sym-ITS-23SR) 
(31), the ITS was PCR amplified (30 cycles with Taq polymerase) from DNA 
extracted from the trophosomes of three adult R. pachyptila worms. PCR products 
were cloned and sequenced (96 clones per specimen; 288 in total).

Analysis of the ITS sequences from the three R. pachyptila symbiont clone 
libraries revealed high levels of genetic homogeneity in intracellular symbi-
ont populations. Sequence analysis revealed one dominant symbiont phylotype 
within each of the three host specimens (accounting for 65, 77, and 41% of the se-
quences, respectively), and the third specimen hosted a second phylotype (27%), 
which consistently differed by the same two nucleotides. The majority of the 
remaining ITS sequences were singletons that cannot be distinguished from errors 
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Figure A3-1.eps
bitmap

FIGURE A3-1 FISH detection of free-
living vestimentiferan bacterial symbionts. 
Representative slides deployed at the Tica 
hydrothermal vent site on the EPR for ~1 
month among Riftia pachyptila tube worms 
(A), near tube worms (B and C), and 10 
m away from tube worms (D) are shown. 
The overlay of two images with symbiont-
specific probes (red [Cy3]) and DAPI (blue) 
shows the free-living symbionts (arrows) 
labeled with the symbiont-specific probes 
RifTO830 (A and C), RifTO147 (B), and 
RifTO445 (D).
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resulting from PCR or Taq analyses. The detection of diverse ITS sequences in 
R. pachyptila worms further supports the acquisition of bacteria from the envi-
ronment, but the diversity of free-living symbionts has not yet been investigated.

Evidence for Environmental Symbiont Acquisition 

Detection of the free-living tube worm symbiont phylotype supports the 
hypothesis that newly settled tube worms obtain their bacteria from the vent en-
vironment. Along a spatial gradient, free-living symbionts were present among, 
adjacent to, and away from (within 10 m) tube worms and were also detected 
100 m outside the areas of hydrothermal activity. The presence of free-living 
symbiotic bacteria at multiple spatial scales within a vent site suggests a poten-
tially large environmental pool of symbionts. During host larval development 
and the colonization of new vents (Marsh et al., 2001; Mullineaux et al., 2000, 
2005), an abundant free-living bacterial population would facilitate the initiation 
of the symbiosis. The environmental transmission of symbionts seems to be a 
risky strategy for obligate tube worm symbioses, as the survival of the mouthless 
and gutless adult host requires that developing larvae or juveniles successfully 
acquire their symbionts from a potentially unstable free-living source population. 
However, this developmental mode might be beneficial if it provides the host with 
opportunities to acquire specific, locally adapted symbiont genotypes.

Influence of Symbiotic Bacteria on Free-Living Microbial Diversity

Symbioses, notably those that are facultative, clearly have an impact on and 
may be a driving force of local microbial diversity in varied ecosystems (Baker, 
2003; Finlay, 2005). Indeed, the bacterial symbionts of the shrimp Rimicaris 
exoculata make up a major component of the surrounding microbial commu-
nity at hydrothermal vents in the Atlantic Ocean (Polz and Cavanaugh, 1995). 
Likewise, a free-living counterpart to the bioluminescent symbiotic bacterium 
Vibrio fischeri of squid has been identified in coastal environments, revealing 
a connection between the symbiotic relationship and microbial abundance and 
distribution (Lee and Ruby, 1992). The same situation appears to be true in 
legume-rhizobium symbioses; the host species is thought to be a major factor 
in determining the characteristics of the soil microbial community (Miethling et 
al., 2000). Endosymbiont and free-living populations may affect each other via 
positive feedback cycles, whereby the host inoculates the free-living population, 
and the free-living population inoculates the host (Polz et al., 2000). This study 
serves as the basis for future investigations of the biodiversity and biogeography 
of free-living marine symbionts at multiple spatial scales.
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A4

PARASITES MAY HELP STABILIZE 
COOPERATIVE RELATIONSHIPS15

Ainslie E. F. Little16,17,18 and Cameron R. Currie16,17,18,*

Abstract

Background

The persistence of cooperative relationships is an evolutionary paradox; 
selection should favor those individuals that exploit their partners (cheating), 
resulting in the breakdown of cooperation over evolutionary time. Our current 
understanding of the evolutionary stability of mutualisms (cooperation between 
species) is strongly shaped by the view that they are often maintained by part-
ners having mechanisms to avoid or retaliate against exploitation by cheaters. In 
contrast, we empirically and theoretically examine how additional symbionts, 
specifically specialized parasites, potentially influence the stability of bipartite 
mutualistic associations. In our empirical work we focus on the obligate mutu-
alism between fungus-growing ants and the fungi they cultivate for food. This 
mutualism is exploited by specialized microfungal parasites (genus Escovopsis) 
that infect the ant’s fungal gardens. Using sub-colonies of fungus-growing ants, 
we investigate the interactions between the fungus garden parasite and coop-
erative and experimentally-enforced uncooperative (“cheating”) pairs of ants 
and fungi. To further examine if parasites have the potential to help stabilize 
some mutualisms we conduct Iterative Prisoner’s Dilemma (IPD) simulations, a 
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common framework for predicting the outcomes of cooperative/non-cooperative 
interactions, which incorporate parasitism as an additional factor.

Results

In our empirical work employing sub-colonies of fungus-growing ants, we 
found that Escovopsis-infected sub-colonies composed of cheating populations of 
ants or fungi lost significantly more garden biomass than sub-colonies subjected 
to infection or cheating (ants or fungi) alone. Since the loss of fungus garden 
compromises the fitness of both mutualists, our findings suggest that the potential 
benefit received by the ants or fungi for cheating is outweighed by the increased 
concomitant cost of parasitism engendered by non-cooperation (cheating). IPD 
simulations support our empirical results by confirming that a purely cooperative 
strategy, which is unsuccessful in the classic IPD model, becomes stable when 
parasites are included.

Conclusion

Here we suggest, and provide evidence for, parasitism being an external 
force that has the potential to help stabilize cooperation by aligning the selfish 
interests of cooperative partners in opposition to a common enemy. Specifically, 
our empirical results and IPD simulations suggest that when two mutualists share 
a common enemy selection can favor cooperation over cheating, which may help 
explain the evolutionary stability of some mutualisms.

Background

The stability of cooperation is an evolutionary paradox—partners should 
be selected to cheat, pursuing their own selfish interests by obtaining benefits 
without providing a reward in return. Despite the inherent selfishness of individu-
als, cooperation within and between species is common in nature (Aanen et al., 
2002; Chapela et al., 1994; Pellmyr and Huth, 1994). Hamilton’s Kin Selection 
Theory (Hamilton, 1964) helps explain cooperation among closely related indi-
viduals: organisms increase their fitness through altruism with close relatives due 
to their shared genes. The main theories used to help explain cooperation among 
unrelated individuals have been categorized as either directed reciprocation or 
by-product benefits (Sachs et al., 2004). Many of the models that fit the former 
category, including host sanction and partner fidelity, have developed out of, and 
are supported by, years of game theory modelling and focus on how individuals 
avoid being exploited by their partners (Bergstrom et al., 2003; Bull and Rice, 
1991; Doebeli and Hauert, 2005; Dugatkin, 1997; Nowak, 2004). Specifically, 
within directed reciprocation cooperation is thought to be maintained when part-
ners prevent one another from pursuing their own selfish interests (“cheating”), 
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such as retaliation against cheating. However, empirical support for mechanisms 
of directed reciprocation that stabilize interspecific mutualisms is mostly lacking 
(Bergstrom et al., 2003; Bull and Rice, 1991; Doebeli and Hauert, 2005; Dugat-
kin, 1997; Nowak, 2004; Sachs et al., 2004).

Studies on the stability of mutualisms have generated extensive and valu-
able information about cooperation between unrelated individuals. However, 
these studies have primarily been framed within the traditional view of pair-wise 
partner associations occurring in isolation (Bergstrom et al., 2003; Bronstein and 
Barbosa, 2002; Stanton, 2003), while it is becoming increasingly clear that mu-
tualisms are usually embedded within complex ecological communities (Althoff 
et al., 2004; Bronstein and Barbosa, 2002; Bronstein, 2001; Currie et al., 1999; 
Curry et al., 2006; Currie et al., 1999; Irwin, 2006; Little and Currie, 2008; 
Morris et al., 2003; Segrages et al., 2005; Strauss et al., 2004), and that these ad-
ditional symbionts or interactants (tertiary, quaternary etc.) play important roles 
in mutualism dynamics. Indeed, third parties have been shown to alter the inten-
sity, outcomes, and ultimately even the symbiotic state (mutualistic or parasitic) 
of an association (see [Bronstein and Barbosa, 2002] for review). For example, 
some mutualisms are known to exist only in the presence of other species, such 
as protective mutualisms where the presence of natural enemies is required for 
benefits to be conferred (Agrawal and Fordyce, 2000; Fischer and Shingleton, 
2001; Currie et al., 1999; Morales, 2000; Palmeret al., 2008). In addition, recent 
work on bird-dispersed pine trees has revealed that the presence/absence of a 
competitor, pine squirrels, alters selection on a trait specifically associated with 
the bird-pine mutualism (Siepielski and Benkman, 2007). This illustrates that 
selection imposed on a mutualism by a third party can disrupt the success and/or 
stability of the association. Despite mounting evidence to support the importance 
of additional symbionts and community members in the biology of mutualisms, 
the concept has not yet been extensively explored with respect to the evolutionary 
stability of mutualisms.

Parasites of mutualisms may be particularly important in altering the dynam-
ics of cooperative relationships in ways that influence their stability. Parasites 
not only drive host evolution, they also shape community dynamics by indi-
rectly influencing the organisms their hosts interact with. The indirect influence 
of parasites should be especially pronounced within mutualistic relationships, 
as increased morbidity and mortality caused by a parasite of one partner will 
significantly influence the success of the other partner (Currie, 2001; Oliver et 
al., 2005). Since cooperative partners frequently face a “common enemy” in the 
form of parasites, we hypothesize that the presence of an abundant and virulent 
parasite of one member of a mutualism could provide selective pressure such 
that cooperation between partners is favored over exploitation. Our hypothesis is 
similar to triadic models developed by social scientists to investigate the role of 
third parties in cooperative dynamics among humans (Lee et al., 1994), however 
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as mentioned above, the impact of additional players on the evolutionary stability 
of mutualisms has not been examined empirically.

The mutualism between fungus-growing ants and the fungi they cultivate 
for food is an example of a cooperative relationship that has persisted over evo-
lutionary time despite continual impact from a virulent parasite (Chapela et al., 
1994); Currie, 2001; Currie et al., 2003; Little et al., 2006; Mueller et al., 2001). 
To test our hypothesis that parasites may stabilize cooperative relationships, we 
experimentally manipulated sub-colonies of fungus-growing ants to determine 
the impact of parasites on (i) ants with fungal partners who provide decreased 
benefit to ants (cheater fungi), and (ii) fungi being tended by ants who provide 
limited benefits and increased costs to the fungus garden (cheater ants). We 
explore our empirical results further by utilizing the classic Iterative Prisoner’s 
Dilemma model (Axelrod and Hamilton, 1981) to confirm how the addition of a 
virulent parasite influences the traditional victors of the model: Always Defect 
and Tit for Tat.

Methods

Fungus-Growing Ant Symbiosis

Ants in the tribe Attini engage in an obligate mutualism with basidiomyce-
tous fungi (Lepiotaceae and Pterulaceae) (Chapela et al., 1994; Munkacsi et al., 
2004). The fungus is maintained in specialized gardens, often subterranean, and 
ant workers forage for substrate to support the growth of their fungal mutualist 
and help protect it from potential competitors or parasites. The fungus is verti-
cally transmitted between generations, with new queens carrying a fungal pellet, 
collected from their natal garden, on the nuptial flight (Weber, 1972). In exchange 
for these benefits, the fungus serves as the primary food source for the ant colony. 
Fungal cultivation in ants has a single origin, ~45 million years ago (Schultz and 
Brady, 2008). The subsequent evolutionary history has generated a diverse col-
lection of ants (more than 230 species) and fungi.

The fungus-growing ant symbiosis is a good model system to investigate 
the ecological and evolutionary effects parasites have on mutualists for several 
reasons. First, the symbionts are widely distributed in the new world tropics, and 
are conspicuous and populous enough to allow for adequate collection. Second, 
symbionts are amenable to laboratory maintenance, being readily cultivable, thus 
allowing researchers to study and manipulate each symbiont separately and in 
combination. Third, an entire tribe of ants culture fungi for food. Each lineage in 
the tribe tends specific fungal cultivars, which each host specialized mycopara-
sites in the genus Escovopsis (Ascomycota: Hypocreales). Escovopsis exploits 
the ant-fungal mutualism by extracting nutrients from the fungal mycelium at a 
significant cost to both the ants (indirectly) and fungi (directly) (Currie, 2001; 
Reynolds and Currie, 2004). The high prevalence of Escovopsis and early origin 
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in the ant-fungal symbiosis (Currie, 2001; Currie et al., 2003) suggests that it 
could help stabilize the ant-fungal mutualism over evolutionary time by aligning 
the selfish interests of the partners against the parasite.

Experimental Design and Overview

To empirically test the potential role Escovopsis plays in stabilizing coopera-
tion between fungus-growing ants and their cultivated fungi, we investigated the 
interaction between the fungus garden parasite and cooperative and uncoopera-
tive (“cheating”) pairs of ants and fungi. The benefits gained by cheating could 
be diminished if there is a severe parasitic infection which results in increased 
costs to ants or fungi. In this instance, Escovopsis could help stabilize the ant-
fungus mutualism, by selecting against cheaters. More specifically, if cheating 
by either mutualist results in increased morbidity due to the garden parasite, then 
the selective advantage of cheating would be reduced or potentially nullified. 
We examine this possibility by using a two-by-two factorial design, crossing the 
presence/absence of parasitism with the presence/absence of a cheating partner. 
Sub-colonies were randomly assigned to one of four treatments: i) no infection 
and no cheating, ii) no infection and cheating, iii) infection and no cheating or, 
iv) infection and cheating. “Ant-cheating” was simulated by altering the male to 
female ratio (worker castes are always female, while the only function of males 
is reproduction) in Trachymyrmex cf. zeteki sub-colonies. The ant-cheating treat-
ment mimics ant colonies investing more energy into colony reproduction and 
less into workers that tend the garden. Consequently, there is less investment in 
colony/garden maintenance (by worker ants), and additional costs imposed on 
the fungus garden while males inhabit the nest. In separate Atta colombica sub-
colonies, “fungus-cheating” was simulated by removing the specialized nutrient-
rich hyphal swellings (gongylidia) produced by the cultivated fungus for the ants 
to feed on. Gongylidia benefit ants but they are not necessary for cultivar growth 
or survival (Bass and Cherrett, 1995), thus removing gongylidia simulates fungal 
cheating by decreasing the nutrient benefit the fungus provides the ants. Colony 
fitness following treatment was assessed by measuring fungal garden biomass 
fluctuations (note: number of ant workers within colonies and colony production 
of reproductives is highly correlated to fungus garden biomass) (Currie, 2001). 
The parasitism treatment involved infecting the ants’ fungus garden with the spe-
cialized parasite Escovopsis. Each treatment is described in detail below.

Sub-Colony Setup

Ten six-month-old queenright A. colombica colonies and 10 queenright T. 
cf. zeteki colonies with a single fungus chamber were collected in Gamboa, Pan-
ama. Sub-colonies of A. colombica were composed of 1.0 g of fungus garden and 
~115 ants (consistent ratio of worker size and age castes, and brood), and were 
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maintained in plastic dual chambers (one housing the garden, and one for feeding, 
foraging, and dumping of refuse) connected by plastic tubes. Trachymyrmex cf.
zeteki sub-colonies were composed of 0.1 g of fungal cultivar and four ants, and 
housed in plastic Petri dishes (60 mm diameter). Colonies were placed on mineral 
oil islands to prevent potential transfer of microbes between sub-colonies via 
vectors (e.g., mites), were given unrestricted access to foliage (A. colombica) or 
a mixture of dried oats and oak catkins (T. cf. zeteki), and watered three times a 
week. All sub-colonies used in the experiment were healthy, stable, incorporating 
new substrate into the fungus garden, and free of detectable Escovopsis infection 
(Currie et al., 1999).

Simulation of Cheating by Ants

To simulate cheating by the ants the sex ratio of T. cf. zeteki sub-colonies 
was altered; in cheater sub-colonies two females and two males were present, 
while four females and zero males were present in control sub-colonies. We use 
colonies of T. cf. zeteki to simulate cheating by the ants because this species 
regularly produces males in the laboratory (A. colombica do not). All worker 
ants are female, and female reproductives (gynes) are responsible for maternal 
vertical transmission of the fungal mutualist. Males are reared on the nutrients 
of the fungal mutualist and stay within the fungus garden prior to the nuptial 
flight however they do not contribute towards tending the fungus garden. Thus, 
male ants are a direct cost to the fungus garden; they provide no known benefit 
to the ant’s fungal mutualist, neither dispersing nor contributing to fungus garden 
maintenance (Mueller et al., 2001).

Simulation of Cheating Fungi

To simulate cheating by the fungal mutualist, 10% of A. colombica garden 
biomass (containing ~276 gongylidia clusters) and all gongylidia clusters on the 
top surface of the garden (~265 clusters per nest) were removed. Gongylidia re-
moval was done by hand, using a dissecting scope (Accu-Scope, Sea Cliff, NY) 
and jewel-tip forceps (Bioquip, Rancho Dominguez, CA). Atta colombica was 
used to simulate cheating by the fungal mutualist because the cultivated fungus 
of this species produces large, tightly clustered, nutrient-rich hyphal swellings, 
called gongylidia. Worker ants preferentially feed on gongylidia and harvest them 
as nutrients to support the growth of larvae (Mueller et al., 2001; Quinlan and 
Cherrett, 1978). The production of gongylidia by the cultivated fungi provides 
no apparent benefit to the fungus, but instead serves as a food source that is more 
beneficial to the ants than the regular hyphae of the fungus (Bass and Cherrett, 
1995; Quinlan nd Cherrett, 1978). Gongylidia do not directly benefit the fungus 
garden and they do not help defend the garden from Escovopsis (see below). 
While T. cf. zeteki fungi also produce gongylidia, they are smaller, less abundant 
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and fewer per cluster than those of A. colombica (A. Little pers. obs.). To achieve 
sufficient gongylidia removal and limit fungus garden destruction during sub-
colony treatment preparation, it was necessary to use A. colombica, rather than T. 
cf. zeteki sub-colonies to mimic fungal cheating.

Infection of Sub-Colonies with Escovopsis

Escovopsis strains used in experiments were isolated in Gamboa, Panama 
from T. cf. zeteki and A. colombica colonies. Isolates were grown on potato dex-
trose agar (PDA) (Difco, Sparks, MD) with 1000 iu/ml of penicillin-streptomycin 
(MP Biomedicals Inc., Aurora, OH). Spores were added to ddH2O with Tween 
20 [5 × 10-5] (Fisher Scientific, Pittsburgh, PA) to evenly disperse spores in solu-
tion. Trachymyrmex cf. zeteki and A. colombica colonies received 0.05 and 0.5 
ml of solution, respectively (ca 6000 spores/T. cf. zeteki sub-colony, ca. 20000 
spores/A. colombica sub-colony) via mist inoculation. Sub-colony biomass was 
measured prior to, and 72 hours after treatment. The relative changes in biomass/
sub-colony/treatment were subjected to 2-way ANOVA in Minitab (2003). The 
success of the ants is directly dependent upon the health and biomass of the 
fungus gardens, therefore, as in other studies (Bot et al., 2001; Currie and Stuart, 
2001), we use garden biomass as an indirect fitness indicator for the ant in the 
ant-cheating experiment.

Prisoner’s Dilemma Computer Simulation

Using the classic Prisoner’s Dilemma model (PD) (Axelrod and Hamilton, 
1981), we further explore our empirical results that indicate parasites can play a 
role in stabilizing cooperation. In the PD two players interact, each has the abil-
ity to cooperate or cheat. Cooperation provides the opponent a benefit (b), while 
incurring a cost (c) to the player (b > c > 0). The highest payoff is received when 
a player cheats while its partner cooperates: the cheater benefits without paying 
the cost of cooperation (Temptation to cheat T = b). If both players cooperate 
each receives a net benefit (Reward) of R = b - c, while mutual cheating results 
in a Punishment payoff of P = 0. The lowest payoff is received by a player that 
cooperates while its opponent cheats (Suckers payoff S = -c). In single interac-
tions, cheating is the best strategy (T > R > P > S). Our results from ant-fungal 
manipulations suggest that the presence of a parasite would alter the PD payoff 
matrix such that pure cooperation is the best strategy. More specifically, cheating 
by either ants or fungi results in an increased parasite impact, reducing the benefit 
of “temptation” to cheat (R > T = P > S). In addition, because cooperation by 
one player (i.e. ants) provides some degree of defense against parasitism (i.e. Es-
covopsis) further alters the payoff matrix to favor cooperation (R > T = P = S).

The Iterative Prisoner’s Dilemma Model (IPD), where players engage in 
multiple interactions, is much more relevant to natural system. Based on the 
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alteration of the payoff matrix of the single interaction PD model (see above), it 
is clear that if parasites impact every interaction in the IPD model they will help 
favor cooperation over cheating. However, it is very unlikely that parasites are 
so ubiquitous in natural populations that they influence every interaction. Thus, 
we utilized a computer program called DILEMMA to determine what level of 
parasite prevalence is required to potentially help stabilize cooperation within the 
IPD model [see Additional file 1].

Using DILEMMA, we explored the role of parasites in altering the dynam-
ics within the IPD model by conducting simulations involving various combina-
tions of strategies in the presence and absence of parasites. Simulations involved 
populations of 10,000 individuals, each individual engaged in 25 interactions 
per generation. Simulations were run for 500 generations, which we previously 
determined to be sufficient to obtain a stable proportion of strategies across 
generations. The average of 100 independent runs for each different simulation 
is presented. In the first simulation a 50:50 ratio of individuals playing “always 
defect” (uncooperative strategy), and “always cooperate,” (cooperation in every 
interaction) was used. Subsequently, simulations using the same 50:50 ratio with 
parasites present were run. Ten independent runs (500 generations each) were run 
with proportions of parasitism increasing by increments of 10%, and the means of 
the final frequencies of each strategy in the population were plotted by proportion 
of population infected with parasites. A second set of simulations was conducted, 
with three additional strategies (“tit for tat,” “sneaker,” and “random” [see Ad-
ditional file 1]). All strategies started with a 20% frequency in the population. As 
above, this simulation was run in the absence of parasites for 500 generations, and 
then parasites were added with varying prevalence up to infection rates of 100%.

Results

Empirical Test of Hypothesis

In our experiments we found that infected sub-colonies with cheating popu-
lations of ants or fungi each lost significantly more garden biomass than sub-
colonies subjected to infection or cheating (ants or fungi) alone (2-way ANOVA 
p < 0.001 df = 3, for both treatments) (Fig. A4-1). When a cheater is present, 
the cost of Escovopsis infection is substantially greater than it is in sub-colonies 
with only cooperative partners. This suggests that the negative consequences Es-
covopsis has on ant and fungal health could result in parasite-induced selection 
eliminating cheating by either mutualist. There are several reasons colonies with 
cheaters are likely to be less successful at fighting garden infection, than those 
with cooperative ants and fungi. Increased virulence of Escovopsis in the “cheat-
ing ant” treatment is likely because the enforced shift to a 50% male:worker ratio 
results in fewer worker ants present to defend the garden from infection (Currie 
and Stuart, 2001). In the “cheating-fungi” treatment, the mechanism(s) causing a 
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greater impact of infection is less clear. The high concentration of nutrients found 
in gongylidia may be a necessary energy source for worker ants that remove 
parasitic spores. The ants may also retaliate against fungal cheaters by allocating 
less effort into garden maintenance, which would result in greater garden biomass 
loss during infection.

Prisoner’s Dilemma Simulations

In the classic model, when one partner always cooperates and the other al-
ways cheats, the cheater population quickly out-competes the cooperator popula-
tion (Fig. A4-2a). In contrast, parasite infection rates of 51% or higher results in 
the strategy “always cooperate” being successful and stable (Fig. A4-2b). In the 

Figure A5-1.eps
bitmap

FIGURE A4-1 Cheating/infection experiments. Two-way interaction graph illustrating 
the impact of experimental infection and cheating ants or mutualistic fungi on the garden 
biomass in two types of fungus-growing ant colonies. A) Trachymyrmex cf.zeteki sub-
colonies (n = 40), treated with crossing the presence/absence of fungus garden infection 
with the presence/absence of cheating ants, shows significantly higher loss of garden bio-
mass when exposed to cheating and infection simultaneously than in all other treatments 
(2-way ANOVA p < 0.001 df = 3). B) Atta colombica sub-colonies (n = 80), crossing the 
presence absence of fungus garden infection with the presence/absence of cheating fungi, 
shows a significantly greater loss in garden biomass when cheating and infection are ex-
perienced simultaneously than in all other treatments (2-way ANOVA p < 0.001 df = 3). 
Non-parallel lines shown in ‘A’ and ‘B’ illustrate significance (2-way ANOVA analyses) 
of the interaction between infection and cheating treatments.
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Figure A5-2.eps
bitmap

FIGURE A4-2 Prisoner’s 
Dilemma simulations. Graphi-
cal output from DILEMMA, 
a computer program simulat-
ing the Iterated Prisoner’s 
 Dilemma (IPD) with the 
ability to incorporate parasites 
into the classic model to de-
termine how prevalent parasite 
would need to be within popu-
lations to help favour coopera-
tion over cheating. A) In the 
traditional IPD, the strategy 
“always defect” quickly elimi-
nates the purely cooperative 
strategy “always cooperate” 
from the population. B) When 
parasitism is introduced into 
the population, “always co-
operate” becomes a dominant 
strategy when infection rates 
are greater than 50% in the 
population. C) Strategies that 
combine cooperation with 
retaliation, such as “tit for tat,” 
are successful in a heteroge-
neous population of strategies 
in the IPD (strategies defined 
in Supplementary Table 2). 
D) In the presence of para-
sites, “always cooperate” be-
comes a viable and dominant 
strategy in a heterogeneous 
population at parasitism levels 
as low as 35%. Output was 
generated using populations 
of 10,000 individuals, which 
engaged in 25 interactions per 
generation, for 500 genera-
tions. Each graph depicts the 
mean of 100 independent runs 
of the DILEMMA program. 
Standard error (SE) bars are 
not shown because values are 
less than 4.92 × 10-3, with the 
exception of the data points at 
0.5 parasitism (b), which have 
SEs of 0.479.
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classic model cooperation is successful and stable if cooperative strategies can 
retaliate against cheating, such as the well-known IPD strategy “tit for tat” (TFT, 
Fig. A4-2c). In our DILEMMA simulations, when cooperative strategies capable 
of retaliation against cheaters (i.e., TFT) are included, the strategy “always co-
operate” forms a stable population at infection levels of 10%, and out-competes 
TFT when infection levels are greater than 35% (Fig. A4-2d). These simulations 
support our empirical results by indicating that when parasites are common, 
cooperation is stable as the benefits gained by cheating are outweighed by the 
increased cost of infection.

Discussion

Despite the important role mutually beneficial associations play in shaping 
all levels of biological organization, how these relationships establish and main-
tain stability is not well understood. The challenge is elucidating the factor(s) that 
prevent selection from favoring partners who pursue their own selfish interests, 
cheaters who obtain benefits without providing rewards in return. Most theo-
ries proposed to help explain the evolutionary stability of mutualism argue that 
cooperation is stabilized by individuals employing mechanisms to avoid being 
exploited by their partners (e.g., host sanctions, partner choice) (Bull and Rice, 
1991; Kiers et al., 2003). In contrast to this typical view that partners enforce 
reciprocity within beneficial exchanges, here we suggest, and provide empirical 
and theoretic evidence for, the possibility that an external force, such as parasit-
ism, can help stabilize cooperation by aligning the selfish interests of partners.

One way parasites may help stabilize mutualisms is if “cheating” by one 
partner results in greater parasite-induced morbidity or mortality in one or both 
partners, resulting in a net loss to the “cheater” (i.e., the benefits obtained from 
“cheating” are diminished by the increased costs from more severe infection by 
the parasite). Indeed, here we found, using the fungus-growing ant mutualism as 
a model system, that cheaters can suffer disproportionately more in the presence 
of a parasite than their non-cheater counterparts. More specifically, enforced 
cheating by either the ants or their fungal partner had little to no negative impact 
on the health of the fungus garden, which both mutualists obligately depend on. 
In the presence of the garden parasite, cheating by either mutualist resulted in 
significantly higher parasite induced garden morbidity, as compared to controls 
involving garden infections with cooperative mutualist partners. Thus, our em-
pirical results indicate that the increased impact of parasitism in the presence 
of cheating can reduce the inherent conflict (Herre et al., 1999; Mueller, 2002; 
Poulsen and Boomsma, 2005) between mutualists (Fig. A4-3), potentially con-
tributing to the stability of the beneficial association.

Escovopsis can be extremely prevalent, infecting more than 75% of col-
onies of fungus-growing ant nests in some populations, and is known to be 
virulent (Currie et al, 1999; Currie, 2001). Thus, we believe our results indicate 
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Figure A5-3.eps
bitmap

FIGURE A4-3 Cooperation and conflict within the fungus-growing ant microbe symbio-
sis. A) Fungus-growing ants forage for substrate to nourish their cultivated fungus, which 
they also groom to help remove garden parasites. B) In return, the fungus serves as the 
primary food source for the ants; with some species producing nutrient-rich hyphal swell-
ings (gongylidia) that the ants preferentially feed on. Cooperation and conflict is inherent 
to the ant-fungus mutualism (black arrows, head points toward recipient of benefit), with 
each symbiont receiving a benefit (+), at a cost to the other (-). Natural selection favors 
symbionts that increase their own fitness selfishly by exploiting their partner, receiving 
a benefit (+) without paying the cost (-) associated with providing a benefit in return. C) 
The mutualism is parasitized by specialized fungi in the genus Escovopsis, which acquire 
nutrients from the fungus garden at a direct and indirect cost to the cultivated fungus and 
ants, respectively. Cooperation is enforced, and cheaters minimized, because the selfish 
interests of both ants and cultivated fungus are aligned (orange triangle) against the para-
site Escovopsis.
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that cheating by either ants or fungi could be rapidly eliminated within natural 
populations by previously established infections or by new infections of the 
horizontally transmitted parasite. The alignment of interests between the ants and 
their cultivated fungi, in opposition to the garden parasite, is further illustrated by 
the contribution the ants make to cultivar defense. Specifically, the ants employ 
specialized behaviors to physically remove parasitic inoculum from the fungus 
garden (Currie and Stuart, 2001). Without ant behavioral defenses, the garden is 
rapidly overgrown by the parasite (Currie et al., 1999), indicating that defense 
against Escovopsis requires cooperation between ants and their fungal mutual-
ists. The early origin of Escovopsis within the symbiosis and its coevolutionary 
history with the ants and their fungal cultivar (Currie et al., 2003), suggests that 
the parasite may have been a stabilizing force within the ant-fungal mutualism 
for millions of years.

Our view of the stability of cooperation has largely developed out of game 
theory, especially the PD model (Axelrod and Hamilton, 1981). In the classic sin-
gle interaction model, cheating is always favored over cooperation (T > R > P > S, 
see methods above and Fig. A4-2a). However, when the model involves multiple 
interactions among players (IPD), strategies that are cooperative but capable of 
retaliating against cheating can out-compete cheating strategies (e.g., the well-
known TFT). As outlined above, our empirical results indicate that a parasite has 
the potential to alter the payoff matrix so that cooperation is favored over cheating 
in the single interaction PD model. This illustrates the potential for third parties 
to alter the dynamics of cooperation in ways that shape mutualism stability. Our 
simulations revealed that even at relatively low prevalence parasitism can select 
for stability of a cooperative strategy that is incapable of retaliating against 
cheating. Specifically, “always cooperative” out-competes “always defect” when 
51% of interacting partners in a population are infected, which is well within 
the known infection rates in the fungus-growing ant mutualism. When TFT was 
integrated into the simulation, surprisingly, we found that “always cooperative” 
forms a stable population at infection levels of 10%, and out-competes TFT 
when parasite prevalence is greater than 35%. These findings provide theoretical 
support to our empirical results from the fungus-growing ant mutualism, further 
suggesting that parasites can provide an external sanction against one partner’s 
cheating, or simply alter the costs and benefits received from cooperation versus 
cheating in such a way that natural selection favors cooperation.

We believe our findings are applicable beyond the fungus-growing ant mi-
crobe-symbiosis. Mutualisms in which survival and reproduction are tightly 
linked to cooperation are especially likely to be stabilized by antagonists, as 
morbidity and mortality in one partner is expected to have a significant cost to the 
other; this is complimentary to partner fidelity feedback (Bull and Rice, 1991). 
Protective mutualisms, in which one partner defends the other from a natural en-
emy, are common in nature. Just as fungus-growing ants protect their mutualistic 
fungi from parasites, there are ants that protect plants from herbivores (Huxley 
et al., 1991), bacteria that protect their insect hosts from disease (Oliver et al., 
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2005), and endophytic fungi that protect their plant hosts from herbivores via 
secondary metabolite production (Tanaka et al., 2005). Our results support the 
prediction that in these interactions it is likely that when the threat imposed by 
a tertiary symbiont (i.e. predator, parasite) is absent, the protective mutualism 
may break down. Indeed, a recent paper by Palmer et al. (2008) revealed the 
breakdown of an ant-plant mutualism in the absence of large-herbivores. Fur-
thermore, the contribution symbionts make to protect their hosts, which appear 
to be widespread (see Haine [2008]) may be evidence of parasites aligning the 
interests of mutualists.

Conclusion

Cooperative relationships that occur in natural systems persist in complex eco-
logical communities where interspecific interactions are continuous. In some in-
stances one, or a combination, of the models included in the Sachs et al. framework 
of directed reciprocation, shared genes, and by-product benefits, adequately explains 
stable cooperation among organisms. However, our results suggest that a third species 
eliciting selective pressure on one member of a mutualism can limit cheating by a 
mechanism that does not neatly fit the current framework. Cooperative dynamics in 
which two partners have their selfish interests aligned in opposition to a third (para-
sitic) party, can provide a stabilizing force that helps maintain cooperation between 
species, that is neither a by-product (e.g. coincident of a selfish action), nor directed 
reciprocation. Additionally, it is important to be clear that parasitism need not be a 
mutually exclusive factor stabilizing cooperation. It is possible, and perhaps likely, 
that parasite pressure works in concert with other well-defined mechanisms that 
promote cooperation. It would be interesting to empirically test how the addition of 
a third parasitic species influences cooperative interactions that are believed to be 
governed by reciprocation, by-product benefits or shared genes.
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Herbivores gain access to nutrients stored in plant biomass largely by 
harnessing the metabolic activities of microbes. Leaf-cutter ants of the genus 
Atta are a hallmark example; these dominant neotropical herbivores cultivate 
symbiotic fungus gardens on large quantities of fresh plant forage. As the 
external digestive system of the ants, fungus gardens facilitate the production 
and sustenance of millions of workers. Using metagenomic and metaproteomic 
techniques, we characterize the bacterial diversity and physiological potential 
of fungus gardens from two species of Atta. Our analysis of over 1.2Gbp of 
community metagenomic sequence and three 16S pyrotag libraries reveals that 
in addition to harboring the dominant fungal crop, these ecosystems contain 
abundant populations of Enterobacteriaceae, including the genera Entero bacter, 
Pantoea, Klebsiella, Citrobacter and Escherichia. We show that these bacterial 
communities possess genes associated with lignocellulose degradation and di-
verse biosynthetic pathways, suggesting that they play a role in nutrient cycling 
by converting the nitrogen-poor forage of the ants into B-vitamins, amino acids 
and other cellular components. Our metaproteomic analysis confirms that 
bacterial glycosyl hydrolases and proteins with putative biosynthetic functions 
are produced in both field-collected and laboratory-reared colonies. These 
results are consistent with the hypothesis that fungus gardens are specialized 
fungus–bacteria communities that convert plant material into energy for their 
ant hosts. Together with recent investigations into the microbial symbionts of 
vertebrates, our work underscores the importance of microbial  communities 
in the ecology and evolution of herbivorous metazoans.

Introduction

Ants are critical components of terrestrial ecosystems around the world 
(Hölldobler and Wilson, 1990). Among ants, leaf-cutters in the genus Atta (Fig-
ure A5-1a) are particularly dominant, with mature colonies achieving immense 
sizes and housing millions of workers (Hölldobler and Wilson, 2008, 2010). 
Ranging from the southern United States to Argentina, species of leaf-cutter 
ants can construct elaborate subterranean nests containing hundreds of cham-
bers and displacing up to 40 000 kg of soil (Hölldobler and Wilson, 2010). The 
ant societies housed within these nests are equally impressive, with an intricate 
division of labor observed between different castes of workers (Hölldobler and 
Wilson, 2010). Associated with this division of labor is substantial worker-size 
polymorphism: the dry weight of individual workers in the same colony can dif-
fer by 200-fold (Hölldobler and Wilson, 2010). The success of leaf-cutter ants 
is largely attributed to their obligate mutualism with a basidiomycetous fungus 
(Leucoagaricus gongylophorus) that they culture for food in specialized gardens 
(Figure A5-1b) (Weber, 1966; Hölldobler and Wilson, 2008, 2010). Fresh plant 
forage collected by the ants serves to nourish the fungus, which in turn is thought 
to have originated 8–12 million years ago, and numerous adaptations in both the 
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ants and the fungus have occurred over this long history of agriculture (Weber, 
1966; Chapela et al., 1994; Schultz and Brady, 2008).

The fresh-foliar biomass leaf-cutter ants integrate into their fungus gardens 
is composed largely of recalcitrant lignocellulosic polymers. The ants presum-
ably gain indirect access to the carbon stored in plant cell walls through the 
metabolic activities of their fungus gardens, which act as an ancillary digestive 
system (Pinto-Tomas et al., 2009). Despite being a critical aspect of leaf-cutter 
ant biology, the process through which fungus gardens degrade plant forage has 
only recently been intensely investigated (De Fine Licht et al., 2010; Schiott et al., 
2010; Suen et al., 2010; Semenova et al., 2011). Originally it was thought that the 
fungal cultivar primarily degraded cellulose, and that this was the main polymer 
converted into nutrients for the ants (Martin and Weber, 1969). However, the 
cellulolytic capacity of this fungus has come into question, as it has been shown 
that pure cultures cannot grow on cellulose as a sole carbon source (Abril and 
Bucher, 2002). This has led to the suggestion that cellulose is not deconstructed 
in leaf-cutter ant fungus gardens, but rather that the fungal cultivar uses a variety 
of hemicellulases to deconstruct primarily starch, xylan and other plant polymers 
(Gomes De Siqueira et al., 1998; Silva et al., 2006a,b; Schiott et al., 2008).

Another model posits that plant cell wall degradation in fungus gardens is 
partially mediated by lignocellulolytic bacteria. There is some support for this 
model. Importantly, recent work has found evidence for substantial cellulose 
deconstruction in the fungus gardens of Atta colombica and the presence of 
lignocellulolytic bacteria in these ecosystems (Suen et al., 2010). Another study, 
employing the culture-independent analysis of membrane-lipid markers, has sup-
ported the hypothesis that a distinct community of predominantly Gram-negative 
bacteria resides in fungus gardens (Scott et al., 2010), and the presence of symbi-
otic nitrogen-fixing bacteria in the genera Pantoea and Klebsiella has also been 
shown (Pinto-Tomas et al., 2009). Together with culture-dependent investigations 
recovering microbial groups with a broad array of metabolic activities (Bacci et 
al., 1995; Santos et al., 2004), these experiments have led to the suggestion that 
fungus gardens represent specialized fungus–bacteria consortia selected for by 
the ants, and that the bacteria have essential roles, including plant biomass deg-
radation, nutrient biosynthesis, and competitive or antibiotic-mediated exclusion 
of pathogens (Mueller et al., 2005; Haeder et al., 2009; Pinto-Tomas et al., 2009; 
Suen et al., 2010).

Using a combination of metagenomics and metaproteomics, we provide in-
sights into the microbial activities in leaf-cutter ant fungus gardens. Culture inde-
pendent investigations have previously been performed on leaf-cutter ant fungus 
gardens (Scott et al., 2010; Suen et al., 2010), but to date only a small quantity of 
bacterial sequences (~6 Mb) from the fungus gardens of a single ant species have 
been characterized. Here, by expanding on previous work, we sought to document 
the non-eukaryotic component of fungus gardens, describe the similarity of com-
munities from different ant species and examine potential microbial activities in 
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situ. To this end, we generated three 16S pyrotag libraries of over 8,000 sequences 
each and over 1.2 Gbp of raw 454 Titanium community metagenomic data from 
the bacterial component of A. cephalotes and A. colombica fungus gardens. To 
account for potential differences in microbial communities due to the extent of 
plant biomass degradation, we individually examined the top and bottom strata 
of A. colombica fungus gardens, which correspond to where the ants integrate 
fresh forage and remove partially degraded plant substrate, respectively. We then 
conducted metaproteomic analyses on whole fungus gardens to identify proteins 
produced in these ecosystems and examine the physiology of resident bacteria 
in more detail. We found that similar bacterial communities inhabit all fungus 
garden samples analyzed, and that the metabolic potential of resident bacteria 
includes nutrient biosynthesis, hemicellulose and oligosaccharide degradation, 
and other functions that potentially enhance plant biomass processing in these 
ecosystems. Below we discuss a novel framework for understanding the complex 
interplay between leafcutter ants and the symbiotic communities residing in their 
fungus gardens.

Materials and Methods

Sample Processing for Community Metagenomes and 16S Pyrotag Libraries 

Fungus gardens from healthy A. cephalotes and A. colombica colonies were 
collected from nests near Gamboa, Panama, in April 2009. Whole A. cephalotes 
gardens were combined for subsequent analyses, whereas fungus gardens of A. 
colombica were laterally bisected to separate the top and bottom strata. Immedi-
ately after collection, the bacterial fraction of the samples was isolated and DNA 
was extracted as previously described (Suen et al., 2010). Briefly, plant, ant and 
fungal material were removed from all samples through a series of washing or 
centrifugation steps using 1×PBS (137mM NaCl, 2.7mM KCl, 10mM Na2HPO4, 
2mM KH2PO4). DNA was subsequently extracted from the remaining bacterial 
fraction using a Qiagen DNeasy Plant Maxi Kit (Qiagen Sciences, Germantown, 
MD, USA). One community metagenome and one 16S library were generated 
from each of the three samples using 454 Titanium-pyrosequencing technology 
(Margulies et al., 2005). Draft genomes of three bacteria isolated from Atta 
fungus gardens were also generated to supplement the reference databases used 
for the phylogenetic binning of metagenomic data. Technical details for the se-
quencing, assembly, and annotation of all data can be found in the Supplementary 
Information.

Metaproteomics

Metaproteomic analysis was conducted on fungus garden material collected 
in Gamboa, Panama, from a nest of A. colombica distinct from that used for 
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metagenomic analyses. Moreover, we also conducted metaproteomic analyses on 
a lab-reared colony of A. sexdens for comparison. Detailed methods can be found 
in Supplementary Information. Briefly, proteins were extracted from whole fun-
gus-garden material, and the resulting protein solution was digested into peptides 
and subsequently analyzed by liquid chromatography tandem mass spectrometry 
(LC-MS/MS). The resulting peptide tandem mass spectra were compared with 
predicted protein datasets of the three community metagenomes individually. 
Peptide matches were filtered using Sequest (Eng et al., 1994) scores, MSGF 
spectral probabilities (Kim et al., 2008), and false discovery rates. We restricted 
our functional analyses to peptides mapped to proteins phylogenetically binned 
as bacterial, and the IMG-ER and KEGG annotations of these proteins were in-
spected to identify those potentially involved in biomass degradation or nutrient 
cycling (Table A5-5). Peptides mapping to these select proteins were inspected 
manually (FigureA5- 5, Supplementary Dataset 6).

Results

Community metagenomes and 16S pyrotag libraries Pyrosequencing of the 
V6–V8 variable region of the bacterial 16S rRNA gene for the same three 
samples yielded between 8000–12,000 reads (termed “pyrotags”) each (Table 
A5-2). Previous attempts to recover Archaeal 16S sequences from fungus gardens 
were unsuccessful (Suen et al., 2010), and amplification of these genes was not 
attempted here. Pyrosequencing of community DNA from three samples, repre-
senting both the individual top and bottom strata of A. colombica fungus gardens 
as well as the combined strata of A. cephalotes gardens, each yielded 382–441Mb 
of raw sequence data (Table A5-1). Reads from each library were assembled into 
community metagenomes comprising 40–100 Mbp of sequence data.

Microbial Diversity in Fungus Gardens

Clustering of sequences in the 16S pyrotag libraries from the A. colombica 
top, A. colombica bottom and A. cephalotes fungus-garden samples recovered 

TABLE A5-1 Sequencing Statistics of the Community Metagenomes

Ant species A. colombica top A. colombica bottom A. cephalotes

Number of trimmed reads 998 047 862 246 1 068 791
Amount of raw sequence (Mbp) 441.2 382.1 431.0
Number of contigs 28 034 21 203 17 914
Largest contig (kbp) 359.8 361.9 168.3
N50 contig size (kbp) 1.8 1.8 4.7
Number of singleton reads 188 523 161 267 55 949
Protein coding genes 240 966 199 019 73 881
Size of assembled data (Mbp) 100.9 83.2 40.6
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204, 274 and 25 operational taxonomic units (OTUs, 97% identity cutoff), re-
spectively. The majority of the OTUs were most similar to sequences of Gam-
maproteobacteria and Firmicutes (22–217 OTUs, 72–89% of OTUs, and 2–35 
OTUs, 5–12% of OTUs, respectively), and only OTUs corresponding to those 
phyla were represented in all three samples (Figure A5-1c). Phyla represented 
in lower abundance and more sporadically included the Betaproteobacteria (≤10 
OTUs, ≤4.9% of OTUs), Alphaproteobacteria (≤7 OTUs, ≤3.4% of OTUs), Bac-
teriodetes (≤4 OTUs, ≤2% of OTUs), Acidobacteria (≤1 OTU, ≤1% of OTUs) 
and Actinobacteria (≤1 OTU, ≤4% of OTUs) (Figure A5-1c). Most pyrotags cor-
responded to the Gammaproteobacterial family Enterobacteriaceae (79–99% of 
individual pyrotags, Table A5-2). Although taxonomic profiles were similar in all 
three pyrotag libraries, the bacterial diversity of each of the A. colombica samples 
was greater than that recovered from the A. cephalotes fungus garden sample.

Community metagenomic analyses recovered primarily bacterial sequences 
(71–80% of total assembled bp) (Table A5-3). Consistent with the 16S pyrotag 
libraries, the majority of sequences in all three data sets matched most closely to 
Gammaproteobacteria (69–72%), especially Enterobacteriaceae (53–70%). To 
refine taxonomic resolution and infer the relative abundance of microbial groups, 
raw reads were phylogenetically classified using the Genome relative Abundance 
and Average Size (GAAS) tool (Angly et al., 2009). Estimates based on GAAS 
analyses indicate that the Gammaproteobacteria were particularly abundant, with 
the genus Enterobacter comprising over 50% of the bacterial population in 
all the three metagenomes (Figure A5-1d). The community metagenomes also 
contained representative sequences from the genera Klebsiella (3.8–4.9%), Pan-
toea (1.8–15.6%), Escherichia (5.3–6.3%), Citrobacter (3–5.8%), Pseudomonas 
(0.04–4.2%) and Lactococcus (0.01–2.2%). BLAST-based classification of the 
assembly indicated that B1% of the sequences corresponded to bacteriophage 
in each of the community metagenomes (Table A5-3), whereas the GAAS tool 
estimated that 15.1%, 16.8% and 6.8% of the A. colombica top, A. colombica 
bottom and A. cephalotes metagenomes could be comprised of bacteriophage, 
respectively. 

Consistent with the GAAS- and BLAST-based analyses, the largest phyloge-
netic bins created by phymmBL were assigned to the genera Enterobacter, Pan-
toea, Klebsiella, Escherichia, Citrobacter and Pseudomonas. The Enterobacter 
bins were by far the largest, containing 15.3–29.5Mb of sequence. The majority 
of these sequences were most similar to the draft genome of Enterobacter FGI 35, 
a strain isolated in this study from an A. colombica fungus garden. The Pantoea 
bins were the next largest, containing between 5–7.2Mb of sequence each.

Metabolic Potential of Bacterial Lineages 

To compare the coding potential of different bacterial groups in fungus 
gardens, we analyzed genus-level phylogenetic bins of sequences constructed 
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from the community metagenomes. Comparison of the coding potential in the bins 
with the KEGG database (Kanehisa et al., 2008) recovered well-represented sugar 
metabolism pathways in most of the Enterobacteriaceae bins (Figure A5-2). More-
over, pathways involved in B-vitamin and amino-acid metabolism were found to 
be highly represented in both the Pseudomonas and Enterobacteriaceae bins. The 
Lactococcus bins showed relatively low representation in most of these pathways. 
Clustering of phylogenetic bins from each of the metagenomes by their KEGG 
pathway representation indicated that bacterial members corresponding to the 
same genus, with the exception of Citrobacter, had similar metabolic profiles. 

To examine how leaf-cutter ant fungus garden microbial communities dif-
fered from other environments, we predicted Clusters of Orthologous Groups 
(COGs) (Tatusov et al., 2001) from all contigs and reads from the three fungus-
garden metagenomes and compared these with COG profiles from all other 
metagenomes available on the Integrated Microbial Genomes/Microbiomes 
(IMG/M) database (Markowitz et al., 2008) (Figure A5-3). COG profiles for the 
three fungus-garden metagenomes were found to be highly similar. Compared 
with all other metagenomes on IMG, many COG categories were overrepresented 
in fungus gardens (Fisher’s exact test, P < 0.01), including amino-acid trans-
port and metabolism, carbohydrate transport and metabolism, and inorganic ion 
transport and metabolism (Figure A5-3). Specific COGs involved in carbohydrate 
transport and metabolism were analyzed in more detail to investigate possible 
bacterial roles in polysaccharide degradation, and sugar transporters and phos-
photransferase system components in particular were found to be significantly 
overrepresented in the fungus-garden metagenomes (Fisher’s exact test, P < 0.01) 
(Supplementary Dataset S2). 

To further investigate potential bacterial roles in plant-polymer deconstruc-
tion, we compared all predicted proteins in the three community metagenomes 
with the carbohydrate active enzymes (CAZy) database (Cantarel et al., 2009) and 
identified numerous enzymes potentially involved in this process (Table A5-4). 
The largest proportion of the identified proteins were most similar to oligosaccha-
ridedegrading enzymes (176–566 CAZymes, 28–30%), and relatively few were 
found to be predicted cellulases (4–5 CAZymes, 0.2–0.6%). Compared with other 
well-known lignocellulose-degrading communities such as the Tammar wallaby 
foregut (Pope et al., 2010) and termite hindgut (Warnecke et al., 2007), fungus 
gardens contained relatively fewer cellulases and hemicellulases, but similar 
numbers of oligosaccharide-degrading enzymes.

Comparison of Enterobacter Populations

To identify the similarities between the Enterobacter populations across dif-
ferent metagenomes, we performed a fragment recruitment analysis comparing 
all predicted genes from the Enterobacter FGI 35 phylogenetic bins from each 
metagenome with the draft Enterobacter FGI 35 genome (Figure A5-4). The 
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Figure A4-2.eps
bitmap

FIGURE A5-2 Reconstruction of KEGG pathways recovered from phylogenetic bins 
generated from the leaf-cutter ant fungus-garden metagenomes. KEGG profiles normalized 
by the number of predicted proteins in each phylogenetic bin were used for the cluster-
ing analysis. Pathways involved in the metabolism of carbohydrates, amino acids and 
B-vitamins were among the most highly represented and are shown here.
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fragment-recruitment analysis identified near-uniform coverage of >95% nucleic 
acid identity BLAST hits across the 33 Enterobacter FGI 35 contigs, with the 
exception of four regions between 18–66 kb large that we termed variable regions 
I–IV. Moreover, we found that there was also near-uniform coverage of 70–85% 
identity BLASTN hits across the draft genome. Investigation of the coding po-
tential in these conserved regions identified genes required for the synthesis of 
thiamine, pyridoxine, nicotinate, nicotinamide, pantothenate, folate and 19 amino 
acids. Only the later stages of the histidine biosynthetic pathway could be identi-
fied, although the full pathway is present in other Enterobacter contigs. These 
regions also encoded ABC transporters and phosphotransferase system com-
ponents predicted to uptake cellobiose, xylose, glucose, sucrose, b-glucosides, 
arbutin or salicin, N-acetyl-muramic acid, mannitol, mannose, sorbitol, galactitol, 
L-ascorbate, fructose, ribose, L-arabinose, methylgalactoside, sulfate, sulfonate, 
spermidine/putrescine, 2- aminoethylphosphonate, iron and other nutrients. The 
variable regions were found to contain primarily hypothetical genes and genes of 
unknown function, although some phage integrases were also identified.

Metaproteomics

Individual searches of the metaproteomic data against the predicted protein 
databases of each community metagenome recovered a total of 1186 redundant 
and 869 non-redundant peptides. Of all the distinct peptides recovered, 129 were 

Figure A5-3.eps
bitmap with some masked and reset type

Metagenome COG Profiles

All Metagenomes in IMG Fungus Gardens

%
 o

f 
C

O
G

s

FIGURE A5-3 Comparison of the COG category distributions of the three combined 
fungus-garden metagenomes (A. colombica top, A. colombica bottom, and A. cephalotes 
combined) and all other metagenomes available in IMG. The average COG values are 
shown ±s.d.
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found in both laboratory and field samples, while 351 were unique to the labora-
tory sample and 389 were unique to the field sample. A total of 747, 238 and 
201 peptides were recovered for the searches against the A. cephalotes, A. co-
lombica top and A. colombica bottom datasets, respectively. These peptides were 
mapped onto a total of 653 proteins, of which 354 were predicted from contigs 
or singletons that were phylogenetically binned as bacterial (see Supplementary 
Information for details on the phylogenetic binning procedure). The majority of 
bacterial proteins identified were predicted to belong to the Enterobacteriaceae, 
and functions predicted from these proteins included a variety of metabolic pro-
cesses (Table A5-5, Supplementary Dataset 5). Figure A5-5 highlights the overlap 
observed between laboratory-reared samples and field-collected samples for one 
peptide mapped to a predicted glycosyl hydrolase. Details for all mass spectra 
and the annotations for the bacterial proteins they mapped to can be found in 
Supplementary Datasets 3 and 5, respectively.

Discussion

Leaf-cutter ants are dominant New World herbivores, foraging on up to 17% 
of the foliar biomass in some ecosystems (Costa et al., 2009). In 1874 Thomas 
Belt established that leaf-cutters do not consume leaf material directly, as had 
been previously assumed, but instead use it as manure to cultivate a fungus for 
food in specialized gardens (Belt, 1874). For over a hundred years after Belt’s 
pioneering discovery it was believed that the fungus gardens of leaf-cutter ants 

Figure A4-4.eps
bitmap

FIGURE A5-4 Fragment recruitment analysis of genes phylogenetically binned to En-
terobacter FGI 35 against the draft Enterobacter FGI 35 genome. Each point indicates the 
best BLASTN match of a gene. Tick marks on the bottom indicate contig boundaries of 
the FGI 35 draft genome. Regions showing little or no coverage in the recruitment are 
marked on the top.
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represented a monoculture of the fungal cultivar that degraded plant cellwall 
material and converted it into nutrients for the ants (Weber, 1966; Martin and 
Weber, 1969). However,both the lignocellulolytic capacity of the cultivar and the 
view that fungus gardens are composed solely of the fungal mutualist have been 
recently challenged (Gomes De Siqueira et al., 1998; Abril and Bucher, 2002; 
Scott et al., 2010; Suen et al., 2010). In this study, we explored the hypothesis that 
bacteria are common constituents of fungus gardens that could be participating 
in plant biomass degradation and nutrient cycling. 

Our work demonstrates that a distinct community of bacteria resides in the 
fungus gardens of A. colombica and A. cephalotes leaf cutter ants. Our identifica-
tion of similar bacterial groups in fungus-garden samples taken from different ant 
species and garden strata supports this conclusion. Moreover, this is consistent 
with our finding that relatively few bacterial genera comprise the majority of the 
metagenomic sequences recovered in this study (see below). This, combined with 
the previous work on nitrogen fixation, plant biomass degradation and membrane-
lipid profiles in these ecosystems, indicates that bacteria are long-term residents 
of fungus gardens and not merely allochthonous organisms introduced from leaf 
material or the surrounding soil (Bacci et al., 1995; Pinto-Tomas et al., 2009; 
Scott et al., 2010; Suen et al., 2010). Thus, the term “fungus garden” may be mis-
leading, as these environments are composed of a fungus–bacteria community.

The bacterial component of the microbial ecosystem in fungus gardens ap-
pears to be dominated by only a few groups. Specifically, the genera Enterobac-
ter, Klebsiella, Citrobacter, Escherichia and Pantoea represent over two-thirds of 
the bacterial component in each of the community metagenomes (Figure A5-1d). 
This narrow genus-level diversity is likely the result of both the nutrient com-
position of the plant–fungal matrix and the meticulous hygienic practices of the 
ants. For example, leaf-cutters continuously weed their gardens to remove areas 
infected with microbial pathogens (Currie and Stuart, 2001), and also apply an-
timicrobials derived from both glandular secretions and symbiotic actinobacteria 
(Currie et al., 1999; Fernández-Marín et al., 2006). The extent of plant biomass 
degradation could also affect microbial diversity, but if this was a critical factor we 
would expect to find distinct communities between top and bottom garden strata, 
which contain fresh leaf material and largely degraded biomass, respectively. 
The similarity between different strata observed here, consistent with previous 
work reporting little difference between 16S libraries constructed from these two 
regions (Suen et al., 2010), indicates that the extent of plant biomass degradation 
is not a major contributor to community structuring. The consistent presence of 
bacterial groups within the Enterobacteriaceae throughout different garden strata 
and leaf-cutter ant species implicates them as having a consistent role in fungus 
gardens, and suggests that these environments represent highly structured com-
munities rather than a random collection of opportunistic microbes. Although 
it remains a possibility that while removing the fungal matrix and plant debris 
from fungus gardens our analysis excluded microbial groups adhering to fungal 
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or plant biomass, thereby skewing the composition of the metagenomes, our 
results are generally consistent with previous culture-independent investigations 
that either analyzed whole fungus gardens or utilized different methods to isolate 
bacterial cells (Scott et al., 2010; Suen et al., 2010). Moreover, our processing of 
fresh rather than frozen fungusgarden material may be partially responsible for 
our success in removing fungal or plant debris from our samples.

Bacteria of the genus Enterobacter appear to be particularly prevalent in 
fungus gardens. In contrast to the narrow genus-level diversity observed in these 
environments, multiple species of Enterobacter appear to be present in all the 
gardens analyzed. Our fragment-recruitment analysis demonstrates that popula-
tions of bacteria with >95% and 70–85% nucleic acid identity to the reference 
Enterobacter FGI 35 genome exist in these environments (Figure A5-4). The four 
large gaps identified in the recruitment plot likely represent prophage or other 
variable elements in the reference genome. Because Enterobacter FGI 35 was 
isolated from an A. colombica fungus garden, the near-uniform coverage of genes 
at >95% identity across all metagenomes indicates that highly similar strains of 
Enterobacter are present in all of the samples analyzed. The near-uniform cover-
age of genes at 70–85% identity likely represents multiple distinct species, as it 
is improbable that genes from a single population of bacteria would have such a 
large range of nucleotide identity to a single reference genome. Genes 70–85% 
identical to the Enterobacter FGI 35 genome may represent divergent Enterobac-
ter species or even novel Enterobacteriaceae for which an appropriate reference 
for phylogenetic binning does not exist. That different species of leaf-cutter ant 
harbor abundant Enterobacter populations indicates that this group may be an 
important constituent of the fungus garden community.

The overall functional potential of the metagenomes includes a diversity of 
bacterial genes associated with plant biomass degradation, supporting previous 
work that has suggested a role for bacteria in this process. The vast majority of 
CAZymes identified in the metagenomes are associated with oligosaccharide 
degradation or simple sugar metabolism, suggesting that bacteria are processing 
partially degraded plant material. We also found KEGG pathways involved in 
hexose and pentose sugar metabolism to be highly represented in the Enterobac-
teriaceae, indicating that sugar monomers can be readily metabolized by many 
of these bacteria. Moreover, our KEGG, COG and metaproteomic analyses re-
covered numerous sugar transporters (Figure A5-2, Table A5-5, Supplementary 
Dataset 2), including a large number of cellobiose-specific phosphotransferase 
system components that are known to be involved in the uptake of the byprod-
ucts of cellulose hydrolysis (Figure A5-1, Table A5-5, Supplementary Dataset 2). 
Together, these data suggest that bacterial community members are metabolizing 
predominantly partially degraded plant material, although it remains a possibility 
that unidentified bacterial lignocellulases also have a role in the degradation of 
more recalcitrant biomass. 
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Bacterial lineages in fungus gardens were also found to possess diverse 
biosynthetic pathways. Pathways involved in amino-acid and B-vitamin metabo-
lism were particularly well-represented in the detected Enterobacteriaceae and 
Pseudomonas sequences, and biosynthetic pathways for thiamin, pyridoxine, 
nicotinate, nicotinamide, pantothenate, folate, and all 20 amino acids could be 
reconstructed from the Enterobacter bins. As mentioned above, enzymes involved 
in the metabolism of oligosaccharides and simple sugars were also identified in 
many of these groups, indicating that they may convert carbon-rich plant bio-
mass into amino acids, B-vitamins, proteins or other nutrients. Previous work 
has indicated that bacteria have a role in the introduction and cycling of nitrogen 
in fungus gardens (Pinto-Tomas et al., 2009). Together with our work, this sug-
gests that the combined metabolism of resident bacteria may enrich the nutrient 
composition of fungus gardens through the conversion of carbohydrate-rich oli-
gosaccharides into a variety of other nutrients that could promote the growth of 
the fungal cultivar or even nourish the ants themselves.

Our metaproteomic analysis recovered peptides mapping to bacterial proteins 
predicted to participate in biomass degradation and nutrient biosynthesis, support-
ing the results of our metagenomic characterization and further indicating that 
bacteria are involved in these processes (Table A5-5, Supplementary Datasets 3, 
5, and 6). Our manual inspection of the metaproteomic data identified multiple 
peptides belonging to glycoside hydrolases, sugar transporters and amino acid 
and B-vitamin biosynthetic pathways. That multiple peptides could be assigned 
to proteins with similar predicted functions indicates that these processes may 
be prevalent in fungus gardens. Moreover, many of the mapped peptides origi-
nated from both laboratoryreared and field-collected samples, including one that 
belonged to a family 3 glycosyl hydrolase (Figure A5-5). Although these data 
should be interpreted cautiously due to the few bacterial proteins identified over-
all, this may indicate physiological similarities between bacteria in laboratory-
reared versus field-collected colonies.

Not all bacteria in fungus gardens were found to have substantial biosyn-
thetic capacity, and in particular the Lactococcus groups appeared to have limited 
coding potential in the majority of pathways analyzed. This may be a result of 
lower sequencing coverage, as only a relatively small fraction of the metage-
nomes was predicted to belong to these groups. Alternatively, these groups may 
not be contributing substantially to nutrient cycling and are able to subsist on 
free sugars and other nutrients available in fungus gardens. Importantly, the by-
products of Lactococci metabolism may acidify fungus gardens and contribute to 
the maintenance of the lower pH in these ecosystems, which has previously been 
observed at 4.4–5.0 (Powell and Stradling, 1986). Regulation of the pH of fungus 
gardens to this narrow range has been hypothesized to be critical to the growth 
of fungal cultivar, but the mechanism through which this occurs has remained 
unknown (Powell and Stradling, 1986). Few peptides from our metaproteomic 
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data sets were recovered from this group, indicating that they may be present in 
low abundance.

In addition to bacteria, we also found that fungus gardens contain substan-
tial populations of bacteriophage (Figure A5-1). These organisms could play 
key roles by limiting bacterial abundance or decreasing ecosystem productivity. 
Moreover, because fungus gardens contain numerous closely related genera in the 
Enterobacteriaceae, bacteriophage could provide a common mechanism for gene 
transfer between lineages. The presence of bacteriophage in fungus gardens adds 
to the number of organisms that are shaping these ecosystems and introduces a 
new layer of complexity into the ecology of fungus gardens.

Metagenomics and metaproteomics have previously been shown to be in-
valuable tools for analyzing microbial communities (Ram et al., 2005; Gill et al., 
2006; Woyke et al., 2006; Kalyuzhnaya et al., 2008; Wilmes et al., 2008; Allgaier 
et al., 2009; Verberkmoes et al., 2009; Burnum et al., 2011), including those as-
sociated with herbivores (Warnecke et al., 2007; Brulc et al., 2009; Pope et al., 
2010; Burnum et al., 2011). Here we use these techniques to provide insight into 
the fungus gardens of leaf-cutter ants. Our work shows that relatively few genera 
dominate the bacterial fraction of these communities, and that the genus Entero-
bacter appears to be particularly prevalent. We show that bacteria have diverse 
metabolic potential associated with the degradation of plant biomass, and we 
confirm the production of two bacterial glycoside hydrolases in situ. Moreover, 
we show that bacteria in fungus gardens likely participate in the biosynthesis of 
amino acids, B-vitamins and other nutrients that potentially enhance the growth 
or biomass-processing efficiency of the fungal cultivar. This is consistent with a 
model of synergistic biomass degradation by a fungus–bacteria consortium. Our 
work enhances our knowledge of how leaf-cutter ants process massive quanti-
ties of plant biomass in their ancillary digestive systems, and underscores the 
importance of symbiotic communities on the evolution and ecology of herbivores.
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A6

PHYLOGENETIC AND PHYLOGENOMIC APPROACHES 
TO STUDIES OF MICROBIAL COMMUNITIES†

Jonathan A. Eisen25

Note: this paper is based on a transcript of a talk given at the IOM Forum on 
Microbial Threats in March, 2012. Only minor modifications have been made 
(e.g., additional of section headers, addition of references, removal of side com-
ments) in order to as accurately as possible reflect the presentation. A record-
ing of the talk with slides is available on YouTube at http://www.youtube.com/
watch?v=ddGyEExi-FI&feature=share&list=PL3E32A3B8B2642F62. Because 
my presentation was in essence a review of my work in the area, this should not 
be viewed as a review of the field but rather of my work in this area.

Acknowledgements and Introduction

Thank you. I guess I have the awkward after-lunch talk here, so I will try not 
to use the most complicated slide I used, although I am not so sure about that. 

25   University of California, Davis, California.
† Adapted from remarks presented at the IOM Forum on Microbial Threats March 2012 Workshop, 

The Social Biology of Microbial Communities.
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Since I frequently don’t get to my last slide, I just want to do like some other 
people have been doing, acknowledgements at the beginning. And what I am go-
ing to talk about is work funded by a lot of different agencies that has gone on in 
my lab for about 10, 15 years, including in particular work funded by the Depart-
ment of Energy, the National Science Foundation, the Gordon and Betty Moore 
Foundation, and recently Homeland Security, all related to phylogenetic analysis 
of genomes and metagenomes. And there are a lot of people I will mention, many 
of the people involved in this. But this is the trans-disciplinary type of work. It 
hurts my head a lot of time to think of all the people involved in some of these 
projects, but I will try to acknowledge as many of them as possible.

So what I am going to do is give just a quick introduction to phylogeny and 
then talk about three examples of the uses of phylogeny in studying microbial 
communities via DNA sequencing—phylotyping, functional prediction (just a 
tiny bit, because I want to raise the point as [the topic] has come up a few times 
[at this meeting], and then selection of organisms for study. And then I will end 
with just a couple of things about future directions.

What Is Phylogeny?

I assume most people here know what phylogeny is, but just [a quick re-
minder]: phylogeny is a representation of the history of entities, and that could be 
the history of genes, the history of genomes, the history of species. And in many 
cases, people have represented this history by a bifurcating tree-like structure. 
Phylogeny doesn’t have to be represented as a bifurcating tree-like structure. We 
can have reticulation events, like recombination and lateral gene transfer. I in-
clude all those complexities within the concepts of phylogeny, so I am not trying 
to discriminate between vertical evolution versus lateral evolution, but really this 
sort of representation of the history of organisms. I am also not going to get into 
the debates about what that exact history is. People are still trying to resolve the 
evolutionary history of microbes as well as other organisms, and it is a constant 
area of research.

Whatever your belief of the latest model is, in my opinion if you incorporate 
phylogenetic approaches in your analysis of genome and metagenome and other 
data, it can improve what you are doing relative to not trying to incorporate phy-
logenetic approaches. And what I am going to do is try and walk you through a 
couple of examples of this.

Example I: Phylotyping

The first one I want to talk about is phylotyping, which we have heard either 
directly or indirectly a lot about at this meeting. Phylotyping, I was exposed to 
as a young, budding scientist in the lab of Colleen Cavanaugh. I was an under-
graduate at Harvard and ended up in Colleen’s lab, and I spent a year and a 
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half sequencing one 16s ribosomal RNA gene. But I got a paper out of that one 
16s ribosomal RNA gene (Eisen et al., 1992). And the point of sequencing that 
16s ribosomal RNA gene, as well as the point, even today in many cases, of 
ribosomal RNA sequencing, is to try and figure out what the organism is related 
to where that 16s came from.

And the way phylotyping works, this is basically developed by Norm Pace 
and colleagues (e.g., Hugenholtz et al., 1988). You collect DNA from your sam-
ple, you clone out some sequence like ribosomal RNA, you build an evolutionary 
tree of that sequence. So this is where the phylo part comes in phylotyping, a 
phylogenetic tree of that sequence. And you compare your unknowns to known 
things that are out there. And this is the tree from our Solemya velum chemosyn-
thetic symbiont 16s, which by the way was accepted 20 years ago tomorrow, I 
think, my first scientific paper (see Figure A6-1).

Ribosomal RNA phylotyping has been amazing at revolutionizing our un-
derstanding of microbes in the world. I assume most people here appreciate the 
vast diversity of things that have been discovered by using phylogenetic trees of 
ribosomal RNAs from the environment to understand what the organisms are that 
those ribosomal RNAs came from. I am not going to go into the whole history 
of this. What I really want to talk about is three challenges that now come up 
with phylogenetic typing that largely relate to this issue of the cost of sequenc-
ing dropping and dropping and dropping and getting easier and easier and easier, 
accelerating at a rate faster than Moore’s Law.

And with new sequencing machines being announced every 2 or 3 days, not 
that all of them work, but there are all sorts of cool things coming out there. And 
so this affects things like PCR amplification of ribosomal RNA sequences. We 
now have literally trillions of ribosomal RNA sequences to analyze, as opposed 
to that one that I got a paper out of. It also is really important in terms of revolu-
tionizing metagenomic approaches. And I appreciate what Jo [Handelsman] was 
talking about, with metagenomics is not everything about a community, but the 
cheaper sequencing is, the more data we are going to have for  metagenomics. 
Even though it doesn’t tell us everything we need to analyze that data. And a 
third challenge is that most of the DNA sequencing technologies that people 
have been using generate short sequence reads, as opposed to long contigs that 
are easier to analyze.

And so it is sort of obvious that when metagenomic data was generated, 
you could scan through the metagenomic data to build evolutionary trees of 
sequences that were in that data. And this is what I did with Craig Venter in the 
analysis of the Sargasso Sea data (Venter et al., 2004). You can scan through the 
metagenomes, find ribosomal RNA sequences, and build evolutionary trees of 
those ribosomal RNAs just like we did with PCR amplified data (Figure A6-2).

The great thing about metagenomic data is, we can build phylogenetic trees 
of other genes that are good phylogenetic markers that we never could really get a 
good sample of most of these because PCR amplification of protein coding genes 
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across broad diversity does not work very well. So now with metagenomic data 
we can look at protein coding genes and compare and contrast the results with 
those to the results with ribosomal RNA. I have been obsessed with the RecA 
gene for a long time (e.g., Eisen, 199526), so I always end up working on RecA 
(Figure A6-3).

But there are lots of others genes that you can analyze, and we did this in 
the Sargasso Sea analysis. And if you compare and contrast the results that you 

26   Eisen J. A. 1995. The RecA protein as a model molecule for molecular systematic studies of 
bacteria: Comparison of trees of RecAs and 16S rRNAs from the same species. Journal of Molecular 
Evolution 41(6):1105-23.

Figure A6-1.eps
bitmap

FIGURE A6-1 Unrooted phylogenetic tree showing the position of the S. velum sym-
bionts in relation to that of other Proteobacteria species on the basis of 16s rRNA gene 
sequences. The tree was constructed from evolutionary distances in Table 1. Members 
of the alpha and beta subclasses of the Proteobacteria are bracketed; all others are of the 
gamma subclass. Chemoautotrophic symbionts (sym) are listed in boldface type. Full spe-
cies names listed in Table A6-1. Scale bar represents percent similarity. 
SOURCE: Eisen et al. (1992).
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Figure A6-2.eps
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FIGURE A6-2 rRNA tree. Phylogenetic tree of 16s rRNA. Phylogenetic trees are shown 
for this gene, with sequences from this study colored red, and with major phylogenetic 
groups outlined (clades of sequences that could not be assigned to any group are labeled 
as “Unknown”). Only the bacterial portions of the tree are shown. The phylogenetic tree 
of rRNAs was generated by (1) aligning each Sargasso Sea rRNA of greater than 400 
bp against its closest match in the alignments from the Ribosomal Database Project – II 
(RDP II) database and then using that alignment to align the new sequence to the complete 
RDP database; (2) a phylogenetic tree was generated using the dnapars algorithm of the 
Phylip package in which all new Sargasso sequences were included as were all sequences 
from complete genomes and sequences from representatives of major phylogenetic groups. 
Only complete genomes were used for comparison so that each tree can be compared to 
the others without differences in species sampling complicating the comparison.
SOURCE: Venter et al. (2004).
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Figure A6-3.eps
bitmap
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FIGURE A6-3 RecA tree. Phylogenetic tree of 16s rRNA. Phylogenetic trees are shown 
for this gene, with sequences from this study colored Red, and with major phylogenetic 
groups outlined (clades of sequences that could not be assigned to any group are labeled 
as “Unknown”). Only the bacterial portions of the tree are shown. The phylogenetic tree 
was generated in the following way: (1) homologs of each protein were identified in the 
Sargasso predicted protein set and in complete genome sequences using blastp and Hidden 
Markov Model (HMM) searches; (2) distant paralogs of each protein were excluded using a 
 reciprocal-top match filter; (3) all sequences were aligned to each other using the HMM as 
a template; (4) poorly aligned regions were identified and removed using a conservation-score 
based filter; (5) all sequences that did not have >50% overlap with the E. coli ortholog were 
excluded; and (6) phylogenetic trees were generated using the protein parsimony algorithm 
in Phylip (parsimony was used to better deal with the limited overlap between many pairs 
of sequences). Only complete genomes were used for comparison so that each tree can be 
compared to the others without differences in species sampling complicating the comparison.
SOURCE: Venter et al. (2004).
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get with phylogenetic typing of protein coding genes and assigning those types 
into phyla, into bins that correspond to the phyla of organisms, you see some 
interesting patterns (Figure A6-4).

There are some differences between what you get with ribosomal RNA and 
what you get with protein coding genes. I think a lot of this is due to the differ-
ences in copy number. So if you estimate relative abundance of organisms from 
ribosomal RNA, the copy number of ribosomal RNA varies a lot between taxa, 
but the copy number of many protein coding genes does not vary a lot between 
taxa. So the protein coding genes, even though they are not as richly sampled, are 

Figure A6-4.eps
bitmap

FIGURE A6-4 Phylogenetic diversity of Sargasso Sea sequences using multiple phylo-
genetic markers. The relative contribution of organisms from different major phylogenetic 
groups (phylotypes) was measured using multiple phylogenetic markers that have been used 
previously in phylogenetic studies of prokaryotes: 16S rRNA, RecA, EF-Tu, EF-G, HSP70, 
and RNA polymerase B (RpoB). The relative proportion of different phylotypes for each 
sequence (weighted by the depth of coverage of the contigs from which those sequences 
came) is shown. The phylotype distribution was determined as follows: (1) Sequences in 
the  Sargasso data set corresponding to each of these genes were identified using HMM and 
BLAST searches. (2) Phylogenetic analysis was performed for each phylogenetic marker 
identified in the Sargasso data separately compared with all members of that gene family in 
all complete genome sequences (only complete genomes were used to control for the differ-
ential sampling of these markers in GenBank). (3) The phylogenetic affinity of each sequence 
was assigned based on the classification of the nearest neighbor in the phylogenetic tree.
SOURCE: Venter et al. (2004).
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probably better markers for estimating relative abundance than ribosomal RNA 
sequences. People have been doing this now with metagenomic data in many 
different contexts. 

Need for Automation

I am not going to cover all of the phylogenetic approaches to metagenomic 
data. But what I want to talk about is this issue of automation. I think as we get 
more and more sequence data, we can’t look at trees any more. We can’t look at 
sequence alignments. We can’t even handle all the data at all. But we certainly 
need to automate everything. 

There are multiple strategies to trying to automate phylogenetic typing of 
ribosomal RNA or metagenomic data. And one of them has been to use the 
BLAST program (Altschul et al., 1990), or analogs of the BLAST program, 
which basically looks at sequence similarity of your sequence to sequences in 
databases. This is not the best approach to analyzing data. Percent similarity or 
other measures of similarity are not a good indicator of evolutionary related-
ness and can produce misleading patterns about the taxonomy and other parts of 
information that you want to analyze (Eisen, 1998). There are also approaches 
that look at compositional and word frequencies. Now both of these approaches 
are very fast, so you can generate a lot of results very rapidly, and that can be an 
advantage in many cases. But phylogenetic analysis is generally better than most 
of these approaches, and the challenge is, how do you implement phylogenetic 
analysis on a massive scale? 

And so what I am going to do is just give you sort of four examples of some of 
the issues related to implementing automated phylogenetic analysis on a large scale. 

Method 1: Each Sequence Is an Island

You can scan through the data and say I am going to take each individual 
sequence, each individual new thing that I get, and build an evolutionary tree of 
it relative to known things. So in essence, each sequence is an island in and of 
itself. So we have done this with a variety of tools. We built our automated ribo-
somal RNA tool called STAP (Wu et al., 2008), which goes through and takes a 
reference alignment of known ribosomal RNAs and then for each new sequence 
aligns your new sequence to that and builds an evolutionary tree in a completely 
automated manner, and then can scan through the tree to look at the taxonomy 
results from the tree (Figure A6-5).

We also built a tool that will do this with protein coating genes, called 
 AMPHORA (Wu and Eisen, 2008). So it can automatically scan through 
 metagenomic data, find homologues of particular protein families, build an align-
ment of them, build an evolutionary tree of them (Figure A6-6). And if you 
have a good reference alignment from known organisms, you can identify a 
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candidate—sort of identify what those protein coating genes come from in your 
environmental sample (Figure A6-7).

Now having a good reference database is challenging for protein coating 
sequences, whereas we have now trillions of ribosomal RNA sequences and 
tens of thousands of complete ribosomal RNA sequences. We don’t have good 
databases of protein coating sequences. All of the good data are now coming 
from genome sequencing projects. So whatever has been sequenced in terms 
of genomes is basically our source of protein coating genes for building these 
evolutionary trees. And so you build a reference tree from the genomes, you 
take your new data, stream them against the reference tree, build a new tree with 
that, and assign your new sequence to somewhere compared to the reference 

Figure A6-5.eps
bitmap

FIGURE A6-5 A flow chart of the STAP pipeline. 
SOURCE: Wu et al. (2008).
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Figure A6-6.eps
bitmap

FIGURE A6-6 A flow chart illustrating the major components of AMPHORA. The 
marker protein sequences from representative genomes are retrieved, aligned, and masked. 
Profile hidden Markov models (HMMs) are then built from those “seed” alignments. 
New sequences of interest are rapidly and accurately aligned to the trusted seed align-
ments through HMMs. Predefined masks embedded within the “seed” alignment are 
then applied to trim off regions of ambiguity before phylogenetic inference. Alignment 
columns marked with “1” or “0” were included or excluded, respectively, during further 
phylogenetic analysis. 
SOURCE: Wu and Eisen (2008).
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Figure A6-7.eps
bitmap

FIGURE A6-7 An unrooted maximum likelihood bacterial genome tree. The tree was 
constructed from concatenated protein sequence alignments derived from 31 housekeeping 
genes. All major phyla are separated into their monophyletic groups and are highlighted 
by color. The branches with bootstrap support of more than 80 (out of 100 replicates) are 
indicated with black dots. Although the relationships among the phyla are not strongly 
supported, those below the phylum level show very respectable support. The radial tree 
was generated using iTOL. 
SOURCE: Wu and Eisen (2008).
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data. And we have done this with this AMPHORA. It can allow you to stream 
through massive metagenomic data sets, and do taxonomic assignments for a 
suite of protein coating genes, just again like you would do with ribosomal RNA 
sequences (Figure A6-8).

And again, I think this is very advantageous in particular because of the 
copy number variation with ribosomal RNA. We have shown that it is better than 
similarity-based approaches (Figure A6-9).

Method 2: Most in the Family

This [approach involves] analyzing each individual sequence on its own. 
But of course, when you sequence from a new environment, you also want to 
compare the new sequences to each other. You don’t want to compare each one 
individually to the reference data. And so there are a lot of methods that people 
have been trying to develop to build evolutionary trees of all the new sequences 
compared to each other.

One of the challenges with this is when you have metagenomic data in par-
ticular, the new sequences that you get might not correspond to the entire length 
of the reference sequences that you are analyzing. So you might have an align-
ment that looks like this (Figure A6-10).

One solution to this is to just trim the alignment and only pick out regions 
from the metagenomic data that overlap with everything in your reference data-
base. We and other people have built methods to do this, to go through, take all 
the new sequences, align them to the reference data, and chop out a core region 
that everything has, and build an evolutionary tree of that region (Figure A6-11). 

I did this by hand, to analyze the Sargasso data with ribosomal RNAs and 
a variety of other sequences including RecA, et cetera. All of that was done by 
hand. It is much better to automate this. So we have added a step in this for this 
ribosomal RNA pipeline. There are many other tools to do this with ribosomal 
RNA. Qiime (Caporaso et al., 2010), mother (Schloss et al., 2009), a lot of tools 
out there will build alignments for you with ribosomal RNA and help you build 
trees of everything. Usually these work best when you have all the sequences 
overlap with each other. So the challenge again is, what do you do in cases where 
the sequences don’t overlap with each other completely, as you would get with 
metagenomic data.

Again, I did this by hand but we have developed methods that can allow you 
to do this for protein coating sequences and compare them all to each other. So in 
the Sargasso data, in red were sequences from the Sargasso Sea and in black were 
sequences that were from genomes. So you can see how those new sequences 
relate to each other, in addition to how they relate to the reference data. (See 
Figures A6-2 and A6-3.)
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Figure A6-10.eps
bitmap

FIGURE A6-10 Hypothetical multiple sequence alignment including full length “refer-
ence” sequences as well as fragmentary sequences from metagenomic data. Xs represent 
areas where a sequence lines up with other sequences. Dashes represent gaps in the align-
ment (e.g., due to some sequences being fragments). Figure by J. A. Eisen.

Figure A6-11.eps
bitmap

FIGURE A6-11 Hypothetical multiple sequence alignment showing one approach to car-
rying out phylogenetic analysis of metagenomic data—to extract a “core” region of the 
alignment and only analyze sequences that contain most of this core. Xs represent areas 
where a sequence lines up with other sequences. Dashes represent gaps in the alignment 
(e.g., due to some sequences being fragments). Figure by J. A. Eisen.
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Method 3: All in the Family

Method 2 is limited in that it involves constraining yourself to this core 
region of the sequence alignment. But there are methods available that people 
have used, primarily in analysis of morphological data or of express sequence 
tag (EST) data, where you can build an evolutionary tree of sequences that don’t 
overlap with each other at all (Figure A6-12).

So if you have good reference data, and you have a sequence that matches 
the left hand of the reference data and a sequence that matches the right hand of 
the reference data, that is sort of like if you went to an archaeological or pale-
ontological dig and you had a femur bone from one organism and maybe some 
teeth from another. And you can figure out in essence whether or not they might 
have come from the same organism by comparing them to references. You can 
do the same thing with sequences. And the latest in the phylogenetic analysis of 
metagenomic data has been to try and build methods that will build evolution-
ary trees even when sequences don’t overlap with each other at all, by using the 
reference sequences as your anchor.

Figure A6-12.eps
bitmap

FIGURE A6-12 Hypothetical multiple sequence alignment showing an alternative strat-
egy for phylogenetic analysis of metagenomic data—to analyze everything even if some 
sequences do not overlap with each other. Xs represent areas where a sequence lines up 
with other sequences. Dashes represent gaps in the alignment (e.g., due to some sequences 
being fragments). Figure by J. A. Eisen.
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We have developed a few tools in my lab, in collaboration with Katie  Pollard 
and Jessica Green that take this “all in the family” approach. One is called 
 PhylOTU (Sharpton et al., 2011), which identifies operational taxonomic units 
(OTUs) using this approach (Figure A6-13).

We have another one called PhyloSift, which is like the new version of 
AMPHORA, that will do this for protein coating genes (see https://github.com/
gjospin/PhyloSift). 

There is a great method called pplacer (Matsen et al., 2010) that we have 
integrated in PhyloSift from Erick Matsen. That has been developed to do this 
exact type of thing. Again, you can build trees for sequences even if they don’t 
overlap with each other.

Method 4: All in the Genome

So the final frontier in this is to try and build trees, even with different genes, 
when they do not overlap with each other. We did a little test case of this in col-
laboration with Stephen Kembel and Jessica Green in Oregon, where we basically 
took all of the genes that we had been analyzing in that AMPHORA package, 

Figure A6-13.eps
bitmap

FIGURE A6-13 Computational processes are represented as squares and databases are 
represented as cylinders in this generalized workflow of PhylOTU. 
SOURCE: Sharpton et al. (2011).
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found homologues of those, and now built a reference tree of a concatenation 
of all of those sequences (Kembel et al., 2011). For each sequence that matched 
any of those individual sequences, different protein families in the environmental 
data, we can build an evolutionary tree that fits them relative to this anchor of the 
concatenated alignment of all sequences (Figures A6-14 and A6-15).

So in the long run, I think this is what we are going to want to do with envi-
ronmental data, is for all genomes, build up a reference tree of all the gene fami-
lies in those genomes, and then anchor environmental data to that reference tree. 
And you can figure out much more precisely where those sequences came from, 
even if they are not part of a traditional sort of evolutionary marker gene family. 

Steve Kembel did this analysis, not to do phylotyping, but because he wanted 
an evolutionary tree to do what is called phylogenetic ecology. Many people are 
probably familiar with UniFrac analysis to compare the diversity of communities 
by their overlap in the amount of phylogenetic tree that they cover from the two 
communities, the unique fraction of the evolutionary tree (Figure A6-16).

That is an approach that could generally be called phylogenetic ecology. And 
Steve Kembel was really interested in comparing phylogenetic diversity between 
communities with metagenomic data. And the reason he wanted to concatenate 
all of these different genes was, we didn’t have enough sequences from individual 

Figure A6-14.eps
bitmap

FIGURE A6-14 Conceptual overview of approach to infer phylogenetic relationships 
among sequences from metagenomic data sets. 
SOURCE: Kembel et al. (2011).
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Figure A6-15.eps
bitmap

FIGURE A6-15 Phylogenetic tree linking metagenomic sequences from 31 gene fami-
lies along an oceanic depth gradient at the HOT ALOHA site (DeLong et al., 2006). The 
depth from which sequences were collected is indicated by bar color (green = photic 
zone (< 200 m depth), blue = nonphotic zone). The displayed tree is the one that was 
identified as having the maximum likelihood by placing metagenomic reads on a refer-
ence  phylogeny inferred with a WAG + G model partitioned by gene family in RAxML 
(Stamatakis, 2006). The phylogeny is arbitrarily rooted at Thermus for display purposes. 
SOURCE: Kembel et al. (2011).

FIGURE A6-16 Taxonomic diversity and standardized phylogenetic diversity versus depth 
in environmental samples along an oceanic depth gradient at the HOT ALOHA site. Taxo-
nomic diversity is calculated as OTU richness (number of OTUs) based on binning of SSU-
rRNA gene sequences into OTUs at a 95% and 99% similarity cutoff. Phylogenetic diversity 
is calculated as the standardized effect size of the mean pairwise phylogenetic distances 
(SESMPD) among SSU-rRNA gene sequences (blue symbols) and metagenomic sequences 
from the 31 AMPHORA gene families (red symbols). Standardized phylogenetic diversity 
values less than zero indicate phylogenetic clustering (sequences more closely related than 
expected); values greater than zero indicate phylogenetic evenness (sequences more distantly 
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Figure A6-16.eps
bitmap

related than expected). Phylogenetic diversity was estimated from the maximum likelihood 
phylogenies for SSU-rRNA gene and metagenomic data, as well as for 100 replicate phy-
logenies inferred from the metagenomic data with a phylogenetic bootstrap (black symbols). 
Lines indicate best-fit from quadratic regressions of diversity versus depth; the slopes of 
regressions of taxonomic diversity versus depth were not significantly different than zero 
(P > 0.05). At all depths, standardized phylogenetic diversity across 100 bootstrap phylog-
enies differed significantly from the null expectation of zero (t-test, P < 0.05). Phylogenetic 
diversity based on the 100 bootstrap phylogenies differed significantly among samples that 
do not share a letter label at the top of the panel (Tukey’s HSD test, P < 0.05). 
SOURCE: Kembel et al. (2011).
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genes to have enough signal. But if you have 100 genes that you can analyze at 
once from across the genomes, you can build up enough signal to ask questions 
about beta diversity, et cetera, in ecological communities.

Method 5: Novel Lineages and Decluttering

So another thing that I am very interested in, and have been interested in for 
awhile, is to look for novel lineages in metagenomic data. We wanted to do this 
a long time ago, and we ran into some bioinformatic roadblocks. So what I really 
wanted to do was scan through metagenomic data to find whether or not there was 
evidence for a fourth branch in the tree, or something to that effect, things that 
were really phylogenetically novel compared to other sequences (Figure A6-17).

We had this problem, which was, if we did this for any type of data set, like 
RecA, at the time, we had something like 10,000 RecA sequences from bacteria, 
200 from Archaea, and 200 from Eukaryotes. And at the time, building evolution-
ary trees of 10,000 sequences or more were challenging. So we wanted to sort 

BOX A6-1 
Questions During Talk

PARTICIPANT: (off microphone) question about long branches in Figure A6-15.

Answer: The question is what is the meaning of the especially long branches? 
In this case I think it is taxa that actually evolve rapidly. So in the reference data 
here we have some organisms like endosymbionts, mycoplasmas, et cetera, that 
every one of their genes evolves on a long branch. You can get artifacts in some 
of these cases where you have too small of a fragment, and the phylogenetic 
methods just get confused by that and give you a really long branch length. I don’t 
think that’s the case here. So I think most of the cases here are where taxa are 
known to evolve more rapidly. And the branch length is in essence a representa-
tion of evolutionary rate.

PARTICIPANT: (off microphone) question about meaning of colors in Figure 
A6-15.

Answer: The colors were different. Sorry, I didn’t want to go into the ecological 
detail here. What Steve analyzes was Ed DeLong’s Hawaii Ocean Time Series 
Data, re-analyzed that, and the colors correspond to different samples from Ed’s 
data. What he was asking basically was primarily whether or not phylogenetic 
approaches to calculating beta diversity gave different answers than taxonomic 
approaches to calculating beta diversity, where you just count organisms as op-
posed to comparing the phylogenetic relatedness of organisms. So again, it is 
analogous to UniFrac, but now you can do it with metagenomic data, not just with 
ribosomal RNA data.
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of remove many of the bacterial sequences and only analyze a couple of them, 
as opposed to analyzing the 10,000 bacterial sequences. And what we did was 
develop a method that is an analog of something called Lek clustering, where you 
take sequences, you group them together, in essence into subfamilies, and you 
can identify sets of sequences that are related to each other really rapidly. And 
that is what we use to find, to flag different subgroups in these massive data sets 
of 10,000, 15,000, 100,000 sequences (Wu et al., 2011).

And when we do this for RecA or RNA polymerase or other protein fam-
ily sequences, and scan through metagenomic data, you find lineages that don’t 
group into any known current lineages of organisms (Figures A6-18 and A6-19).

These novel sequences easily could be coming from viruses that are out 
there in the environment, they could be new paralogs of RecA that are previously 
uncharacterized. Or they could be coming from phylogenetically very novel 
lineages that are out there in the environment. And the way to find phylogeneti-
cally novel lineages is to build evolutionary trees of all the sequences that you 
can get from environmental samples. I don’t know if Jill [Banfield] is going to 
talk about this. I know Jill has done this and found novel archaeal lineages, for 
example, in metagenomic data, within the archaea. What we were looking for 
here was basically is there anything that can show up between bacteria, archaea, 
and eukaryotes. My guess is these are not cellular organisms. They are just DNA 
sequences, and they are probably from viruses or something to that effect. But 
again, phylogenetic approaches are the way to scan through this type of data to 
find novel lineages.

I am not going to talk about this, but phylotyping is also very useful for 
binning metagenomic data, for trying to pull things together into one group that 
corresponds to a particular organism. We have done this previously with endo-
symbionts, for example (Wu et al., 2006). But you can use it with any type of data.

Figure A6-17.eps
bitmap

FIGURE A6-17 Searching for novel phylogenetic lineages. One key question we have 
been trying to answer in my lab is “Are there sequences out there that fall in between the 
current main groups on the tree of life?” Figure by J. A. Eisen.
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Figure A6-18.eps
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FIGURE A6-18 Phylogenetic tree of the RecA superfamily. All RecA sequences were 
grouped into clusters using the Lek algorithm. Representatives of each cluster that con-
tained >2 members were then selected and aligned using MUSCLE. A phylogenetic tree 
was built from this alignment using PHYML; bootstrap values are based on 100 replicas. 
The Lek cluster ID precedes each sequence accession ID. Proposed subfamilies in the 
RecA superfamily are shaded and given a name on the right. Five of the proposed sub-
families contained only GOS sequences at the time of our initial analysis (RecA-like SAR, 
Phage SAR1, Phage SAR2, Unknown 1 and Unknown 2) and are highlighted by colored 
shading. As noted on the tree and in the text, sequences from two Archaea that were re-
leased after our initial analysis group in the Unknown 2 subfamily.
SOURCE: Wu et al. (2011).
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Figure A6-19.eps
bitmap

FIGURE A6-19 Phylogenetic tree of the RpoB superfamily. All RpoB sequences were 
grouped into clusters using the Lek algorithm. Representatives of each cluster that con-
tained >2 members were then selected and aligned using MUSCLE. A phylogenetic tree 
was built from this alignment using PHYML; bootstrap values are based on 100 replicas. 
The Lek cluster ID precedes each sequence accession ID. Proposed subfamilies in the 
RpoB superfamily are shaded and given a name on the right. The two novel RpoB clades 
that contain only GOS sequences are highlighted by the colored panels. 
SOURCE: Wu et al. (2011).
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Example II: Function

So I want to shift gears. I think phylotyping is a really important area, and 
we are doing a lot of research on it, as are many others. And I want to shift gears 
just quickly to talk about a few other uses of phylogenetic analysis for studying 
microbial communities or microbes. And one relates to functional diversity and 
functional prediction, and I have spent a lot of time working on this over the 
years, and I have been very interested in basically when you have new sequence 
data, how do you make a prediction of the function of that gene.

We have talked about this a little bit at this meeting with the examples of 
the cytochrome, oxidases, and a few other examples here. How do you make a 
robust prediction for a sequence of a gene? And I think just like analyzing ribo-
some RNA sequences to understand an organism by building an evolutionary 
tree of those sequences, you should build an evolutionary tree of protein family 
sequences in order to understand the functional diversity in a family.

I developed an approach that I originally called phylogenomics (Figure 
A6-20), to do this many years ago. And [the approach] is basically: you take a 
sequence, you compare it to its homologues, you build an evolutionary tree of that 
sequence and its homologues, you overlay experimentally determined functions 
onto the tree. And then you use character state reconstruction methods to predict 
the functions of unknowns. 

Sound familiar, anybody? It’s phylotyping. I in essence co-opted this from 
the ribosome RNA world (Figure A6-21). But you can apply it to functions as 
opposed to organisms. And it is a very powerful tool in predicting functions for 
uncharacterized genes.

Again, placing them in their phylogenetic context is incredibly powerful. I 
think in the interest of time I won’t go into the multiple examples that I have of 
this. I would be happy to talk to people about this. This is routinely used now in 
many genome analysis projects to build evolutionary trees of various sequences. 
You could do it with whatever sequences you want from environmental data as 
well as from sequence genomes. 

The latest thing in functional prediction, which I think is really interesting, 
is to use non-homology functional prediction methods, which look at things like 
distribution of patterns of genes across organisms (e.g., see our use of phyloge-
netic profiling [Wu et al., 2005]). You can also use distribution patterns of genes 
across environments to try and help you make predictions of functions of genes. 
This has been done in a variety of metagenomic projects. Exactly how you group 
genes and analyze the correlation between the distribution pattern of a gene and 
the taxa present in a sample, and the metadata of the sample, is still sort of a 
work in progress.

We have now been collaborating with Simon Levin and others as part of a 
project that Simon Levin was in charge of. In this “DARPA fundamental laws 
of biology” project we have been working to apply non-homology methods to 
metagenomic data (Jiang et al., in press).



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

APPENDIX A 205

Figure A6-20.eps
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FIGURE A6-20 Outline of a phylogenomic methodology. In this method, information 
about the evolutionary relationships among genes is used to predict the functions of unchar-
acterized genes (see text for details). Two hypothetical scenarios are presented and the path 
of trying to infer the function of two uncharacterized genes in each case is traced. (A) A gene 
family has undergone a gene duplication that was accompanied by functional divergence. (B) 
Gene function has changed in one lineage. The true tree (which is assumed to be unknown) is 
shown at the bottom. The genes are referred to by numbers (which represent the species from 
which these genes come) and letters (which in A represent different genes within a species). 
The thin branches in the evolutionary trees correspond to the gene phylogeny and the thick 
gray branches in A (bottom) correspond to the phylogeny of the species in which the dupli-
cate genes evolve in parallel (as paralogs). Different colors (and symbols) represent different 
gene functions; gray (with hatching) represents either unknown or unpredictable functions. 
SOURCE: Eisen (1998).
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Figure A6-21.eps
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FIGURE A6-21 Phylogenomic functional prediction is based on the concept of  phylotyping. 
This figure is a merging of Figure 1 and Figure 20. By J. A. Eisen.
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Example III: Selecting Organisms to Study

The last thing I want to talk about is this issue of selecting organisms for 
study. A different use of phylogenetics is to try and understand what we have 
known about in the diversity of life. And so if you go through the ribosomal RNA 
tree of life there are many different lineages of bacteria (Figure A6-22). In 2000, 
when we first sort of noted this ourselves, most of the genomes came from three 
phyla. That is still basically true. There were some genome sequences available 
from other lineages, but most lineages were poorly sampled. The same trend is 
true for eukaryotes, true for archaea, and true for viruses (e.g., see Eisen [2000]). 

We had a project when I was at TIGR to sequence eight representatives 
of novel phyla for which genomes were not available that was funded by the 
National Science Foundation. More recently I have been coordinating a  project 
called the genomic encyclopedia of bacteria and archaea at the Department of 
Energy (DOE) Joint Genome Institute where we have been really filling in the 
tree of bacteria and archaea, of cultured organisms with representative genome 
sequences.

This is one of these massive projects with hundreds of people involved, and 
it has been this amazing collaboration with the DOE JGI and the DSMZ culture 
collection. What we did is basically go through the tree of life, select the genomes 
to sequence by their phylogenetic novelty, and then ask questions about whether 
or not phylogeny ended up being a useful guide in selecting genome sequences. 
And we have shown now about five or six areas where phylogenetic sampling has 
improved our analysis of genome or metagenome data. So one is in functional 
predictions of genes, another is in discovery of genetic diversity. So a phyloge-
netically novel organism, if all else is equal, is more likely to have new protein 
families than a phylogenetically not novel organism (Figure A6-23).

And we also showed that these phylogenetically novel organisms could help 
you analyze metagenomic data, by providing more reference data across the tree 
in essence. But when we did this, there was very little benefit to analyzing the 
metagenomic data, from the first 50 or even 100 genomes that we sequenced 
from this genomic encyclopedia project (Wu et al., 2009). And the reason for 
this is we need to adapt many of the methods that we are doing to improve our 
ability to make use of this phylogenetically diverse data. So we need to design 
new phylogenetic methods, new metagenomic methods, to take into account this 
environmental data.

I have been involved in this great collaboration with Jessica Green and Katie 
Pollard and Martin Wu to try and develop methods to take advantage of this. It 
just ended. We called it ISEEM (see http://iseem.org). 

This is one of the products of iSEEM, which is a tree of 2,500 genomes, 
that Jenna Morgan and Aaron Darling in my lab generated. We have been build-
ing new protein family markers from all of these genomes, so we can improve 
that AMPHORA pipeline by having hundreds to thousands of new phylogenetic 
markers to use to scan through metagenomic data.
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FIGURE A6-22 Phylogenetically biased genome sequencing. Phylogenetic tree is based 
on one from Hugenholtz 2002. 
SOURCE: Adapted from Hugenholtz (2002).
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And the last thing I want to leave you with is the reason why I think this 
project did not really help analyze metagenomic data, which is we haven’t even 
begun to scratch the surface of microbial diversity in terms of reference genome 
data. So if you go through the tree of life, and you count the branch length in the 
tree, it is something called PD, or phylogenetic diversity (Figure A6-24). If you 
sum up the total length of the branches, for all the genomes sequenced before our 
project, it came to 25 units. Each genome that we added, added a lot of new units 
of phylogenetic diversity. It better have, because that is how we picked them. If 
you go through cultured organisms that are known and described—so the 8,000 or 
so described bacteria in archaea—we would need about 1,000 genomes to capture 
half of that diversity. This will be done in the next year or two. However, if you 
go through all the environmental data, we would need about 10,000 genomes to 
capture half of the diversity known 5 years ago in full-length ribosomal RNA 
sequences. So the vast majority of genomic diversity out there is uncaptured in 
most studies of cultured organisms.

Figure A6-23.eps
bitmap

FIGURE A6-23 For each of four groupings (species, different strains of Streptococcus 
agalactiae; family, Enterobacteriaceae; phylum, Actinobacteria; domain, GEBA bacteria), 
all proteins from that group were compared to each other to identify protein families. 
Then the total number of protein families was calculated as genomes were progressively 
sampled from the group (starting with one genome until all were sampled). This was done 
multiple times for each of the four groups using random starting seeds; the average and 
standard deviation were then plotted.
SOURCE: Wu et al. (2009).
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I think the solution to this is to do genomes of uncultured organisms, either 
via single cell capture or, as I think [meeting participants] will hear from Jill 
[Banfield] and other people, metagenomic sequencing and assembly of those 
metagenomes can generate genome data from uncultured organisms. [Note added 
after talk: see Narasingarao et al. (2012) for an example of this.] And by doing 
that, we will really fill in the tree. And that will enable all sorts of different uses 
of phylogeny in analysis of environmental data. 

And I will leave it at that and say that of course we need experiments from 
across the tree, too. Sequencing is great. I love sequencing, but it doesn’t tell us 
everything. And what we need is an organized effort like this genomic encyclo-
pedia to target functional diversity from across the tree of life, too. And I will 
leave it there. 

Figure A6-24.eps
bitmap

FIGURE A6-24 Using a phylogenetic tree of unique SSU rRNA gene sequences, phy-
logenetic diversity was measured for four subsets of this tree: organisms with sequenced 
genomes pre-GEBA (blue), the GEBA organisms (red), all cultured organisms (dark grey), 
and all available SSU rRNA genes (light grey). For each subtree, taxa were sorted by their 
contribution to the subtree phylogenetic diversity and the cumulative phylogenetic diversity 
was plotted from maximal (left) to the least (right). The inset magnifies the first 1,500 or-
ganisms. Comparison of the plots shows the phylogenetic “dark matter” left to be sampled. 
SOURCE: Wu et al. (2009).
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[Update. I realize in retrospect that my “conclusion” for my talk was pretty 
minimal so I am adding a few sentences below to wrap up this paper.]

Conclusions

All biological entities have a history. Making sense out of biological data is 
best done in the context of that history. What I have tried to show in this paper are 
examples of how phylogenetic approaches can be useful in studies of microbial 
diversity. I gave three main kinds of examples—phylotyping, functional predic-
tion, and identifying gaps in our genomic reference data. There are hundreds 
more, some developed by myself, most developed by others. To best understand 
the present, and even predict the future, we need to understand the past and how 
things changed over time. 
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A7

SOCIOMICROBIOLOGY AND QUORUM SENSING—
MEDIATED COMMUNICATION

Josephine R. Chandler27 and E. Peter Greenberg27

Cell-Cell Communication and Group Activities

Although bacteria were long thought to be individuals that act alone, it is 
now accepted that they are social creatures that can act together to exhibit a range 
of extraordinary group activities (Costerton et al., 1999; West et al., 2006). Many 
of these activities are involved in virulence and for this reason have been studied 
in the context of pathogenesis, but microbial social behaviors are important in a 
variety of other contexts (Diggle et al., 2007a). One type of social trait that has 
been studied extensively at the molecular level is the ability of bacteria to com-
municate with one another by using chemical signals. Bacterial communication 
can coordinate a wide range of activities in different bacterial species (Whitehead 
et al., 2001). Bacterial communication often, but not always, coordinates tran-
scription as a function of population density. This type of communication is called 
quorum sensing (Fuqua et al., 1994). At least in some cases it is clear that quorum 
sensing controls cooperative activities (Diggle et al., 2007a). The following text 
is an adaptation of Greenberg (2011).

If one strives to really understand bacteria, social aspects of their biology 
cannot be ignored. Although the field is very young, we see two reasons that it 
is critical to study quorum sensing and control of social activities in bacteria: (1) 
Now that we understand that bacteria are social and we understand sociality at 
an unprecedented level of molecular detail in several model organisms, bacteria 
have become wonderful tools to study fundamental questions about the costs and 
benefits of cooperation, the selective pressures that lead to cooperative behaviors, 
and the advantages of controlling cooperative behaviors by cell-to-cell communi-
cation systems like quorum sensing. (2) There is an idea that we might be able to 
develop novel antivirulence therapeutics that target quorum sensing in bacterial 
species that control virulence gene expression by cell-to-cell signaling. Although 
many investigators are working to identify potent quorum sensing and biofilm 
inhibitors, including our own group (Banin et al., 2008; Muh et al., 2006a,b), we 
add a cautionary note—we currently understand very little about how, when, or 
where quorum sensing inhibition might be of therapeutic value. 

27   Department of Microbiology, University of Washington.
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Quorum Sensing in Proteobacteria

In the late 1960s and early 1970s there was a very modest literature describ-
ing pheromone production and activity in bacteria (Eberhard, 1972; Tomasz, 
1965). It was not until the 1980s that work on quorum sensing in marine lumi-
nescent bacteria led to the idea that these sorts of gene regulatory activities func-
tion as intercellular communication systems that coordinate group activities. Not 
until the 1990s did we begin to understand the prevalence of quorum sensing in 
bacteria. Now we know that there are many different types of bacterial cell-to-cell 
signaling systems considered as quorum-sensing systems. Our work focuses on 
acyl-homoserine lactone (acyl-HSL) quorum-sensing systems prevalent but not 
universal among the Proteobacteria. Acyl-HSLs are synthesized by LuxI-family 
enzymes and detected by LuxR-family signal receptors that are transcriptional 
regulators. There are related but different signals that are specific to each system 
(Figure A7-1). Our original model system was a marine bacterium, Vibrio fisch-
eri, which controls a small set of about 25 or fewer genes, including genes for 
light production, by LuxR and 3-oxo-hexanoyl-homoserine lactone (3OC6-HSL), 
which is produced by the luxI gene product (Antunes et al., 2007; Engebrecht 
et al., 1983) (Figure A7-2A). V. fischeri exists in the light organs of specific 
marine animals where it produces light, which serves the mutualistic symbiosis. 
Of note, 3OC6-HSL moves in and out of cells by passive diffusion (Kaplan and 
Greenberg, 1985; Pearson et al., 1994). In this way the environmental signal 
concentration is a reflection of cell density. This quorum-sensing system allows 
V. fischeri to discriminate between its free-living low-population-density lifestyle 
and its high-density host-associated lifestyle. The luxI gene itself is controlled by 
quorum sensing—it is activated by 3OC6-HSL-bound LuxR. In terms of biology 
this provides hysteresis to the system. The population density required to activate 
quorum-controlled genes is much higher than the density required to shut down 
an activated system. 

Later we turned our attention to the opportunistic pathogen P. aeruginosa. 
We learned that there were two acyl-HSL circuits, the C4-HSL-RhlI-RhlR cir-
cuit and the 3OC12-HSL-LasI-LasR circuits, and the 3OC12-HSL-responsive 
orphan receptor QscR, which together are required for activation of about 325 
genes (Figure A7-2B) (Lee et al., 2006; Pearson et al., 1994, 1995; Schuster and 
Greenberg, 2006). Other investigators showed that at least under certain experi-
mental conditions quorum-sensing mutants were impaired in virulence (Pearson 
et al., 2000; Tang et al., 1996), and thus the belief was that, as for V. fischeri 
quorum sensing, P. aeruginosa quorum sensing allowed discrimination between 
host and free-living states. However, it is not clear from the evidence that this is 
in fact the case. P. aeruginosa can use quorum sensing–controlled processes to 
compete with other bacteria (An et al., 2006), and this may provide an advantage 
in mixed microbial communities. In addition, some quorum-controlled genes 
are important for general metabolic processes (Schuster et al., 2003) suggesting 
quorum sensing may be important for regulating broad physiological changes 
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that prepare the population for high-cell-density stress. Of note, among the 
300-plus P. aeruginosa quorum-controlled genes, those coding for extracellular 
products like exoenzymes or production of extracellular products like phenazine 
pigments are grossly overrepresented in the quorum-controlled regulon (Schuster 
and Greenberg, 2006). In a social context these sorts of extracellular products can 
be considered public goods or resources produced by individuals and shared by 
all members of the group. Thus quorum sensing may be important to coordinate 
cooperative group behaviors.

Although quorum sensing promotes virulence in multiple acute infection 
models, many P. aeruginosa isolates from chronic human infections are lasR 
mutants (D’Argenio et al., 2007; Fothergill et al., 2007; Heurlier et al., 2006; 
Hoffman et al., 2009; Smith et al., 2006; Tingpej et al., 2007; Wilder et al., 2009). 
This suggests that lasR mutants have an advantage during the chronic disease 

Figure A8-1.eps
bitmap

FIGURE A7-1 Some examples of acyl-HSL quorum-sensing signals. The structures and 
corresponding names are shown. The P. aeruginosa signal synthase RhlI produces C4-HSL 
and LasI produces 3OC12-HSL. The V. fischeri signal synthase LuxI produces 3OC6-HSL 
and the Rhodopseudomonas palustris signal synthase RpaI produces para-coumaroyl-HSL 
(pC-HSL).
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state, and in support of this, lasR mutants do exhibit specific conditional growth 
advantages (D’Argenio et al., 2007; Heurlier et al., 2005). Alternatively, lasR 
mutants may arise because they can exploit quorum sensing–intact individuals 
with which they coexist. This would allow them the advantage of utilizing shared 
quorum sensing–controlled products without the metabolic burden of producing 
them. For this reason, these naturally occurring quorum-sensing mutants might 
be social cheaters (Diggle et al., 2007b; Rumbaugh et al., 2009; Sandoz et al., 
2007). It is unclear if social cheaters occur in the environment; however, a small 
survey of P. aeruginosa environmental isolates showed that many retained their 
quorum-sensing systems (Cabrol et al., 2003). P. aeruginosa is one example 
where the study of the social aspects of quorum sensing is particularly important 
to understand the possible utility of novel anti–quorum sensing therapeutics 
(Kohler et al., 2010; Mellbye and Schuster, 2011).

Common Themes in Quorum Sensing

Although acyl-HSL systems are found in diverse bacterial species that oc-
cupy disparate ecological niches, many of the controlled factors fall into several 

Figure A8-2.eps
bitmap

FIGURE A7-2 Acyl-HSL signaling in V. fischeri (A) and P. aeruginosa (B). Acyl-HSL 
signals (see Figure A7-1) are made by members of the LuxI family of signal synthases 
and specifically interact with LuxR family transcription factors. At high cell density, acyl-
HSLs accumulate and interact with LuxR homologs. Acyl-HSL binding controls activity 
of LuxR family members. (A) In V. fischeri, LuxI and LuxR produce and respond to 
3OC6-HSL, respectively. (B) In P. aeruginosa, the LasIR system produces and responds to 
3OC12-HSL, and the RhlR system produces and responds to C4-HSL. QscR is an orphan 
LuxR receptor that is not linked to a luxI synthase gene. QscR responds to 3OC12-HSL 
produced by LasI. Each quorum-sensing regulon is shown as a distinct entity, but in real-
ity there exist some overlapping regulation among the controlled genes. SOURCE: Figure 
adapted from Majerczyk et al. (2012).
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general groups that are conserved. Some of the most common types are toxins 
(e.g., virulence factors and antimicrobials), exoenzymes (e.g., proteases), and 
biofilm components (e.g., extracellular polysaccharides [EPSs]) (for a review, see 
Majerczyk et al., 2012). The overlap of acyl-HSL-regulated targets across diverse 
species and environments suggests that these factors provide a general benefit to 
bacteria in a community structure. 

Many quorum sensing–controlled processes may be most valuable when car-
ried out in populations of a sufficient cell density. For example, biofilms consist 
of heterogeneous bacterial groups that organize on surfaces. Bacteria in biofilms 
secrete EPSs and other biofilm matrix components that surround and protect the 
group, but this may be a wasteful process for an isolated individual. Another 
idea that has been proposed is that, during interactions with a host or competitor, 
delayed production of immunogenic or toxic exoproducts may allow the popula-
tion to avoid detection until the cell density is sufficient for the group to mount 
an effective attack. Thus quorum sensing is thought to either provide an efficient 
method to regulate metabolically expensive products, or allow the population to 
remain undetected in a hostile environment, or perhaps some combination of each 
of these. The cost savings of quorum-sensing regulation may also protect cooper-
ating populations from invasion by noncooperating cheaters that do not produce 
the expensive products but can take advantage of their public availability. This 
idea was recently proposed as a mechanism for swarming populations to resist 
invasion by nonswarming cheaters (Xavier et al., 2011). It has also been proposed 
that acyl-HSLs could serve as a proxy for environmental diffusion potential and 
prevent production of secreted goods in conditions of high diffusion (Redfield, 
2002). According to this hypothesis, quorum sensing also acts to efficiently 
regulate the production of expensive products but in this case it acts as an envi-
ronmental sensor, and benefits individuals acting alone as well as individuals that 
are part of a group. This has been put forth as an alternative to quorum sensing, 
providing a nonsocial explanation of acyl-HSL signaling. In our view these two 
hypotheses are not exclusive of each other. 

New Models to Study Quorum Sensing

Despite a large volume of research on the molecular mechanisms of quorum 
sensing we still do not have a clear understanding of the potential social benefits 
of quorum sensing. Acyl-HSL quorum-sensing systems are thought to have been 
established in an ancient species of Proteobacteria (Lerat and Moran, 2004) and 
are encoded in the genomes of many organisms with disparate lifestyles. This sup-
ports the view that quorum sensing has likely evolved to benefit bacteria in many 
different environments. Because many of the well-characterized quorum-sensing 
systems are in species that alternate between free-living and host- associated life-
styles, our current view is somewhat limited. To better understand how quorum 
sensing may be important in other contexts, we have recently turned our attention 
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to a group of three closely related Burkholderia species that have adopted dis-
tinctly different lifestyles: Burkholderia pseudomallei, an  opportunistic pathogen, 
B. thailandensis, a nonvirulent close relative of B. pseudomallei, and B. mallei, 
a host-restricted pathogen that evolved from B. pseudomallei. All three species 
have almost identical quorum-sensing systems (Figure A7-3); QS-1, QS-3, and 
two orphan receptors (R4 and R5) (Ulrich et al., 2004a,b). By studying quorum 
sensing in this group we hope to gain new perspective on the benefits of quo-
rum sensing in different pathogenic and nonpathogenic environments.

B. thailandensis and B. pseudomallei, but not B. mallei, contain another 
quorum-sensing system, QS-2, and flanking DNA encoding the biosynthetic 
genes for a potent, broad-spectrum antibiotic called bactobolin (Carr et al., 2011; 
Duerkop et al., 2009; Seyedsayamdost et al., 2010) (Figure A7-3). The absence 
of this genetic content in B. mallei supports the idea that QS-2 and bactobolin 
are important for saprophytic growth outside of the host. Many other saprophytic 
Proteobacteria also use quorum sensing to control the production of antimi-
crobials, including species of Pseudomonas (Bainton et al., 1992; McGowan 
et al., 1995; Park et al., 2001; Pierson et al., 1994), suggesting that quorum 
sensing–controlled antibiotic production may be commonly used to compete in 
mixed-species environments. Our group and others have become interested in 
understanding why quorum sensing is often used to control antibiotics in sapro-
phytes (Hibbing et al., 2010). To address this we developed a dual-species experi-
mental competition model and a related in silico model (Chandler et al., 2012). 
The results suggested that quorum sensing may be important for competition and 

Figure A8-3.eps
bitmap

FIGURE A7-3 The quorum-sensing circuits of B. thailandensis, B. pseudomallei, and B. 
mallei. The figure shows the genetic context of the homologous quorum-sensing circuits 
(QS-1, QS-2, and QS-3) in B. thailandensis (Bt), B. pseudomallei (Bp), and B. mallei 
(Bm). The cognate signal of each system is shown below. The signals that bind the orphan 
LuxR homologs have not been determined (nd). The genes for the QS-1 LuxIR homologs 
are separated by a small region that contains one to two open reading frames (ORFs) of 
unknown function. The genes coding for the QS-2 LuxIR homologs are found within 
the bactobolin biosynthetic gene cluster and are separated by three ORFs predicted to 
contribute to bactobolin synthesis. The genes coding for the LuxIR homologs of the QS-3 
system are separated by a small intergenic region that does not contain additional ORFs. 
SOURCE: Figure adapted from Majerczyk et al. (2012).
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that the ability to sense and respond to acyl-HSLs from another species, which we 
have called eavesdropping, may provide an advantage in some situations. The in 
silico modeling also suggested that quorum sensing may serve to delay the cost 
of producing antibiotics until the population can produce a sufficient concentra-
tion to kill a competitor (Chandler et al., 2012). This idea is difficult to probe 
experimentally, but we can now do this with the dual-species model we have 
developed. This model may fall under the category of “synthetic ecology” and is 
one example of the new types of systems being developed to probe unanswered 
questions about the social benefits of quorum sensing. 

There has been a recent effort to probe the social benefits of quorum sens-
ing in single-species culture. Investigators have devised experiments where 
growth of P. aeruginosa requires quorum sensing. This can be accomplished 
by providing protein as the sole source of carbon and energy. Growth requires 
quorum  sensing–induced production of the exoproteases. In this setting LasR 
quorum-sensing mutants will emerge and become a stable, significant minority 
of the overall population. These cheaters or free-loaders do not bear the cost of 
contributing to the public good (elastase in this case) but they benefit from use 
of the public goods (Sandoz et al., 2007). This system has been used to study 
the ability of lasR, rhlR, and qscR mutants to invade a quorum sensing–intact 
population (Wilder et al., 2011) and to show that secretion of elastase is more 
beneficial to populations at high density than to populations at low density 
(Darch et al., 2012). These types of studies provide support for the long-held 
view that quorum sensing can be used to control and coordinate cooperative 
activities that benefit individuals within groups of bacteria.

Concluding Comments

This article seeks to highlight the importance of studying cell-to-cell com-
munication in the context of the emerging field of sociomicrobiology. The article 
emphasizes quorum sensing in Proteobacteria and provides examples where 
quorum sensing serves to allow individuals of a species to communicate. This 
rudimentary form of chemical communication serves to coordinate certain group 
behaviors, such as the production of antibiotics, exoenzymes such as proteases, 
and biofilm matrix components. New models are being developed to understand 
the connection between quorum sensing and cooperation. Because this is an 
emerging field we currently know very little about how communication is impor-
tant for cooperation, and how this may influence the evolution of quorum-sensing 
systems in different pathogenic and nonpathogenic environments. These types 
of studies are critical to understand fundamental principles of cooperation in 
bacteria as well as to acquire information needed to develop novel therapeutics 
to treat microbial diseases. 
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A8

ACYL-HOMOSERINE LACTONE-DEPENDENT 
EAVESDROPPING PROMOTES COMPETITION IN 

A LABORATORY CO-CULTURE MODEL28

Josephine R. Chandler,29 Silja Heilmann,30  
John E. Mittler,29 and E. Peter Greenberg29

Many Proteobacteria use acyl-homoserine lactone (AHL)-mediated quorum 
sensing to activate the production of antibiotics at high cell density. Extracellular 
factors like antibiotics can be considered public goods shared by individuals 
within a group. Quorum-sensing control of antibiotic production may be impor-
tant for protecting a niche or competing for limited resources in mixed bacterial 
communities. To begin to investigate the role of quorum sensing in interspecies 
competition, we developed a dual-species co-culture model using the soil sapro-
phytes Burkholderia thailandensis (Bt) and Chromobacterium violaceum (Cv). 
These bacteria require quorum sensing to activate the production of antimicrobial 
factors that inhibit growth of the other species. We demonstrate that quorum-
sensing-dependent antimicrobials can provide a competitive advantage to either 
Bt or Cv by inhibiting growth of the other species in co-culture. Although the quo-
rum-sensing signals differ for each species, we show that the promiscuous signal 
receptor encoded by Cv can sense signals produced by Bt, and that this ability 
to eavesdrop on Bt can provide Cv an advantage in certain situations. We use an 
in silico approach to investigate the effect of eavesdropping in competition, and 
show conditions where early activation of antibiotic production resulting from 
eavesdropping can promote competitiveness. Our work supports the idea that 
quorum sensing is important for interspecies competition and that promiscuous 
signal receptors allow eavesdropping on competitors in mixed microbial habitats.  
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Introduction

Quorum sensing affords bacteria the ability to control the expression of spe-
cific genes in a cell density-dependent manner (Fuqua et al., 1994, 2001; Bassler, 
2002; Waters and Bassler, 2005). Many species of Proteobacteria use small mol-
ecules, acylated homoserine lactones (AHLs), as quorumsensing signals. AHLs 
are produced by LuxI family synthases, and specifically interact with cytoplasmic 
LuxR family transcription factors to influence gene expression. AHL specificity 
is defined by the nature of the acyl side group. AHLs can diffuse through lipid 
bilayers and thus can move out of and into cells by diffusion. Because of the sig-
nal diffusibility, AHLs must reach a critical environmental concentration before 
they cause changes in gene expression. It is common that the AHL synthase gene 
is among the genes activated, creating a positive feedback loop that results in 
increased production of signal (Engebrecht et al., 1983; Seed et al., 1995; Latifi 
et al., 1996; Duerkop et al., 2009; Stauff and Bassler, 2011). Thus, AHL signal-
ing can coordinate population-wide changes in a cell density-dependent manner. 

Quorum-sensing-regulated genes are predominated by those required for the 
production of shared “public goods,” such as secreted or excreted factors. One com-
monly occurring example is antimicrobials. Quorum-controlled antimicrobials have 
been described in many saprophytic Proteobacteria including Erwinia carotovora 
(Bainton et al., 1992), Pseudomonas aeruginosa (Kownatzki et al., 1987; Bainton 
et al., 1992; Gallagher and Manoil, 2001; Ran et al., 2003; Schuster and Greenberg, 
2006), Burkholderia thailandensis (Bt) (Duerkop et al., 2009) and Chromobacte-
rium violaceum (Cv) (Latifi et al., 1995; McClean et al., 1997). Although some 
groups have proposed that antimicrobial activity of secondary metabolites is a side 
effect and the primary function of these compounds is as signals (Davies et al., 
2006; Yim et al., 2007), the classic view is that they are used for competition with 
other strains or species in multi-species environments. This classic view suggests 
that quorum sensing may be important for interspecies competition. Quorum sens-
ing is best understood in the context of virulence, and few studies have addressed 
its importance in competition (Mazzola et al., 1992; Moons et al., 2005, 2006; An 
et al., 2006). The advantage of using quorum sensing to control the production of 
antimicrobials is unknown, but it may allow a population to coordinate delivery 
of a sudden killing dose that deprives competitors of the ability to adapt during 
exposure to subinhibitory antimicrobial concentrations (Hibbing et al., 2010, D 
An and M Parsek, unpublished). Quorum sensing may also defer production of an 
antimicrobial to minimize the metabolic cost of production. 

We are interested in the connection between quorum sensing and production 
of antibiotics, and specifically whether quorum-sensing-controlled antibiotics are 
important for interspecies competition. Thus, we developed a dual-bacterial spe-
cies model with two soil saprophytes, Bt and Cv. Although it is not unlikely that 
these species coexist in nature, we selected this pair of bacteria because we have 
a base of knowledge about their quorumsensing systems, about quorum-sensing 
control of antibiotic synthesis and because these species exhibit similar laboratory 
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growth characteristics. The Bt genome encodes three LuxR–LuxI pairs. The 
BtaI1–R1 pair produces and responds to octanoyl-HSL (C8-HSL). Little is known 
about the genes controlled by this system, but it facilitates clumping under some 
conditions (Chandler et al., 2009). BtaI3 is a 3-hydroxy-octanoyl-HSL synthase, 
but little is known about BtaI3–R3 (Chandler et al., 2009). Finally, BtaR2–I2 
senses and produces 3-hydroxy-octanoyl-HSL and 3-hydroxy-decanoyl-HSL 
(Duerkop et al., 2009). The BtaR2–I2 system activates btaI2 and a set of genes 
responsible for the production of a family of hydrophilic antibiotics, the bactobo-
lins, that have activity against a broad range of bacterial species (Duerkop et al., 
2009; Seyedsayamdost et al., 2010; Carr et al., 2011) including Cv (see below). 
The most potent of these is bactobolin A (Carr et al., 2011). 

Cv has a single AHL circuit, the CviR–CviI quorum-sensing system. This 
circuit activates genes required for the production of a purple pigment called 
violacein and related compounds that have broad-spectrum antimicrobial activity 
(McClean et al., 1997). We found that Bt is resistant to purified violacein, but shows 
sensitivity to other quorum-sensing-dependent factors produced by Cv. The CviI-
produced AHL signal is hexanoyl-HSL (C6-HSL), and although CviR is a C6-HSL-
responsive transcription factor, it is promiscuous and also responds to a number of 
different AHL signals (McClean et al., 1997; Swem et al., 2009). This promiscuity 
may allow Cv to eavesdrop on other AHL-producing species. There are now a 
number of examples of Proteobacteria with promiscuous LuxR homologs (Pierson 
et al., 1998; Riedel et al., 2001; Steidle et al., 2001; Venturi et al., 2004; Dulla and 
Lindow, 2009; Ahlgren et al., 2011; Hosni et al., 2011). It is not known if AHL 
receptor promiscuity provides any advantage over more signal-specific receptors. 

We report here that quorum-sensing-dependent production of antimicrobials 
can provide a competitive advantage to either Bt or Cv by inhibiting growth of 
the other species in co-culture. We also present evidence that although Bt and Cv 
produce different AHLs, the promiscuous signal receptor of Cv can sense Bt sig-
nals, and that this ability to eavesdrop on Bt can provide a competitive advantage 
to Cv. We describe a mathematical model of our dual species system and use this 
model to show that eavesdropping can promote fitness during competition as 
long as the population can produce sufficient antibiotic to kill the competitor. Our 
results support the idea that quorum sensing is important for interspecies competi-
tion and that promiscuous signal receptors promote fitness in some situations by 
enabling eavesdropping on AHLs produced by competitors. 

Materials and Methods

Bacterial Strains and Growth 

Strains and plasmids are described in the Supplementary Text and Supple-
mentary Table S1. All bacteria were grown in Luria–Bertani (LB) broth contain-
ing morpholinepropanesulfonic acid (50mM; pH 7). Bactobolin Awas generously 
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supplied by Jon Clardy (Seyedsayamdost et al., 2010) and dissolved in filter-
sterilized water. Synthetic C6-HSL and purified violacein were purchased from 
Sigma-Aldrich (St Louis, MO, USA) and dissolved in acidified ethyl acetate (0.1 
ml l–1 glacial acetic acid) or in dimethylformamide, respectively. AHLs were pre-
pared from the Bt bactobolin ‾ strain BD20 by extracting stationary-phase (OD600 
8–10) culture fluid with two equal volumes of acidified ethyl acetate and drying 
to completion under a stream of nitrogen gas. The dried extracts were dissolved 
in volumes of media equivalent to the volumes from which they were extracted. 
The extracts did not affect growth of Bt or Cv. Extracts similarly prepared from 
cultures of an AHL‾, bactobolin‾ double mutant had no effect on the outcome 
of co-culture experiments. Co-cultures and cultures for AHL preparation were 
grown at 30 °C. All other growth was at 30 °C for Cv and 37 °C for Bt. Pure 
cultures and co-cultures containing visibly aggregated cells of Cv were dispersed 
by homogenization or waterbath sonication before plating for viable counts. Gen-
tamicin was used at 10 µgml–1 (Cv and Escherichia coli) or 100 µgml–1 (Bt) and 
trimethoprim was used at 100 µgml–1. For selection of Bt and Cv transconjugants, 
gentamicin was at 10 µgml–1 and trimethoprim was at 100 µgml–1. 

Antimicrobial Susceptibility Testing 

We determined the minimum inhibitory concentration of bactobolin or viola-
cein using a protocol modified from the 2003 guidelines of the Clinical and Labo-
ratory Standards Institute (CLSI, formerly NCCLS). Inocula were prepared from 
logarithmicphase cultures and suspended to 5×106 cells in 1ml morpholinepro-
panesulfonic acid-buffered LB containing dilutions of antibiotic compounds. 
The minimum inhibitory concentration was defined as the lowest concentration 
(µgml–1) that prevented visible growth of bacteria after 24 h. To assess suscepti-
bility to cell culture fluid, bacteria were similarly suspended in a broth with 10% 
(Bt) or 75% (Cv) (vol vol–1) filtered fluid from stationaryphase cultures grown for 
24 or 16 h, respectively. Culture fluid was filtered through a 0.22-µm pore-size 
membrane and tested immediately. Fluid from cultures of Cv was diluted into 4 
× concentrated LB to a 1× final LB concentration. Cv and Bt were treated for 24 
and 10 h, respectively, before plating for viability. All antimicrobial susceptibility 
testing was at 30 °C with shaking. 

Co-Culture Experiments 

To inoculate co-cultures, pure cultures were grown to mid-logarithmic phase, 
subcultured to fresh medium at an optical density at 600nm (OD600) 0.05 and grown 
an additional 3 h before combining at the appropriate ratios in 10 ml (Figures A8-1 
and A8-2) or 20 ml (Figures A8-3 and A8-4) of medium in 125-ml culture flasks. 
The initial OD600 of the co-culture was 0.05 (2–4×107 cells per ml) for Bt and 
0.005 (2–4×106 cells per ml) for Cv. Co-cultures were incubated with shaking 
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at 250 r.p.m. Colony-forming units (CFUs) of each species were determined by 
using differential antibiotic selection on LB agar plates. Bt was selected with 
gentamicin and Cv was selected with trimethoprim. 

Results

Antibiotic Sensitivities 

As a first step in developing our binary culture model, we needed to test the 
sensitivity of Cv to bactobolin and the sensitivity of Bt to violacein. Thus, we 
used purified antibiotics to determine the minimum inhibitory concentrations. 
The minimum inhibitory concentration of bactobolin A for Cv was 8 µgml–1, 
and at concentrations exceeding 8 µgml–1, Cv was killed during treatment (data 
not shown). This bactobolin was estimated to be at 5.3 µgml–1 in pure Bt culture 
fluid in growth conditions similar to those we use (Seyedsayamdost et al., 2010). 
Bt produces at least seven other bactobolin compounds (Seyedsayamdost et al., 
2010; Carr et al., 2011). To test if Bt-produced bactobolins in cell culture fluid 
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FIGURE A8-1 B. thailandensis–C. violaceum competition. Initial cell densities were 
2–4×107 B. thailandensis (Bt) cells per ml and 2–4×106 C. violaceum (Cv) cells per ml. The 
initial and final cell densities of Bt and Cv were determined for each independent experi-
ment by selective plating and colony counts. Each data point represents the log-transformed 
average of the ratios of the two species from duplicate measurements of an independent 
co-culture experiment. The lines represent the mean of all of the experiments in each set.
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are sufficient to kill Cv, we assessed Cv viability after treatment with filtered fluid 
from a stationary-phase (OD600 8–10) Bt culture. After treatment with 10% (vol 
vol–1) culture fluid from a wild-type Bt culture diluted into fresh broth, we were 
unable to recover viable Cv. After similar treatment with 10% (vol vol–1) culture 
fluid from a Bt bactobolin-defective mutant (btaK‾) or in broth alone, Cv grew 
to 2–3×109CFU per ml (Table A8-1). Our results show that stationary-phase Bt 
cultures produce sufficient bactobolins to kill Cv. 

Bt was resistant to violacein at the highest concentration tested, 125 µgml–1 
(data not shown), which is in excess of amounts produced by Cv (Tobie, 1935; 
Strong, 1944). Cv codes for other putative antimicrobial factors, including phen-
azines and hydrogen cyanide (Brazilian National Genome Project Consortium, 
2003). To test whether Cv produces quorum-sensing-dependent antimicrobials 
with activity against Bt, we incubated Bt with filtered fluid from Cv wild-type 
or mutant stationary-phase cultures (OD600 4–5). After 10 h, Bt grew modestly 
to 3×108 in the presence of wild-type Cv culture fluid, but grew to 2×109 in the 
presence of fluid from the AHL synthesis mutant (Table A8-2). This indicates 
that Cv quorum sensing regulates production of extracellular factors that inhibit 
growth of Bt, and that this inhibition is not due to violacein alone.  
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FIGURE A8-2 Competition in co-cultures of wild-type C. violaceum (Cv) and wild-type 
or mutant B. thailandensis (Bt) strains. The dashed line indicates the starting 10:1 ratio of 
Bt to Cv. The ratio of Bt to Cv after 24 h was determined by selective plating and colony 
counts. The co-culture results with wild-type Bt are also shown in Figure 1 and the final 
average CFU of each species is also partially represented in Table A6-3. Bt AHLs were 
extracted from culture fluid of a Bt bactobolin mutant (see Materials and methods) and 
added to culture medium. The solid lines represent means for each group. The vertical bars 
show the standard error of the mean for each group.
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bitmap with clipping mask and reset type

0

–3

–1

–2

Cv wild type
Bt AHL-,
bacto-

Cv AHL-

Bt AHL-,
bacto-

Cv AHL-

Bt AHL-,
bacto-

+C6-HSL

1

L
o

g
 (

B
t/

C
v)

FIGURE A8-3 Co-cultures of the C. violaceum (Cv) wild-type Cv017 or the AHL mutant 
Cv026 and the B. thailandensis (Bt) competition-impaired AHL, bactobolin double mutant 
JBT125. The dashed line shows the initial ratio of Bt to Cv. After 24 h, the ratio of Bt to 
Cv was determined by colony counts on selective agar. Co-cultures were grown in 20 ml 
medium. C6-HSL was added before inoculation where indicated (250 nM final concentra-
tion). The solid lines represent the means of each group.

TABLE A8-1 Sensitivity of C. violaceum (Cv) Strains to B. thailandensis (Bt) 
culture fluid

Bt culture fluid testeda

Cv (CFU per ml)b

Wild type AHL‾

Wild type <100 <100
AHL‾ 3×109 2×109

Bactobolin‾ 2×109 2×109

No added culture fluid 2×109 1×019

aSensitivity was assessed by growing Cv in the presence of filtered culture fluid from stationary-phase 
(24 h) Bt cultures as described in the Materials and methods. The Bt AHL (btaI1, I2, I3) mutant 
JBT125 and the bactobolin (btaK) mutant BD20 were used. The Cv AHL (cviI) mutant Cv026 was 
used. Experiments were carried out in duplicate and in all cases the ranges did not exceed 10%.
bBt cell culture fluid was added to a final concentration of 10% (vol vol-1) in 90% (vol vol-1) in 1 ml 
Luria–Bertani-morpholinepropanesulfonic acid broth.
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The Bt–Cv Co-Culture Model 

In pure culture, the doubling times of all Bt strains were 60 min±5% and Cv 
strains were 48 min±5% (see Supplementary Table S2), and both species reached 
densities of about 3×109 cells per ml in early stationary phase. Because of the 
modest growth-rate discrepancy, we used an inoculum of 2–4×107 Bt per ml and 
2–4×106 Cv per ml in our co-culture experiments. Wild-type Bt outcompetes 
wild-type Cv, increasing in relative abundance by about 100-fold in 24 h (Figure 
A8-1). To study the competition further, we enumerated bacteria during logarith-
mic, early stationary and late stationary growth phases. In logarithmic and early 
stationary phase, both species reached densities in co-culture that were identical 
to the densities in pure culture (2–5×109 cells per ml). However, the final densities 
of both species in late stationary phase (24 h) was lower in co-culture than in pure 
culture (Table A8-3). The final cell density of Cv decreased over three logs from 
5×109 cells per ml in early stationary phase to 1×106 cells per ml at 24 h. There 
was no significant decrease in Cv density in pure culture (Table A8-3). The final 
density of Bt was 10-fold lower in co-culture than in pure culture (Table A8-2). 
Our results are consistent with the hypothesis that both species produce quorum-
sensing-controlled antimicrobials during stationary phase that inhibit growth of 
or kill the other species. 

Quorum-Sensing-Controlled Bactobolin Synthesis Promotes 
Bt Competitiveness in Binary Culture 

To test the hypothesis that quorum sensing promotes Bt competitiveness in 
co-culture, we assessed competition with a Bt AHL mutant and wild-type Cv. We 
also assessed the competitiveness of a Bt bactobolin mutant. In co-culture condi-
tions where wild-type Bt had a robust competitive advantage, either the Bt AHL 

TABLE A8-2 Sensitivity of B. thailandensis (Bt) Strains to C. violaceum (Cv) 
Culture Fluid

Cv culture  
fluid testeda

Bt (CFU per ml)b

Wild type AHL‾ Bactobolin‾

Wild type 3×108 2×108 3×108

AHL‾ 2×109 2×109 1×109

No added culture fluid 7×109 8×109 8×109

aSensitivity was assessed by growing Bt in the presence of filtered culture fluid from stationary-phase 
(16 h) Cv cultures as described in the Materials and methods. The Bt AHL (btaI1, I2, I3) mutant 
JBT125 and the bactobolin (btaK) mutant BD20 were used. The Cv AHL (cviI) mutant Cv026 was 
used. Experiments were carried out in duplicate and in all cases the ranges did not exceed 10%.
bCv cell culture fluid was added to a final concentration of 75% (vol vol-1) in 25% (vol vol-1) concen-
trated Luria–Bertani-morpholinepropanesulfonic acid broth in 1ml.
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or bactobolin mutant were outcompeted by Cv (Figure A8-2). We could rescue 
competitiveness of the AHL mutant by supplementing our co-cultures with Bt 
AHLs that were obtained by ethyl acetate extraction of culture fluid from a sta-
tionary-phase (OD600 8–10) Bt bactobolin mutant (Materials and methods). These 
results demonstrate that quorum sensing and quorum sensing-dependent bactobolin 
production are critical for the competitive success of Bt in our co-culture model. 

Bactobolin production is controlled by the BtaI2–R2 quorum-sensing sys-
tem (Duerkop et al., 2009). Next, we assessed the importance of BtaI2–R2 and 
each of the other two Bt quorum-sensing systems, BtaI1–R1 and BtaI3–R3, to 
the competitiveness of Bt in our co-culture model. For this, we used Bt strains 
harboring individual deletions in each of the AHL receptor genes btaR1, btaR2 
or btaR3 (Figure A8-2). Not surprisingly, the btaR2 mutant competed poorly 
with Cv. Results were similar to those with the bactobolin mutant and the AHL 
synthesis mutant. The outcome with the btaR3 mutant was identical to wild type, 
indicating that BtaR3 is not important for competition in our model. The btaR1 
mutant showed an intermediate ability to compete with Cv, suggesting that this 
regulator may be important for the production of bactobolin or production of 
other factors that enhance competition or bactobolin activity. In support of the 
former, we found that expression of a bactobolin btaK-lacZ transcriptional fusion 
is delayed in a btaR1 mutant (data not shown), suggesting that BtaR1 may ad-
vance the production of bactobolin. We also tested the competitiveness of strains 
with individual mutations in each of the AHL synthase genes. All three individual 
AHL synthase mutants outcompeted Cv with results similar to competitions with 
wild-type Bt (data not shown). These findings suggest that the AHL synthases 
have overlapping abilities to induce expression of bactobolin. This is supported 

TABLE A8-3 Final Yields of B. thailandensis (Bt) and C. Violaceum (Cv) in a 
Pure Culture and Co-culture

Strain(s)

Final growth yield (CFU per ml)a,b

Bt Cv

Pure culture
  Bt wild type 1.4 (±0.7)×1010

  Bt AHL‾ 1.0 (±0.9)×1010

  Cv wild type 9.9 (±8.4)×108

Co-culture (with wild-type Cv)c

  Bt wild type 1.3 (±0.8)×109 1.4 (±2.0)×106

  Bt AHL‾ 2.3 (±2.6)×108 2.1 (±1.2)×109

  Bt bactobolin‾ 1.0 (±1.5)×108 2.7 (±0.5)×109

aThe values are the means of at least three independent experiments with ranges indicated within paran-
theses. The Bt AHL (btaI1, I2, I3) mutant JBT125 and the bactobolin (btaK) mutant BD20 were used. 
bThe growth yield in early stationary phase (9 h) of Bt and Cv in pure and co-culture was 1–3×109. 
cCo-culture data from individual experiments are also represented in Figure A6-1.
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by our previous finding that BtaR2 can respond to both 3-hydroxy-octanoyl-HSL 
and 3-hydroxy-decanoyl-HSL, which are produced by the BtaI3 and BtaI2 syn-
thases, respectively (Duerkop et al., 2009). 

Quorum Sensing Can Promote Competitiveness of Cv 

Our results indicate that Cv also produces quorum-sensing-dependent antimi-
crobial factors that inhibit growth of Bt (Table A8-1). Thus, we hypothesized that 
quorum sensing promotes competitiveness of Cv as it does for Bt. To address this, 
we compared the competitiveness of the Cv wild-type and AHL mutant strains in 
co-culture with Bt. We modified our experiment to give wild-type Cv a competi-
tive advantage by using a competition-defective Bt AHL, bactobolin double mu-
tant, and we increased the co-culture volume to 20 ml because we observed that 
this further improves Cv competitiveness for reasons that are unknown (data not 
shown). In these conditions, wild-type Cv strongly outcompeted the Bt mutant, 
whereas the Cv AHL mutant barely outcompeted the Bt mutant (Figure A8-3). 
Competitiveness could be restored to the Cv AHL mutant by the addition of C6-
HSL (the AHL produced by Cv) (Figure A8-3). These results show that quorum 
sensing can promote the competitiveness of Cv. Because violacein does not have 
any antimicrobial activity against Bt, we note that this is not due to violacein, but 
must be caused by as-yet undefined quorum-sensing- dependent factors.

Cv Can Sense and Respond to Bt AHLs 

The Cv AHL receptor CviR can be activated by a range of AHLs including 
at least one of the AHLs produced by Bt, C8-HSL (McClean et al., 1997; Swem 
et al., 2009). We hypothesized that Bt AHLs can activate the Cv quorum-sensing 
receptor CviR and that this promotes competitiveness of Cv in co-culture with Bt. 
We first tested whether a pure culture of Cv can sense and respond to Bt AHLs; 
these AHLs were ethyl acetate extracted and concentrated from stationary-phase 
(OD600 8–10) culture fluid and added to Cv cultures to match concentrations in 
the culture from which they were extracted. As a read-out for quorum-sensing 
activation, we followed the purple pigment violacein. The Cv AHL mutant is not 
pigmented, but pigmentation can be restored by supplementing the culture me-
dium with Bt AHL extracts (Figure A8-4a). This result shows that Cv can sense 
and respond to physiological levels of Bt AHLs. 

Next, we tested whether the Cv AHL mutant can respond to Bt AHLs during 
co-culture growth. Because Cv is killed by Bt-produced bactobolin in co-culture 
(Table A8-1), we used the Bt bactobolin mutant BD20 for these experiments 
(Figure A8-4b). When in co-culture with a Bt AHL, bactobolin double mutant, 
the Cv AHL mutant did not turn purple. However, in co-culture with the AHL-
producing Bt bactobolin mutant BD20, or with exogenously supplied Bt AHLs, 
the co-culture turned purple. This finding indicates that the Cv CviR responds 
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Figure A7-4.eps
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FIGURE A8-4 C. violaceum (Cv) quorum sensing is activated by B. thailandensis (Bt) 
AHLs. Quorum-sensing activation is indicated by the Cv quorum-sensing-dependent 
purple pigment, violacein, in stationary-phase cultures. (a) Cv wild-type (Cv017) and the 
AHL mutant (Cv026) with or without added Bt AHLs. (b) Co-cultures of the Cv AHL 
mutant and Bt strains as indicated (AHL mutant JBT112; AHL, bactobolin double mutant 
JBT125). AHLs were extracted from stationary-phase cultures of Bt BD20, a bactobolin 
mutant.
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to Bt AHLs. We conclude that Bt AHLs are cues that alter the behavior of Cv, 
although they did not evolve for that purpose (Keller and Surette, 2006). In our 
experiment, the Cv AHL synthase mutant can eavesdrop on Bt. 

Eavesdropping Promotes Competitiveness of Cv 

To determine whether eavesdropping can influence competitiveness of Cv, 
we enumerated Bt and Cv in co-cultures (Figure A8-5). As in our previous experi-
ments, we grew the Cv AHL mutant with the Bt bactobolin mutant or an AHL, 
bactobolin double mutant. The Cv AHL mutant was more competitive with the 
Bt bactobolin mutant than it was with the double mutant. As a control, we added 
Bt AHLs to the co-culture with the Bt double mutant and observed that this im-
proved the competitiveness of Cv. These results suggest that eavesdropping on Bt 
AHLs promotes Cv competitiveness. As an additional control, we tested whether 
the Cv AHL receptor CviR is required for eavesdropping. To address this, we 
constructed a Cv AHL synthase, receptor double mutant. We found that CviR is 
required for the competitive advantage provided to Cv by eavesdropping on Bt 
AHLs (Figure A8-5). 

Figure A7-5.eps
bitmap

FIGURE A8-5 Eavesdropping promotes competitiveness of Cv in co-cultures with a 
B. Bt bactobolin mutant. After 24 h of co-culture, the ratio of Bt to Cv was determined. 
Co-cultures of the Cv AHL mutant (Cv026), or the Cv AHL synthase, receptor double 
mutant (Cv026R) and the Bt strains as indicated and described in Figure 4 legend. Co-
cultures were grown in 20 ml volumes. The dashed line indicates the initial ratio of Bt to 
Cv. The solid lines represent the means for each group. AHLs were obtained as described 
for Figure A8-4.
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An in silico Eavesdropping Model 

Our experimental approach has limitations and with the conditions we used, 
we could not observe an effect of eavesdropping with wild-type strains (data 
not shown). However, we suspect there may be conditions where eavesdropping 
provides an advantage to wild-type Cv. This may be as the population nears the 
critical density required for quorum-sensing activation. At this density, AHLs 
produced by a nearby competitor may cause early activation of quorum-sensing-
dependent antibiotics and would improve competitiveness of the eavesdropping 
microbe. 

To explore this hypothesis further, we developed a mathematical model of 
our binary culture system (see Supplementary Text and Supplementary Table S3). 
The model accounts for two wild-type species that produce antibiotics in response 
to AHL signals in a well-mixed environment, similar to species Bt and Cv in our 
experimental system. In silico, the antibiotic produced by each species has equal 
killing efficiency towards the competing species, but no influence on the produc-
ing species. The two species in our in silico model also have identical growth 
rates, rates of antibiotic and AHL production, and antibiotic-production costs. 
However, as we observed experimentally, in some conditions one species (which 
we refer to here as species C) can eavesdrop on the other (species B). In the in 
silico model, we assume that antibiotic production accelerates once the inducer 
reaches a critical threshold concentration. However, antibiotic-production rates 
eventually level off as AHL concentrations exceed the quorum-sensing threshold. 
We use several different activation thresholds in our analysis. 

Our in silico model has a bistable dynamic where one species completely 
dominates under most conditions. In the absence of eavesdropping, the outcome 
favors the species that is numerically dominant at the beginning (Figure A8-6). 
When we vary the activation thresholds for antibiotic production (by varying KB 
and KC of B and C, respectively, see Supplementary Text and Supplementary 
Table S3), there is an optimal value (Koptimal) where one species can dominate the 
other; if we fix KB at this value, B can dominate C at any value of KC (other than 
when KC was equal to Koptimal), and the same is true for C if KC is set at Koptimal 
(see Supplementary Figure S1). For every set of parameter values we explored, 
we find that Koptimal is greater than zero. Thus, waiting until a population reaches 
a quorum provides a fitness benefit for antibiotic-producing bacteria. 

We then investigated eavesdropping in our in silico model when species B 
and C had identical thresholds above (high), equal to (optimal) and below (low) 
the optimal threshold. At a relatively high threshold, eavesdropping provided a 
distinct advantage to C by allowing it to invade B from lower starting frequencies 
(Figure A8-6a), supporting our initial hypothesis. However, with an optimal or 
low threshold, eavesdropping was disadvantageous (Figures A8-6b and A8-6c). 
We posit that in the latter two cases, the eavesdropping population activates 
production of antibiotic too early to accumulate a sufficient killing dose and 
antibiotic production is an ineffective metabolic burden. To test this hypothesis, 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

236 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

Figure A7-6.eps
bitmap

FIGURE A8-6 In silico modeling. Our model accounts for two species with quorum-
sensing-controlled antibiotics, similar to our experimental model of Bt and Cv. As in our 
experimental model, our in silico model accounts for two species (B and C) that produce 
antibiotics in a density-dependent manner. In our model, species C can eavesdrop on spe-
cies B (see Supplementary Text). We show relative fitness of each species as a function of 
the initial ratio (C/B) and the eavesdropping sensitivity (e) of C. The fitness of C relative 
to B was measured using the log relative fitness measure given in Wu et al. (2006) and is 
indicated by the color spectrum on the far right. (a) The inducer concentration required 
for production of antibiotic (activation threshold, KB and KC) is relatively high for both 
species (0.01, see text). (b) The activation threshold is lower (0.003898) and corresponds 
to an optimal threshold for each species that gives it an advantage over the other species 
regardless of the other species’ threshold. (c) Both species have an activation threshold 
lower than the optimal threshold (0.003). (d) The same parameters were used as in (c); 
however, the antibiotic toxicity is raised 10-fold. This changes the optimal activation 
threshold to 0.001113, which is below the activation threshold value used (0.003) (see 
Supplementary Figure S1).
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we kept the same conditions as in Figure A8-6c and increased the toxicity of the 
antibiotic of both species. In these conditions, eavesdropping provides an advan-
tage (Figure A8-6d), supporting our hypothesis. Furthermore, eavesdropping is 
also advantageous if the antibiotic cost is decreased (Supplementary Figures S2 
and S3). However, these changes in toxicity and cost alter the optimal threshold 
(Supplementary Figure S1B and data not shown), effectively resetting the system 
so that antibiotic production is induced after the optimal threshold is achieved. 
Thus, eavesdropping-dependent early production of antibiotics promotes com-
petition in a population that has already reached a sufficient density to produce 
a killing dose. 

Discussion

We have developed a dual-species competition model with two soil sap-
rophytes, Bt and Cv, which both use quorum sensing to control production of 
antimicrobial factors. We show that both of these species can gain a competi-
tive advantage over the other with success dependent on quorum sensing. The 
advantage of quorum-sensing control of antimicrobials has also been shown in 
other laboratory co-culture models (Moons et al., 2005, 2006; An et al., 2006). 
The previous reports, together with the results reported here, support the idea that 
quorum-sensing regulation is important in multi-species competition. Our results 
indicate that competitiveness of Bt relies on the btaI2-R2-controlled antibiotic 
bactobolin and Cv uses as-yet unidentified quorum-sensing-dependent factors 
for competition. The bactobolin biosynthetic genes and btaI2-R2 are encoded 
within a large (120-kb) DNA element that is absent from a close relative, the 
host-adapted pathogen Burkholderia mallei. That this element is retained in Bt 
supports the view that btaI2-R2 and bactobolin are important for competition 
during saprophytic growth. 

Why do bacteria use quorum sensing to regulate antibiotic production? Our 
in silico model provides some possible clues. The results indicate that when 
antibiotic production is costly, early production slows population growth with-
out effectively killing the competitor. Thus, quorum sensing defers the cost of 
antibiotic production until a sufficient killing dose can be delivered. We do not 
include in our model the additional possibility that sublethal concentrations of 
antibiotics may induce in the competitor an adaptation to higher concentrations of 
antibiotic. Both of these possibilities can be further explored with our experimen-
tal co-culture model. An alternative hypothesis is that deferred production may 
also protect the producing population against the emergence of non-producing 
cheaters. Cheaters can exploit public goods producers by utilizing the available 
goods without incurring the cost of their production. In a recent study by Xavier 
et al. (2011), delayed production of an exploitable public good, surfactant, pro-
tected the producing population against the emergence of cheaters. This strategy 
maximized growth of the producing population, thereby increasing its ability to 
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compete with cheaters. Quorum-sensing regulation may similarly promote com-
petitiveness with non-producing cheaters. 

Our experimental model also showed that cross species AHL activation of the 
Cv broad-specificity AHL receptor can promote the competitiveness of Cv (Figure 
A8-5). In addition to Cv, there are several other species with broad-specificity 
AHL receptors and these are also saprophytes: E. carotovora (ExpR2) (Sjoblom 
et al., 2006); P. aeruginosa (QscR) (Lee et al., 2006); and receptors encoded by 
two species of Bradyrhizobium (BraR and BjaR) (Ahlgren et al., 2011; Linde-
mann et al., 2011). ExpR2 and QscR are both orphan receptors without a cognate 
AHL synthase gene (Cui et al., 2006; Fuqua, 2006; Sjoblom et al., 2006). The 
potential role of each of these receptors in competition has not been determined. 
AHL receptor specificity can be easily altered by single amino-acid changes 
(Collins et al., 2005; Hawkins et al., 2007; Chen et al., 2011; Lintz et al., 2011), 
suggesting that AHL recognition may be very adaptable in nature. In contrast to 
these broad-specificity AHL receptors, the receptor of the squid symbiont Vibrio 
fischeri is quite specific for its cognate AHL (Visick and Ruby, 1999). V. fischeri 
activates quorum-sensing-dependent functions when it is at high cell densities 
in its squid host; in this environment it rarely encounters other bacterial species 
(Visick and McFall-Ngai, 2000). Thus, AHL receptors may evolve broad signal 
specificity in specific environments where eavesdropping might be of use, al-
though the role of these receptors in inter-species competition and eavesdropping 
requires further study. 

In the conditions of our experimental model, eavesdropping did not provide 
an observable fitness advantage to wild-type strains during competition. However 
in another study, AHLs produced by epiphytic bacteria on plant leaves altered 
the quorum-sensing-regulated virulence phenotype of a wild-type Pseudomonas 
syringae strain (Dulla and Lindow, 2009), suggesting that wild-type strains can 
be responsive to AHLs from other species in natural environments. Our co-culture 
model may provide a limited view of the possible interactions between species in 
nature, for example, Dulla and Lindow 2009) identified several epiphytic species 
that produce 10-fold more AHL than their laboratory P. syringae strain. High-
level signal producers may play a significant role in cross-species induction. 

Our mathematical model allowed a simple assessment of the costs and ben-
efits of eavesdropping between competing wild-type strains. For the model, we 
made the basic assumption that detection of exogenous AHLs can cause early 
quorum-sensing dependent activation of antibiotic genes. We have observed this 
experimentally in Bt with a transcriptional fusion to the bactobolin biosynthetic 
gene btaK (data not shown), but it is more difficult to address with Cv because 
we do not yet know what quorum-controlled genes are involved in competition, 
and during early logarithmic phase the activity of the antimicrobials is too low for 
our methods of detection. The in silico model indicates that eavesdropping can 
promote competition in certain conditions where production of antibiotic occurs 
relatively late during growth. However, eavesdropping can also be detrimental 
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if the activation threshold is relatively low. We observed similar results in other 
variations of this model (data not shown). Our results suggest that receptors 
would evolve broad specificity only in particular circumstances where eavesdrop-
ping is beneficial. Our bias is that specificity is the more evolved trait and that 
highly specific receptors likely arose from receptors with less specificity. 
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A9

RULES OF ENGAGEMENT: INTERSPECIES INTERACTIONS 
THAT REGULATE MICROBIAL COMMUNITIES31

Ainslie E. F. Little,32 Courtney J. Robinson,32 S. Brook Peterson,32 
Kenneth F. Raffa,33 and Jo Handelsman32,34

Abstract

Microbial communities comprise an interwoven matrix of biological diversity 
modified by physical and chemical variation over space and time. Although these 
communities are the major drivers of biosphere processes, relatively little is known 
about their structure and function, and predictive modeling is limited by a dearth of 
comprehensive ecological principles that describe microbial community processes. 
Here we discuss working definitions of central ecological terms that have been used 
in various fashions in microbial ecology, provide a framework by focusing on dif-
ferent types of interactions within communities, review the status of the interface 
between evolutionary and ecological study, and highlight important similarities and 
differences between macro- and microbial ecology. We describe current approaches 
to study microbial ecology and progress toward predictive modeling.  

Introduction

Biology in the twentieth century was dominated by simplification and order. 
This was driven by the desire to improve experimental controls and resulted in a 
landscape of intellectual frameworks unified by reductionism. Study of systems 
was replaced by study of parts, organism with cells, cells with genes and proteins, 
and genes and proteins with their atoms. The scientific triumphs were many and 
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the practical outcomes—vaccines, antibiotics, and highyielding crops—trans-
formed human health and food security. But the cost was a reduction of emphasis, 
training, and vision in systems-level biology, and with that a reduced ability to 
address some of the most important current environmental and health challenges. 

As the twentieth century drew to a close, we were confronted by new chal-
lenges that rekindled widespread interest and identified the need to understand 
systems-level biology. Certain human diseases emerged whose origins were 
understood from landscape-level events that did not fit neatly into a reductionist 
scheme. Similarly, global climate change, and its underlying human causation, 
was recognized as a reality, and any realistic solutions required study of inter-
connecting spheres of society and the biosphere. These events and others like 
them arrived just as powerful new methods in microbiology emerged to open the 
way for a renaissance of ecology in general and microbial community ecology 
in particular. Although the need for systems biology has always been apparent 
to ecologists, who can offer many examples of ecosystems in which studying 
a binary interaction led to an erroneous conclusion that was corrected only by 
introducing more complexity into the model, the change in perspective was a 
surprise to much of the microbiology community (Raffa, 2004). 

Over the past century of microbiology, the emphasis on the study of microbes 
in pure culture has isolated microorganisms from their communities and focused 
on their behavior in the biologically simple environments of the petri dish and 
test tube. Although simple model systems have driven an explosion of knowledge 
in cellular processes and host-microbe interactions over the past two decades, 
the reality of natural communities demands that we direct attention to complex 
assemblages as well. Global microbial diversity is enormous, likely representing 
107 species, of which only 0.01% to 0.1% are known (Curtis and Sloan, 2002, 
2004; Dykhuizen, 1998; Gans et al., 2005; Pace, 1997). Microbial communities 
can be complex, with high species richness and unevenness, and their structures 
are continually influenced by changing biological, chemical, and physical factors. 
Most microorganisms do not submit readily to growth in the laboratory, leaving 
microbiologists to either concentrate on the subsets that do perform well under ar-
tificial conditions or grope for other methods to describe the species that compose 
natural communities. Therefore, the structure of most microbial communities has 
been difficult to illuminate. 

Describing community structure is often a prelude to understanding com-
munity function, which has been similarly difficult to elucidate (Handelsman, 
2004; Pace, 1995; Pace et al., 1985). One of the barriers confronting microbial 
ecologists is the lack of ecological principles that provide the foundation for 
predictive models. Broadly based, validated principles derived from systems 
that can be manipulated experimentally would allow for predictions regard-
ing behavior of communities that are less tractable for study. Many of these 
principles can be borrowed from macroecology, although some need to be 
reformatted to fit the microbial lifestyle. In this review, we explore the internal 
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processes of microbial communities in an effort to begin to define the principles 
that underpin ecological and evolutionary patterns of microbial communities. 
Defining these principles is necessary to enable predictive modeling of eco-
logical dynamics of microbial communities. In addition to their importance to 
fundamental understanding of the biosphere, predictive models have numerous 
practical applications. For example, they can provide guidance to strategies for 
manipulating communities on plant or animal surfaces to suppress pathogens, 
maintaining community integrity when applying chemicals such as antibiotics 
or pesticides that could destabilize communities, or successfully introducing a 
beneficial microorganism such as a biocontrol agent in agriculture or a probiotic 
in veterinary and human medicine. 

Ecological Properties of Microbial Communities

The properties of microbial communities can be divided into two categories: 
structural and functional. Structural properties describe how the community var-
ies and what it looks like—the types and numbers of members across a range of 
environments. Functional properties define the community’s behavior—how the 
community processes substrates, interacts with forces in its environment, and 
responds to perturbations such as invasion. 

Structural Properties 

One of the simplest ways to characterize a community is to list its mem-
bers (composition) and to tabulate the total number of members (richness). To 
answer such questions as How many different species are there in a given com-
munity? and What are they? seems easy and straightforward, but answering them 
is challenging when they are applied to microbial communities (Schloss and 
 Handelsman, 2005). The challenges derive from both biological and statistical 
issues. Enumeration by culturing limits the description to those members that can 
be cultured, which constitute the minority (often less than 1%) in most communi-
ties. Molecular methods present culture-independent alternatives, which capture 
far more richness than does culturing (Curtis et al., 2006). Sequence analysis of 
the 16S rRNA gene is the dominant method of determining identity and phylo-
genetic relatedness of microorganisms (Curtis et al., 2006), although other genes, 
such as rpoB, may provide greater resolution in phylogenetic associations at the 
species and subspecies levels (Case et al., 2007). To avoid the inherent difficulty 
in sampling every species in every community, macroand microbial ecologists 
often use estimates of richness based on samples of the communities; however, 
these estimates can vary depending on the estimator chosen and the type of data 
analyzed (Begon et al., 1990; Scholoss and Handelsman, 2007; see Curtis et al., 
2006 for a review of the difficulties of quantifying properties in microbial com-
munities, the statistics used in the analyses, as well as recent accomplishments 
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in the area). Estimates of richness based on gene sequence relatedness are often 
calculated using software such as EstimateS and DOTUR (Colwell, 2005;  Schloss 
and Handelsman, 2005). DOTUR, for example, has been used for a variety of 
genes and environments to assign sequences to operational taxonomic units based 
on phylogenetic distances and to calculate richness estimates at different degrees 
of phylogenetic resolution (Brodie et al., 2007; Cox and Gilmore, 2007; Diaz et 
al., 2006; Francis et al., 2005; Katayama et al., 2007; Schloss and Handelsman, 
2006a, Vasanthakumar et al., 2006). 

Diversity indices take into account both species richness and evenness of 
distribution of species (i.e., abundance of individuals) (Begon et al., 1990). The 
diversity of a community is difficult to interpret on its own but can be valuable 
when used to compare communities. Community structure, like diversity, is an 
attribute that is most useful when analyzed for comparative purposes. Community 
structure incorporates both the composition of the community and the abundance 
of individual members. Diversity and structure measure different aspects of com-
munity characteristics, so they can vary independently of each other (Hartmann 
and Widmer, 2006). In soil communities, the presence of a plant community, the 
introduction of various transgenes into a tree community, and rhizomediation 
influence composition and structure, but not diversity (deCarcer et al., 2007; 
LeBlanc et al., 2007; Zul et al., 2007). However, in other situations structural 
changes influence diversity as well. 

In addition to the structure of the entire community, understanding the struc-
ture of assemblages within a community can also be important. For example, 
Perez & Sommaruga (Perez and Sommuaruga, 2007) monitored the response of 
the Betaproteobacteria and Actinobacteria populations within a lake water com-
munity to solar radiation and dissolved organic matter from lake, algal, or soil 
sources. Functionally defined assemblages, such as guilds, are also of interest be-
cause of the activities of community members. In another recent study, the struc-
ture of a methanotroph assemblage within a rice field community was monitored 
using terminal restriction-length polymorphism (TRFLP) analysis, pmoA gene 
analysis, and stable isotope probing (Shrestha et al., 2008). The results indicated 
that the activity and structure of the methanotroph assemblage (composed of 
type I and II methanotrophs) fluctuated over time and with CH4 availability and 
that type I and type II methanotrophs occupied two different niches within the 
rice field ecosystem. Other guilds such as ammonium-oxidizers, methanogens, 
and iron-reducers have been analyzed for structural properties (Chu et al., 2007; 
Hansel et al., 2007; Smith et al., 2007). Similarity of community structure can be 
calculated using a number of computer programs such as SLIBSHUFF, SONS, 
TreeClimber, and Unifrac and techniques such as analysis of molecular variance 
(AMOVA) and homogeneity of molecular variance (HOMOVA) (Lozupone and 
Knight, 2005; Lozupone et al., 2007; Martin, 2002; Schloss, 2008; Schloss et al., 
2006a, 2006b; Schloss et al., 2004). The differences between the hypotheses 
tested by each of these tools are discussed elsewhere (Schloss, 2008). 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

246 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

Robustness 

Community robustness is the ability of the community to maintain its func-
tional and structural integrity in the face of potential perturbations (Begon et al., 
1990). This is consistent with other uses of robustness in engineering and sta-
tistics that pertain to the heartiness of a system and its ability to function under 
various, often adverse, conditions (Geraci, 1991). Just like complex engineered 
systems, biological systems, such as cells, tissues, organs, and ecological webs, 
are composed of diverse and often multifunctional components (Kitano, 2002). 
Systems that maintain their function, characteristic behavior, or some other prop-
erty despite internal and external perturbations and adapt to their environments 
are robust (Kitano, 2002, 2003; Stelling et al., 2004). Although robustness is a 
characteristic of all biological systems, it is a relative property that depends on 
the perturbation and the behavior monitored (Stelling et al., 2004). For example, 
cancer cells that establish in the human body are particularly robust against the 
host’s defenses, but perturbations against which they are weakly robust offer 
promising therapies (Kitano et al., 2003). 

We use structural robustness, similar to ecosystem stability (although eco-
system stability does not always refer to structure), to describe the constancy in 
community structure over time (temporal stability), the ability to resist change 
following a perturbation (resistance), and the return to its native structure follow-
ing a change to structure (resilience). Components of robustness are often studied 
individually. Temporal stability, though not always referred to as such, is studied 
far more often than the other components of robustness. For example, Kikuchi 
& Graf (Kikuchi and Graf, 2007) recently reported that populations in the mi-
crobial community of leech crops, comprising Aeromonas veronii bv. sobria and 
a Rikenella-like organism, fluctuated within 6 h to 14 days after blood feeding. 
The population size of both members initially increased following feeding, but 
the abundance of A. veronii decreased 4 days after feeding while the abundance of 
the Rikenella-like species remained constant over the timescale studied (Kikuchi 
and Graf, 2007). Temporal stability has also been examined in rice field soil, 
cabbage white butterfly midguts, and a number of aquatic communities (Alonso-
Saez et al., 2007; Carrino-Kyker and Swanson, 2008; Chenier et al., 2006; Kan et 
al., 2007; Kent et al., 2006; Lepere et al., 2006; Moss et al., 2006; Murase et al., 
2006; C. Robinson, P. Schloss, K. Raffa & J. Handelsman, manuscript submitted). 

Functional robustness refers to the ability of a community to maintain a 
particular activity despite perturbation, which, unlike structural robustness, is not 
necessarily linked to composition, although links between structure and function 
have been established many times (Adamczyk et al., 2003; Chandler et al., 2006; 
Chu et al., 2007; Cottrell and Kirchman, 2000; Gentile et al., 2007; Shrestha et 
al., 2008; Smith et al., 2007). Saison et al. (2006) showed that soil communities 
exhibited functional and structural resilience to low, but not high, levels of winery 
compost. In another study, Yannarell et al. (2007) found that nitrogen fixation 
returned to normal levels in a Bahamian microbial mat following a Category Four 
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hurricane, despite a shift in community structure. At the intersection of functional 
and structural robustness is the years-old diversitystability debate. Briefly, the 
debate questions whether increased community diversity increases or decreases 
community stability (see Ives and Carpenter, 2007, and McCann, 2000, for re-
views of the diversity-stability debate). Macro- and, to a lesser extent, microbial 
ecology have long sought a common rule that governs the relationship between 
diversity of a given community and its ecosystem stability, with stability often 
measured by a specific activity or function. Several years ago, McGrady-Steed et 
al. (1997) found that as diversity increased, decomposition increased, but carbon 
dioxide uptake decreased in an aquatic microcosm that contained bacteria, pro-
tists, and metazoans. They also noted that resistance to invasion increased as the 
abundance of certain members increased. 

More recently, Girvan et al. (2005) examined the temporal structural stability 
and the functional resilience of two soil communities of different diversities that 
had been perturbed with benzene or copper using denaturing gradient gel elec-
trophoresis and monitoring of broadscale (mineralization of 14C-labeled wheat 
shoot) and narrow-scale (mineralization of 14C-labeled 2,4-dichlorophenol) func-
tions for 9 weeks. Temporal shifts in structure were observed in all soils, although 
copper-treated and control soils were consistently more similar to each other than 
either was to the benzenetreated soil (Girvan et al., 2005). This indicates that in 
some systems the source of the perturbation may be more important than com-
munity diversity in structural temporal stability. Benzene perturbation reduced the 
ability of both communities to perform the narrow niche function; however, the 
more diverse community reacquired the function by week 9 of the experiment, 
thereby exhibiting functional resilience (Girvan et al., 2005). Copper treatment 
increased broadscale function but initially reduced narrow niche function for both 
communities before they both recovered (Girvan et al., 2005). These findings 
indicate that diversity and source of perturbation may be important for functional 
robustness. The results also suggest that soil exhibits functional resilience owing 
in part to functional redundancy, but that greater diversity in soil communities 
may also lead to greater resistance and functional stability. The positive associa-
tion between community diversity and stability is consistent with what has been 
observed in some macroecological systems such as grassplots (Tilman et al., 
1996). More study of microbial community robustness is needed to establish the 
rules of engagement, i.e., governing principles and predictive models. 

Interactions Within Microbial Communities

A first step toward understanding the nature of ecological interactions in nat-
ural microbial communities is cataloging mechanisms by which microorganisms 
interact. Symbiotic interactions can be divided into three overlapping categories, 
which exist in a continuum from parasitic to mutualistic (Figure A9-1). Parasites 
(Greek, para, “near,” and sitos, “food”) are organisms that live on or in another 
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organism and obtain all or part of their necessary nutrients at the expense of their 
host. Commensalism (Latin, com, “together,” and mensa, “table”) includes rela-
tionships in which one partner derives benefit from the other and the other partner 
neither is harmed nor benefits from the association. Mutualism (Latin, mutualis, 
“reciprocal”) is an association in which both organisms derive benefit from one 
another. In addition to specific symbiotic interactions, microorganisms can inter-
act antagonistically with other microorganisms via competition for a common 
resource or via predation of one organism upon another. The mechanisms that 
dictate interactions among microorganisms are largely responsible for the proper-
ties of the community as a whole. Dissecting the binary and tertiary interactions 
among community members is one essential component to understanding the 
properties of the community. 

Exploitative Competition 

As in interactions between macroorganisms, exploitative competition, or 
competition for nutrients and space, plays an important role in shaping microbial 
interactions. In eukaryote-associated microbial communities, such as in the hu-
man gut, competition for nutrients and space from resident microflora is thought 
to present one barrier to infection by pathogens, a phenomenon called the bar-
rier effect (Guarner and Malagelada, 2003). In cabbage white butterfly larvae, 

Figure A9-1.eps
bitmap

FIGURE A9-1 Continuum of interspecific interactions that occur in microbial com-
munities. (Left) The beneficial relationships that occur between mutualists such as the 
phototrophic consortia (shown below) comprising central rod-shaped bacteria in the fam-
ily Comamonadaceae (red) and green epibiotic sulfur bacteria (blue) (reprinted from 
Reference 95). Commensal, or benign, relationships are depicted in the middle of the 
continuum by an electron micrograph of the microbial community of the cabbage white 
butterfly. (Right) Antagonistic relationships are illustrated by an electron micrograph of 
Bdellovibrio attacking Shewanella oneidsis (photo credit: Robert Chamberlain,Wayne 
Rickoll, and Mark Martin).
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changes in the resident microflora community structure resulting from treatment 
with antibiotics facilitates invasion by a nonresident, in support of the role of 
competition from residents in normally preventing invasion (C. Robinson, Y. 
Ramos, K. Raffa & J. Handelsman, unpublished observations). Probiotic bacteria, 
such as some Bifidobacterium and Lactobacillus species, are thought to exert 
positive effects on host health in part via competitive interactions with pathogenic 
bacteria for space and nutrients, and also through interference competition by 
production of toxic compounds (Rastall et al., 2005). In vitro, binding of some 
probiotic bacteria to cultured epithelial cells can prevent binding of pathogens, 
in support of the hypothesis that bacteria successfully compete for space (Gopal 
et al.; 2001, Lee and Puong, 2002). Competition for nutrients among bacterial 
species from functional groups having different nutritional requirements can be 
important in structuring microbial communities in nutritionally heterogeneous 
environments. For example, in microcosms containing picoplanktonic cyanobac-
teria and heterotrophic bacteria along crossed gradients of glucose and phosphate, 
the cyanobacteria positively responded to increased phosphate only when glucose 
was low, presumably because of increased competition from the heterotrophs 
when organic carbon was supplied (Drakare, 2002). 

Exploitative and interference competition. The aspect of microbial interac-
tions that has arguably received the most attention is the ability of some micro-
organisms to produce compounds that, at least in laboratory studies, directly 
antagonize other microorganisms. It has been assumed that organisms produce 
these compounds as a means of chemical warfare, providing a competitive edge 
to the producers by directly inhibiting growth or killing off potential competitors, 
a form of interference competition. One example in which evidence supports 
this proposition is in the rhizosphere, where antibiotic production by a number 
of bacteria contributes to their ability to protect plants from particular pathogens 
( Compant et al., 2005; Raaijmakers et al., 2002). The antibiotics these bacteria 
produce in vitro have been detected in the rhizosphere (Bonsall et al., 1997), and 
mutants deficient in antibiotic production often exhibit a reduced ability to protect 
the plant from the pathogen (Keel et al., 1992; Silo-Suh et al., 1994; Thomashow 
and Weller 1998) or a reduced fitness in the rhizosphere (Mazzola et al., 1992; 
Pierson and Pierson, 1996). Additionally, production of the peptide antibiotic 
trifolitoxin by some strains of Rhizobium etli strains contributes to their competi-
tive ability in the rhizosphere, leading to increased occupation of root nodules by 
producing strains (Robleto et al., 1997; Robleto et al., 1998). In addition to the 
rhizosphere systems, evidence from a number of invertebrate-microbe interac-
tions supports the role of antibiotics in antagonistic relationships within com-
munities. For example, antibiotics produced by Actinomycetes associated with 
leafcutter ants protect the ants’ fungal gardens from parasitism by another fungus 
(Currie et al., 2006; Little et al., 2006). Similarly, larvae of some crustaceans, 
beewolves, and bark beetles rely on production of antifungal compounds by 
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bacterial symbionts to avoid infection by fungal pathogens (Cardoza et al., 2006; 
Gil-Turnes and Fenical, 1992; Gil-Turnes et al., 1989; Kaltenpoth et al., 2005). 

In many cases, however, antibiotic production in vitro has not been demon-
strated to result in antagonism in situ, leading to speculation that antibiotics play 
roles other than as growth inhibitors (Davies et al., 2006). At subinhibitory con-
centrations, structurally diverse antibiotics affect transcription of many bacterial 
genes not necessarily associated with stress responses, suggesting that antibiotics 
may function as signaling molecules in the environment when produced at low 
concentrations (Davies et al., 2006). 

Interference competition via signal disruption. Some mechanisms of in-
terference competition between microorganisms are independent of antibiotic 
production, such as disruption of signaling cascades. Diverse bacteria degrade 
acyl-homoserine lactone signal molecules (Leadbetter and Greenberg, 2000; Lin 
et al., 2003; Uroz et al., 2003; Uroz et al., 2005; Uroz et al., 2007; Yang et al., 
2005), and the rapid turnover rate of acyl-homoserines in nonsterile soil suggests 
this is a common bacterial trait at least in that environment (Wang and Leadbetter, 
2005). Signaling by small peptides can also be disrupted; for example, siamycin, 
a secondary metabolite produced by a soil Streptomyces strain, inhibits signaling 
by the gelatinase biosynthesis-activating pheromone of Enterococcus faecalis 
(Nakayama et al., 2007). The ability to interfere with signaling would provide a 
competitive advantage if competitive determinants, such as antimicrobial toxin 
production, were regulated by signaling, as has been suggested (An et al., 2006). 
However, a clear link between the disruption of signaling and competitive advan-
tage has yet to be established. 

Predation 

In macroecological systems, predation, or the consumption of one organism 
by another, is frequently a key stabilizer of community structure (Estes, 1996; 
Estes et al., 2001; Henke and Bryant, 1999). The top predator often regulates 
abundance of other species that in turn regulate other species, providing a cascade 
of effects that have a sweeping influence. Often, this effect on the community 
far exceeds the numerical representation of the predator and can transform entire 
landscapes, which defines the predator as a keystone species (Paine, 1969; Ripple 
and Beschtab, 2003). 

Predation of bacteria by microbial eukaryotes and bacteriophages provides 
a key link between microbial and macroorganismal food webs (Clarholm, 2002; 
Pernthaler, 2005) and has global effects on bacterial community structure and 
composition in many environments. In both freshwater and marine habitats, 
predation is a leading cause of bacterial mortality (Pernthaler, 2005; Thingstad, 
2000). In some aquatic environments, top-down control by predation also appears 
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to regulate bacterial population sizes (Pernthaler, 2005). Additionally, predation 
has been suggested as an influence on bacterial species richness and evenness 
(Pernthaler, 2005; Zhang et al., 2007), selectively limiting population sizes of 
some readily culturable aquatic bacteria that rapidly proliferate when grazing 
pressure is experimentally reduced (Beardsley et al., 2003). In soil, predation by 
protozoa similarly limits bacterial population sizes and can influence bacterial 
community composition and structure (Clarholm, 2002; Murase et al., 2006). Dif-
ficulties associated with quantification of bacteriophage in soil have hampered ef-
forts to ascertain the role of predation by phage in these ecosystems (Ashelford et 
al., 2003; Williamson et al., 2005). In engineered microbial communities, preda-
tion pressure can influence bacterial population structure by selecting for strains 
adapted to defend against predator attack (Kunin et al., 2008). Manipulation of 
microbial communities via phage that prey specifically on lineages of bacteria 
could be used as a tool to study community dynamics, given the strength of phage 
selective pressures in some communities (Breitbart et al., 2004). 

Bacteria or archaea that prey on other bacteria or archaea appear to be 
relatively rare compared with their eukaryotic counterparts, but examples of 
each have been described. Bdellovibrio-like organisms are obligate bacterial 
predators, which now appear to be more diverse and widespread than previously 
recognized (Davidov et al., 2006a; Pinero et al., 2007). Most of these organ-
isms penetrate the outer membrane and wall of their prey and replicate in the 
cytoplasm, thereby killing the host. However, some, including the  Micavibrio 
sp. (Alphaproteo bacteria), attach to the outside of prey cells and replicate epi-
biotically (Davidov et al., 2006b). The range of prey organisms targeted by 
different Bdellovibrio-like predators varies but typically includes only a limited 
number of species ( Jurkevitch et al., 2000; Pineiro et al., 2004; Rogosky et al., 
2006). A different predatory strategy is employed by a second group of bacterial 
predators, the myxobacteria (Deltaproteobacteria). Populations of myxobacteria 
exhibit cooperative, surface-associated motility and collectively subsume prey 
organisms they encounter by producing secreted and cell-associated degradative 
enzymes (Reichenbach, 1999). However, unlike Bdellovibrio-like organisms, 
myxo bacteria can also obtain nutrients by degrading macromolecules instead of 
live prey; genome sequencing of Myxococcus xanthus suggests that prey bac-
teria serve as a source of branched-chain amino acids, which the predator does 
not have the capacity to synthesize (Goldman et al., 2006). In addition to many 
proteases and cell wall–degrading enzymes, myxobacteria also produce diverse 
secondary metabolites, which may also play a role in predation or may mediate 
competition with other species or other myxobacterial strains (Feigna and Velicer, 
2005;  Goldman et al., 2006). Finally, a number of gram-negative bacteria release 
membrane vesicles containing hydrolytic enzymes that can fuse with and lyse 
other bacteria (91, 117). Membrane-vesicle-mediated lysis may help to extract 
nutrients from target cells, although this has not been established empirically. 
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Parasitism 

The only prokaryote thought to parasitize another prokaryote is  Nanoarchaeum 
equitans, isolated from hydrothermal vents. N. equitans is small in physical stature 
and has a tiny, compact genome, less than 0.5 Mb, predicted to contain a 95% 
coding sequence (Huber et al., 2002; McCliment et al., 2006). This species is com-
pletely dependent on its host, the larger archaeon, Ignicoccus hospitalis (Huber er 
al., 2002; Paper et al., 2007). The genome of N. equitans lacks many key metabolic 
functions, including genes encoding glycolysis and trichloroacetic acid cycle en-
zymes, as well as most amino acid and lipid biosynthesis pathways, indicating that 
it must obtain many nutrients and metabolites from its host ( Waters et al., 2003). 
The host species, however, can be found in a freeliving state, and association with 
N. equitans appears to take a toll on its fitness, thus suggesting that the smaller as-
sociate is a parasite (Huber er al., 2002; Paper et al., 2007). 

Mutualistic and Commensal Interactions 

At least as prevalent among microorganisms as the antagonistic interactions 
described above are interactions in which both partners benefit (mutualism) or in 
which one partner benefits with no apparent effect on the other (commensalism). 
Purely commensal relationships may not exist; perhaps we simply have not dis-
covered the benefit to the second partner. More likely, those organisms are either 
beneficial or harmful to their hosts, depending on the community dynamics in 
the niche, but researchers have yet to delimit and quantify the costs and benefits 
exchanged between the host and symbiont. For example, many microbes in the 
humangut historically termed commensal are now recognized as critical factors 
in gut and immunity development, nutrient uptake, and homeostasis of the system 
(Hooper, 2004; Hooper et al., 2002 Rakoff-Nahoum et al., 2004). Furthermore, 
relationships may be context dependent, that is, an organism could be beneficial 
under certain conditions and commensal under others. 

Obligate associations. In obligate mutualisms each partner depends on the other 
for survival and reproduction. One particularly elegant obligate microbial associa-
tion is the phototrophic consortium detected in many freshwater habitats (Glaeser 
and Overmann, 2003a). In these assemblages, a central motile, nonphotosynthetic 
Betaproteobacterium from the family Comamonadaceae is surrounded by green 
sulfur bacteria in an organized structure (Frostl and Overmann, 1998; Kanzler et 
al., 2005). The epibiotic sulfur bacteria are thought to benefit from the motility 
provided by the central bacterium, enabling the consortia to chemotax toward 
sulfide (Glaeser and Overmann, 2003a). The central Comamonadaceae may 
benefit from carbon secreted by the sulfur bacterium during photoautotrophic 
growth (Glaeser and Overmann, 2003a, 2003b). Additionally, the partners appear 
to coordinate behaviors via as yet unidentified signal exchange. For example, 
the consortia chemotax toward sulfide and the organic compound 2-oxoglutarate 
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only in light, which the motile central organism itself cannot detect (Glaeser 
and Overmann, 2003b). The consortia also move preferentially to the optimal 
light wavelength absorbed by the nonmobile photosynthetic bacteria (Frostl and 
Overmann, 1998, 2000). 

Several obligate associations between microbial species occur within the 
context of a eukaryotic host. For example, in the glassywinged sharpshooter, 
Homalodisca coagulata, metagenomic analysis of its microbial symbionts re-
vealed the presence of complementary amino acid, vitamin, and cofactor bio-
synthetic pathways in two microbial symbionts, Baumannia cicadellinicola and 
Sulcia muelleri. Both symbionts are required to sustain the sharpshooter, which 
feeds on the amino acid–poor diet of plant xylem (Wu et al., 2006). Several spe-
cies from another group of plant sap-feeding insects, the mealybugs, harbor not 
only multiple symbionts, but one symbiont, a Gammaproteobacterium, is housed 
inside the second symbiont, a Betaproteobacterium (von Dohlen et al., 2001). 
The functions provided to the host by each symbiont have not yet been identified, 
but the associations appear to be stably maintained and vertically transmitted, as 
reflected by cospeciation in symbiont phylogenies (Thao et al., 2002). 

Facultative associations. Conditions under which one or both species of a 
mutualism or commensalism survive and maintain populations in the absence of 
the other partner are called facultative. Many instances of facultative mutualism 
in microbe-microbe relationships involve the exchange or sharing of nutritional 
resources. For example, metabolic cooperation can result from complementary 
degradative capabilities or from the ability of one organism to make use of by-
products generated by another. In the human oral cavity, metabolic cooperation 
plays a key role in structuring the complex, multispecies biofilm formed on tooth 
surfaces. The late successional stage colonizer Porphymonas gingivalis benefits 
the earlier colonizer Fusobacterium nucleatum by activating a host protease, 
plasmin, which F. nucleatum subsequently captures and uses to obtain nutri-
ents (Darenfed et al., 1999). Another facultative commensalism is in plant root 
exudate, where peptidoglycan from the cell wall of Bacillus cereus rhizosphere 
isolates provides carbon to sustain the growth of Flavobacterium and Chryseo-
bacterium species, which is otherwise carbon limited (Peterson, 2008; Peterson 
et al., 2006) without impacting the growth of B. cereus. In some cases, metabolic 
cooperation results from the ability of one organism to alleviate the effects of a 
toxin on another organism. For example, in a model system to evaluate effects 
of mixed organic waste on organisms important for detoxification, the p-cresol-
degrading organism Pseudomonas putida DMP1 protected the p-cresol-sensitive 
strain Pseudomonas sp. strain GJ1, which could then degrade a second common 
waste compound, 2-chloroethanol (Cowan et al., 2000). 

Syntrophy. The hallmark of syntrophic interactions, which can be obligate or 
facultative, is the coupling of metabolic processes in two organisms, typically 
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by transfer of electrons between the organisms by hydrogen or other carriers, 
which facilitates metabolisms that would otherwise be thermodynamically un-
favorable. Under methanogenic conditions, syntrophy appears to facilitate a 
number of the intermediate transformations between primary fermentation of 
complex organic matter and eventual production of methane (Schink, 2002). In 
methane-rich marine sediments, syntrophy between archaea thought to perform 
reverse methanogenesis and sulfate-reducing bacteria plays a role in mediating 
methane oxidation, an important control of the flux of this potent greenhouse 
gas (Boetius et al., 2000, Hallam et al., 2004). Degradation of some xenobiotic 
compounds also relies on syntrophy. For example, interspecies hydrogen transfer 
from a sulfate-reducing organism facilitates tetrachloroethene dehalorespiration 
by another organism (Drzyzga and Gottschal, 2002). Similarly, vinyl chloride de-
chlorination by Methanosarcina spp. also requires interspecies hydrogen transfer 
by a syntrophic partner organism (Heimann et al., 2006). 

Coaggregation and multispecies biofilm formation. Many beneficial interac-
tions between microorganisms require the partners to be maintained in close 
proximity, which is often achieved by the formation of multispecies biofilms 
or aggregates. In some cases, most notably in the oral cavity of vertebrates, 
development of complex communities results from specific, receptor-mediated 
interactions between pairs of organisms, known as coaggregation (Lamont et al., 
2002). Early colonizers to tooth surfaces, such as Streptococcus gordonii and 
other viridans streptococci, can bind a variety of host molecules and subsequently 
facilitate colonization by the second-stage species through coaggregation with 
specific partners (Kolenbrander et al., 1990). F. nucleatum, the most abundant 
gram-negative bacterium in mouths of healthy people, is thought to serve as a 
bridge between these early and subsequent late colonizers because of its ability 
to coaggregate with many species from both classes (Kolenbrander et al., 2002). 

Evolution in Microbial Communities

The intersection of ecology and evolution is important to our understand-
ing of communities but has not been sufficiently studied to produce a cohesive 
framework. Antagonistic and mutualistic behaviors have evolved as adaptations to 
life in a community. Organisms exploit or compete with each other for resources, 
leading to the grand diversity of ecological mechanisms in the biological world. 
Individual species evolve in the context of a community, resulting in coevolution, 
and the community evolves as a composite of many species. Identifying the selec-
tion pressures that favor certain interactions is the key to deriving an evolutionary 
understanding of microbial communities. And perhaps there is a larger conceptual 
framework to be developed that will describe microbial community evolution, 
with the entire community as the unit upon which selection acts. 
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In many ways, the evolution of prokaryotes and eukaryotes is similar. Natural 
selection and genetic drift operate on populationlevel genetic variation caused by 
mutation and gene flow. Together these processes alter the genetic composition of 
populations and directly and indirectly affect the species interactions that dictate 
community ecology. However, some evolutionary processes play different roles 
in prokaryotic and eukaryotic populations, and these contrasts are particularly 
important to consider in the context of microbial community dynamics. 

Genetic variation is the target on which selection acts, whereas ecological 
forces, including biotic factors such as species interactions (competition, parasit-
ism, mutualism), are the agents of selection. Thus, the two fields of study, popula-
tion genetics and community ecology, seem inevitably coupled through evolution. 

Most ecological and evolutionary theory has been developed on the ba-
sis of observations made in eukaryotic organisms. Natural selection, developed 
with plants and animals, and Mendelian genetics, originating from studies of 
plants, were integrated to form the modern synthesis, which is the basis of cur-
rent evolutionary theory, but none of the major leaders in the development of 
the modern synthesis (Fisher, Dobzhansky, Haldane, Wright, Huxley, Mayr, 
Rensch, Simpson, and Stebbins) focused on prokaryotes. Consequently, models 
for understanding adaptation, evolution, and speciation in prokaryotic biology 
were not developed until the early 1980s (Levin, 1981). Advances in molecular 
biology have propelled the expansion of prokaryotic models for evolution over 
the past 20 years, from which two major differences between prokaryotic and 
eukaryotic evolution have emerged: the frequency of recombination and the 
phylogenetic breadth among which genetic materials can be exchanged. Intrage-
nomic processes such as recombination are likely to have the greatest influence 
in short-term changes in a community, leading to population adaptation to chang-
ing conditions or new metabolic opportunities. Intergenomic processes such as 
horizontal gene transfer have profound effects on the long-term evolution of 
communities, possibly leading to the formation of new species (de la Cruz and 
Davies, 2000; Hoffmeister and Martin, 2003). 

Although a superficial examination of evolutionary processes in prokaryotes 
and eukaryotes reveals stark differences, deeper examination might unite them. 
Clonal eukaryotes, for example, may be governed by similar principles as pro-
karyotes. More significantly, the same forces may regulate hybridization between 
plant species and interspecies gene transfer in prokaryotes and the resultant afront 
to the integrity of the species (de la Cruz and Davies, 2000; Hoffmeister and 
Martin, 2003). 

Intragenomic alterations. Sequential point mutations and gene rearrangements 
can lead to adjustments in the genotypic and, consequently, phenotypic content of 
population members. Mutations or alterations that are selected typically improve 
the fitness of an organism in its current ecological niche, which is necessary to 
maintain interspecific interactions such as competition, predation, and mutualism. 
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Several hypotheses regarding microbial fitness are readily testable. For example, 
improvements in fitness over thousands of generations under glucoselimited 
conditions have been measured (Papadopoulos et al., 1999). An interesting and 
intensely studied pattern resulting from closely evolving interactions is the coevo-
lutionary process, in which genetically based adaptations in one species invoke 
reciprocal genetic changes in populations of its partner species (e.g., competitor, 
parasite) or guilds of species (Thompson, 1994, 2005). 

Horizontal gene transfer. The transfer of genetic information between species 
is a central mechanism of generating genetic variation in microbial communities. 
For example, multilocus sequence typing data and proteomic and comparative 
genomics data indicate that bacterial species in acid mine biofilm communities 
exchange large (up to hundreds of kilobases) regions of DNA as well as smaller 
sections that may play a role in resistance to phage (Lo et al., 2007; Tyson et al., 
2004). Events of horizontal gene transfer can be detected through phylogenetics, 
by seeking atypical distributions of genes across organisms, or through phylog-
eny-independent methods that examine genes that appear aberrant in their cur-
rent genomic context. Complete genome sequencing has arguably been the most 
important factor in unveiling instances of horizontal gene transfer, illustrating the 
impact of horizontal gene transfer on bacterial evolution (Bassler, 1999; Boetius 
et al., 2000; Borneman et al., 1996). Perhaps one of the most dramatic impacts 
of horizontal transfer of genetic information by accessory genetic elements and 
vectors of genes (e.g., viruses) is ecological. Horizontal gene transfer can enable 
a microbe to rapidly expand and/or alter its ecological niche, making this genetic 
process important when considering evolution in microbial communities through 
deep time (i.e. an evolutionary timescale rather than an ecological timescale). 
Horizontal gene transfer has also been proposed to contribute to speciation, which 
is a critical aspect of community function and evolution (de la Cruz and Davies, 
2000; Hoffmeister and Martin, 2003).

Ecological processes, in turn, affect evolution by providing opportunities for 
interspecies gene transfer and providing selection pressure. The architecture of 
communities, which dictates proximity of cells of different species, affects the 
probability of gene exchange across wide phylogenetic distances. The physical 
and biological features of the community will affect the susceptibility of cells to 
transformation or transduction, thereby affecting the frequency of gene transfer. 
The ecological processes and characteristics of the community create the selec-
tion pressures that determine the direction of change in frequencies of certain 
genotypes. 

When entire genes or groups of genes are transferred between individuals, 
especially distantly related individuals, a trait can rapidly sweep through a popu-
lation under appropriate selection pressure. A contemporary example of this is the 
rapid spread of antibiotic resistance in bacterial populations. In other instances, 
the changes can lead to rapid lineage diversification (Riley et al., 2001). In some 
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cases these changes, especially those that involve the metabolic repertoire, enable 
the recipient of horizontal gene transfer to invade and adapt in a new ecologi-
cal niche. Classic examples of niche-altering gene acquisitions include the lac 
operon by Escherichia coli and pathogenicity islands by Salmonella sp. Changes 
that enable an organism to invade a new niche(s) have strong implications at the 
community level: They have the potential to alter interactions between species 
and the structure, diversity, and robustness of communities. Ultimately, the eco-
logical selection pressures that drive microbial evolution are major contributors 
to the emergent structure and function of the community. 

Approaches to the Study of Microbial Communities

Community ecology, as it pertains to microbes, remains in its infancy. Most 
studies of microbemicrobe and host-microbe interactions have extracted the 
organisms from their native community and studied them as binary interactions; 
indeed, this is simpler to understand and a necessary step toward understanding 
interspecific interactions in a community context (Figure A9-2). However, the 
information gained from such studies can be inadequate or misleading, as has 
been shown repeatedly in macroecological research (Bronstein and Barbosa, 
2002; Little and Currie, 2008; Silo-Suh et al., 1994; Stanton, 2003), and as such, 
results obtained from those studies must be interpreted with caution.To this end, 
we have parsed microbial ecology studies of communities into four groups on the 
basis of the questions being asked and presented them chronologically in terms of 
the order in which questions must be addressed and answered to generate further 

Figure A9-2.eps
bitmap

FIGURE A9-2 Progression from studies on the individual scale to studies on the com-
munity scale.
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information on microbial community characteristics and processes. Each question 
is illustrated with classic experiments and recent technological advances that have 
enabled their investigation (Figure A9-3). 

Who Is Present in the Community?

The first question a community ecologist asks is, Who makes up this com-
munity?, and this is indeed a good starting point. But with microorganisms, this 
is not a trivial question, nor has it been easy to identify the diversity of spe-
cies found in various communities. Two central techniques are used to identify 

Figure A9-3.eps
bitmap

FIGURE A9-3 Four groups of questions in microbial ecology and some techniques to 
address them.
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microbial phylotypes within community samples: One technique relies on cultur-
ing, and the other is culture independent.

Culture-based methods. Koch’s discovery that bacteria could be isolated and 
grown in pure culture on solid artificial medium enabled the discipline bacteriol-
ogy to develop. Growing bacteria in pure culture provided morphological and 
physiological data, which together provided the basis to identify bacterial species. 
More advanced culture techniques incorporated various nutrients and abiotic con-
ditions that closely mimicked the environments from which the samples were iso-
lated. However, recent estimates indicate that less than 1% of the membership of 
many communities is culturable, making it necessary to assess the identity of the 
as yet uncultured organisms to generate a complete list of community members.

Culture-independent methods. One molecular approach that provides a power-
ful complement to culture-dependent techniques is the amplification of 16S rRNA 
gene sequences directly from environmental samples, such as soil, using PCR and 
universal or domain-specific primers, which is usually followed by clone library 
construction. Clones are then screened to analyze sequence differences (Bond et 
al., 1995), or restriction fragment length polymorphisms (Moyer et al., 1994), 
which are then used to identify species.To date, 16S rRNA gene amplification 
and identification remain the most reliable tool to describe prokaryotic species. 
Because the gene is universal and can therefore be used as an identifier for any 
bacterial or archaeal species, it accounts for both culturable and nonculturable 
prokaryotic organisms, and it has phylogenetic meaning. There are, however, 
limitations to the 16S rRNA gene approach to phylogeny. Interspecies gene trans-
fer muddies phylogenetic assessments derived from 16S rRNA. If organisms are 
hybrids with fragments of DNA of different organismal origins, then what is a 
species? Should they be defined by the 16S rRNA gene affiliation or by a census 
of functional genes? Prokaryote phylogeny is an emergent field and the species 
concept will be one to grapple with in the future. 

The universal primers used to assess entire communities may not detect all 
species. Recent work suggests significant differences in the groups whose 16S 
rRNA genes are amplified when the universal primers are replaced by miniprim-
ers with very broad specificity (Isenbarger et al., 2008). All methods impose bias 
and it is likely that further development of phylogenetic tools will reveal greater 
diversity and perhaps groups of organisms that are not suspected from current 
surveys. 

What Are the Functions of Individual Organisms? 

After identifying which organism(s) is present within a community, the next 
challenge for microbial ecologists is to identify which organism demonstrates 
each of the various metabolic processes in its native community. 
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Classic in vitro microbial physiology. Up until the last 15 years of the twenti-
eth century, pure-culture experimental setup, as described above, was the central 
method of associating organisms with metabolic processes. In an effort to under-
stand metabolic processes within the context of a microbe’s native community, 
it was typical to inoculate enrichment cultures with samples from the natural 
environment of interest, determine which bacteria grow, and then make inferences 
on the basis of substrate use about the microbe’s activity in its native community. 

Metagenomics. The diversity of the as yet unculturable members of microbial 
communities is vast compared with that of the culturable members (Bintrim et al., 
1997; Borneman et al., 1996, 1997; Kuske et al., 2002; Liles et al., 2003; McCaig 
et al., 2001; Quaiser et al., 2002). To capture and study the functional diversity of 
these organisms, a new field designated metagenomics has sprung to life. Metage-
nomics is the culture-independent analysis of genomes from an assemblage of 
microorganisms. A metagenomic analysis entails extracting DNAdirectly from 
soil, cloning it into a culturable host bacterium, and analyzing it (Rondon et al., 
2000; Stein et al., 1996). This method has recently been used for massive capture 
and sequencing of DNA from the Sargasso Sea (Venter, 2004), acid mine drainage 
(Tyson et al., 2004), a Minnesota soil sample (Tringe et al., 2005), and a global 
ocean survey (Rusch et al., 2007). DeLong et al. (2006) applied metagenomics 
to planktonic microbial communities in the North Pacific Subtropical Gyre, in 
which they identified stratified microbial communities through comparative ge-
nomics delineated by taxonomic zonation and functional and metabolic potential. 
Through detailed analysis of the genes in each stratum, they inferred the photo-
synthetic activity at various depths in the ocean. They also found a surprisingly 
high frequency of cyanophage-infected cells (up to 12%), which likely structure 
the planktonic community via predation. 

Functional metagenomics. Entire phyla in soil are known only by their 16Sr-
RNAgene signatures, with nothing known about their physiology, genetics, or 
role in the soil community. Most work in metagenomics is driven by sequence 
analysis, but this work is limited by the ability to recognize gene function on the 
basis of sequence alone. Because many of the genes isolated from the environ-
ment have no significant similarity to genes of known function, an alternative ap-
proach is to search for genes of a particular function by functional metagenomics. 
In functional metagenomics, genes are sought that confer a function of interest on 
a host bacterium. This method requires that the genes be expressed, but it does 
not require that their functions be recognizable by sequence (Healy et al., 1995; 
Henne et al., 1999; Knietsch et al., 2003a, 2003b; Majernik et al., 2001; Streit et 
al., 2004; Winogradsky, 1895). Metagenomics: culture-independent analysis of 
DNA extracted directly from communities in environmental samples 
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Stable isotope probing. Stable isotope probing (SIP) involves introducing a 
stable isotopelabeled substrate into the community and tracking the movement 
of the substrate by extracting diagnostic molecules (e.g., lipids and nucleic acids) 
to determine which molecules have incorporated the substrate. Stable isotope 
ratios have been used by ecologists to follow resource use through trophic levels 
for decades (Deniro and Epstein, 1978, 1981; Schoeninger et al., 1983). More 
recently, stable isotopes have become a tool used by microbial ecologists to track 
the movement of substrates through microbial communities and identify which 
community members utilize which substrates. The main advantages of SIP are 
that it does not rely on culturability, and it allows direct observation of substrate 
movement with minimal disruption of the natural environment and community. 
SIP in microbial communities has been recently reviewed elsewhere (Kreuzer-
Martin, 2007). 

Single-cell analyses. Fully comprehending community function necessitates 
understanding the function and activities at all levels, including that of individual 
members. Individuals within a population vary in levels of expression of certain 
genes and growth rates (Kaern et al., 2005). For example, using flow cells and 
laser scanning, Strovas et al. (Srovas et al., 2007) revealed that individuals within 
Methylobacterium extorquens grown continuously vary in cell size at division, 
division time, and growth rate, and they respond differently to a substrate shift. 
In addition to explaining more about individual members of a community, single-
cell analyses should also prove useful for studying rare and uncultured organisms. 
Although used to amplify low-quantity DNA for metagenomic studies, multiple 
displacement amplification, a technique that involves random primers and φ29 
DNA polymerase), can also be used to amplify whole genomes of single cells 
(Gonzalex et al., 2005; Hellani et al., 2004; Neufeld et al., 2008). Multiple dis-
placement amplification combined with technologies for capturing individual 
cells, such as microfluids, may lead to situations in which the genomes of rare 
members could be analyzed to determine the potential function of themember 
within its community. 

How Do Organisms Interact? 

Interactions are the fulcrum of communities. Studying them is essential to 
understanding community function, but that study is challenging. Lessons from 
study of cultured organisms can guide methodological choices. Culturing has 
been, by far, the most impactful method introduced into microbiology since the 
microscope. The study of organisms in pure culture has produced the staggering 
depth and breadth of current knowledge about cellular microbiology. Likewise, 
coculture can be used to study interactions in a controlled environment in which 
variables can be manipulated. Bacterial genetics has been similarly influential, 
providing experimental precision and rigor that elevate associations to causal 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

262 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

relationships. The adaptation of cellular genetics to study interactions among 
organisms is likely to yield surprises and provide a foundation for community 
ecology principles. 

Coculture experiments. Although the trend in the twentieth century was to-
ward reduction, which meant studying microbes in isolation or sometimes pairs, 
studying organismal interactions in their native communities, or in assemblages 
that more closely resemble native communities, is not a recent idea. In 1895, 
Winogradsky isolated Clostridium pasteurianum, an organism that fixes free 
nitrogen from the air (Rhee et al., 2004; Tyson et al., 2004). But through a series 
of pure-culture and coculture experiments, it became clear to Winogradsky that C. 
pasteurianum, a strict anaerobe, could only fix nitrogen under aerobic conditions. 
If C. pasteurianum was grown in close association with an extreme aerobe that 
essentially creates an anaerobic environment for C. pasteurianum, nitrogen fixa-
tion was restored. Studying microbial assemblages in culture remains an impor-
tant method to investigate organismal interactions. In 1993 Gilbert and colleagues 
(Gilbert et al., 1993) reported that the application of Bacillus cereus UW85, an 
antibiotic-producing strain used for biological control, to the soybean rhizosphere 
increased the abundance of bacteria from the Cytophaga-Flavobacterium (CF) 
group. More recently, Peterson et al. (Peterson et al., 2006) used coculturing to 
determine that the commensal relationship between B. cereus UW85 and the 
bacteria from the CF group is mediated by a B. cereus peptidoglycan. Although 
coculture experiments are invaluable to our understanding of interspecies inter-
actions, a main restriction is that they are limited to a small number of species 
interacting together in liquid or on a plate. 

Bacterial genetics. Just as bacterial genetics has provided profound insight 
into the function of organisms in pure culture, it can lead to an understanding 
of species interactions in communities. The foundation of genetics is construc-
tion of random mutations followed by mutant hunts. The randomness coupled 
with assessment of phenotype produces a minimally biased approach in which 
the genes required for a certain function or process are identified. In this age of 
gene arrays and genomics, mutant hunts have been replaced by more-directed 
methods, but broad searches remain critical to expanding our knowledge beyond 
the human imagination. Targeted approaches typically require the researcher to 
make educated predictions about the nature or type of genes involved in a process. 
Broad mutant hunts enable the bacteria to answer that question. Historically, the 
answers have been surprising, and many of the genes identified would not have 
been predicted to be involved in the process on the basis of sequence alone. 

The community context presents new challenges for bacterial genetics. Iden-
tifying genes involved in community function requires complex screens that will 
be difficult to apply to large collections of mutants, but the search will be worth-
while. In addition, studies of targeted mutants in communities can be revealing. 
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For example, the study of genes involved in quorum sensing in pure culture and 
in a community provides very different insights. The ubiquitous presence of genes 
involved in quorumsensing indicates that density-dependent cellcell communica-
tion is a common mode of bacterial communication (6, Manefieled and Turner, 
2002; Miller and Bassler, 2001). Demonstration of signal exchange between 
strains in a community in a caterpillar gut provided surprising evidence of stabil-
ity of quorum-sensing signal in a high pH environment (B. Borlee, G. Geske, C. 
Robinson, H. Blackwell & J. Handelsman, manuscript in revision). Genes that 
code for antibacterial compounds are found in several environmental isolates 
(Brinkhoff et al., 2004; Derzelle et al., 2002; Emmert et al., 2004; Li et al., 
2007). The role of antimicrobials in nature is controversial (Brinkhoff et al., 2004; 
Davies, 2006; Derzelle et al., 2002; Emmert et al., 2004; Li et al., 2007; Yim et 
al., 2007). Some studies, however, have shown that producing these compounds 
yields a competitive advantage for bacteria (Franks et al., 2006; Giddens et al., 
2003). An antibacterial protein produced by a marine bacterium is important for 
its competition with other marine bacteria for the formation of biofilms as well 
as dispersal of cells from biofilms (Mai-Prochnow et al., 2004; Rao et al., 2005). 

Can We Make Predictions at the Community Scale? 

Perhaps the most important implication of information on ecological com-
munity principles and dynamics from both an application and a theoretical 
standpoint is the potential to build predictive models. By defining fundamental 
principles of microbial community ecology derived from phylogenetically and 
ecologically disparate systems amenable to experimental manipulation, we can 
generate models to predict information about other communities that are less 
tractable for study. Much of the baseline research needed to generate such models 
falls into the categories described above, namely, who is present in a community, 
what is their function, and how do they interact with one another. Advances 
in molecular biology, and computational biology in particular, have allowed 
development in predictive ecological modeling that is poised for application to 
microbial communities. 

Integrative modeling. In parallel with the recurring theme of moving from 
reductionist science to systems-based biology, many current approaches toward 
understanding properties of microbial communities include integrating bio-
chemistry, thermodynamics, metabolite transport and utilization, metagenomic 
sequencing, regulatory and metabolic network analysis, and comparative and 
evolutionary genomics. On the mechanistic scale, several groups aim to predict 
microbially mediated metabolic activities in specific environments using microar-
rays and to predict a microbe’s behavior and lifestyle directly from its genomic 
sequence (Antonovics, 1992). On the ecological scale, ecological niche modeling 
packages can output predictions of geographic ranges for species on the basis of 
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current species records and layers of environmental data (e.g., GARP, Genetic 
Algorithm for Rule-set Production). 

Community genetics. An integrative field of study becoming increasingly 
important in generating predictions about how microbial community members 
interact is community genetics, which involves coupling changes in genetic distri-
butions with species interactions and community structure (Dungey et al., 2000; 
Whitham et al., 2003). A few studies of macroecological systems have generated 
predictions. For example, Whitham and colleagues found that genetic varia-
tion in plants affects diverse communities of insect herbivores, birds, and fungi 
(Whitham et al., 2003). Other studies have shown that population dynamics and 
trophic interactions affect the rate at which pests evolve resistance to genetically 
engineered crops. Experimental results from a predator-prey system (rotifers that 
consume algae) provided the basis for building models for ecological and evo-
lutionary hypotheses about the predator-prey cycles. These studies in situations 
involving rapid evolution model successfully predicted ecological consequences 
(Shertzer et al., 2002). 

There has been little application of community genetics to make predictions 
of ecological phenomena in predominantly microbial communities, but it will be 
a fruitful avenue of research. Community genetics in microbial communities has 
the special power of using constructed, defined mutants that can be introduced 
into a community. The behavior of the community in the presence of the mutant 
and wild type can be compared, providing insight into the role of a single gene in 
a population of a species and in the community context. Just as bacterial genet-
ics brought power and precision to the dissection of bacterial cell processes in 
the twentieth century, the same approaches will transform our understanding of 
community processes in the twentyfirst century. 

Summary Points

1. An important feature of microbial communities is robustness, which has 
structural and functional components.

2. Understanding microbial community ecology necessitates study of evolu-
tionary mechanisms that underlie community structure.

3. Recent advances in molecular biology provide a means to address ques-
tions about microbial communities, including both culturable and as yet 
uncultured members.

4. Microbial communities offer a unique opportunity to apply community 
genetics in a manner that is difficult in most macroorganism communi-
ties: Introduction of defined mutants into communities will advance our 
understanding of the interplay between community genetic composition 
and community structure and function under various selection pressures.
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5. The approaches described here will contribute to the inputs needed to 
build and test predictive models that will elucidate principles that govern 
community interactions, providing a set of rules of engagement among 
community members that dictate community structure and function.
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A10

STATISTICAL DATA ANALYSIS CHALLENGES 
FROM THE MICROBIOME

Susan Holmes35,36 and Paul J. McMurdie35

Where Are We Today?

As an introduction, we describe some of the challenges that microbiologists 
face today in their data analyses. We then make constructive recommendations 
involving currently available methods and implementations. 

Complexity

In the 1980s the problems in statistical analyses of biological data centered 
around the difficulty of having insufficient data from which to draw scientific con-
clusions effectively. A dripping tap comes to mind. Most measurements were still 
being collected by hand. We then started using techniques such as the bootstrap 
to provide confidence statements about small samples (to about the low hundreds) 
measured on a small number of variables (around 10 to 20 was quite standard).

In the late 1990s many machines became available for generating biologi-
cally relevant data, not only sequences, but also microarrays, providing expres-
sion measurements on 20,000 or 30,000 genes for 100 samples, which started 
pouring into our data centers. It was the fire hydrant era. Today, petabytes of input 
give us a data tsunami in terms of pure bulk. However, we also have to cater to all 

35   Stanford University.
36   See http://www-stat.stanford.edu/susan.
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the different flavors of modern data: images, texts, streaming video, sequences, 
high-throughput reads, and mass spectrometry features, all coming into the same 
labs and measured on the same individuals or in the same locations, as well as 
originating from different labs across the world. Today’s data show levels of 
heterogeneity and complexity we have not encountered to date (Figure A10-1). 

All Homogeneous Data Are the Same, But Heterogeneous Data Are All 
Heterogeneous in Their Own Way

Here is a sample of the many levels of heterogeneity encountered in today’s 
microbial ecology and community data. 

Date types There are images, sequences, matrices, continuous variables, net-
works, graphs, maps, rankings, trees, or simple binary outcomes such as healthy/
diseased.
 
Status Heterogeneity also occurs in terms of status of the variables; some are 
responses we want to predict (perturbed/normal or survival times), and other 
variables can serve as useful explanatory variables (such as blood pressure in 
patients or pH in soil samples). 

Explicit or latent factors Some variables are measured and present in the data; 
others are latent and have to be estimated. For instance, one may actually be 
measuring a mixture of three separate populations without knowing it, or a hid-
den gradient may be present in the data. One of the goals of a good exploratory 
analysis can be to detect the presence of these hidden or latent factors. 

Dependence We have differing levels of dependence between observations; spatial 
or temporal data can be very dependent, as are data collected on a network or along 

FIGURE A10-1 1985: A dripping tap. 1998: A fire hydrant. 2012: A perfect storm.
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the branches of a river. Spatial location can be important in understanding underly-
ing gradients. Time series allow us to follow the dynamics of biological processes. 

Complexity We also want to produce summary outputs that are not just simple 
numerical summaries; we would like to provide interaction graphs, decision trees, 
and confidence regions. 

Losing Touch

Contemporary biologists feel drowned in their data, often even abandoning 
the idea of visualizing it at all. There is a feeling that because the data come di-
rectly through a pipeline into the computers from the proprietary software devel-
oped by the measurement machine manufacturers,37 there is no need for humans 
to be involved. This is sometimes argued as being more efficient or objective. 
However, the best neural network available is still the human brain, and many 
breakthroughs are due to insights gleaned by biologists painstakingly recording 
and perusing their numbers.

Data still need to be monitored on a regular basis in the same way film 
directors watch their “dailies.” Data should be visualized early and often. First, 
we can detect flaws in the experimental design or systematic biases that were not 
predicted. Overall patterns and a complex picture of the data will appear as the 
data are tamed in an interactive way. Batch analyses at the end of a long collection 
process, for instance a few months or weeks before a thesis is due, are always a 
mistake and result in suboptimal use of resources.

Several transformations are made to the raw data before the user is even 
involved in the process; this can introduce undocumented biases. A majority of 
statisticians would recommend obtaining and archiving the raw data and using 
an open script to make the relevant transformations, thus documenting interme-
diary steps that may lead to problems later in the analyses. This means that the 
complete pipeline from the raw data to the final figures will be reproducible. This 
entails using one of the systems for performing reproducible research (Gentleman 
and Temple Lang, 2007).

Too Many Choices

At each stage of the analysis of a complex data set, choices have to be made. 
Extreme value detection and thresholding are done at the start to identify outlier 
or saturation effects. Variables often differ in scale, even within the same mea-
surement protocol. For instance, gene expression transformations have proved 
essential in microarray analyses (Allison et al., 2006). Variance stabilizing nor-
malization (vsn) is use to combat heteroscedasticity and LOESS and  LOWESS 

37   Sequencers, laser readers, mass spectrometers, flow cytometers, and microscopes.
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(locally weighted scatterplot smoothing [Cleveland, 1981]) are used to smooth 
out biases. Such transformations in the case of operational taxonomic unit (OTU) 
reads can include the replacement of the original data by robustified values, such 
as ranks or median polish replacements (Holmes et al., 2011).

Filtering out species that are very rare is crucial because these species may 
appear with inflated influence under some re-weighting schemes and it can be 
beneficial to delineate true presence from simple noise effects; thus, a relevant 
presence threshold has to be chosen. Sometimes data are divided into core and 
variable groups using a threshold for the standard deviations. After transforma-
tions and groupings, projection methods such as principal coordinate analysis 
(PCoA) or multidimensional scaling are popular. Again, an important choice 
has to be made: which is the appropriate distance to use? There are dozens of 
available choices. The Bray-Curtis is an distance that is a favorite among some 
ecologists. A recent study used Jensen-Shannon distances, resulting enterotypes 
in polarizing the data into clusters (Arumugam et al., 2011). Chi-square distance 
is a weighted Euclidean distance often preferred by statisticians, whereas others 
have proposed the Hellinger distance. In the case of simple presence/absence 
coding of the OTUs, it is better to use a distance based on the Jaccard index 
because it prioritizes co-occurrence of species as opposed to distances based 
on a correlation coefficient that put presence and absence on a similar standing. 
UniFrac distances, both weighted (Lozupone and Knight, 2005) and unweighted 
(Lozupone et al., 2007), have become popular because they integrate the known 
phylogenetic tree information into the distance computations. Double Principal 
Coordinate Analysis (DPCoA) (Eckburg et al., 2005) has the advantage of both 
integrating the patristic distances using the tree and providing biplot representa-
tions of species and samples.

However, each study has its own particularities owing to the specific data at 
hand. Users need to explore various choices; as we can see from the partial list 
above, a combinatorial explosion of potential analyses can occur. This is one of 
the motivations of keeping a complete reproducible record of the scripts involved 
in the analyses. This facilitates a quick revision of thresholds or distances, and 
resubmission of the script allows a complete reanalysis of the data in minutes. 
One can see from recent publications that current studies in microbiology (Human 
 Microbiome Consortium et al., 2012a,b) are very far from being reproducible and 
are composed of a jigsaw of different steps performed by different players, each 
choosing their tuning parameters separately. Fortunately, statistical software tech-
nology has evolved at a similar pace as the measurement prowess and we have ma-
chines power ful enough to summarize and visualize masses of heterogeneous data. 
In statistics these software advances have come from an interesting self-organizing 
ecology of open-source projects that bridge many communities of data scientists.

We show in the next few sections how new robust statistical techniques are 
available as open-source software to address problems such as combining phylo-
genetic trees and abundance tables or networks. We also show how to combine 
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different data tables, whether they were collected across locations or time. We 
can now represent evolving microbial communities or detect high-dimensional 
batch effects. As suggested above, the complexity of the data that now combine 
sequences, measurements, and phylogenetic trees requires a new approach to data 
management; we can no longer restrict ourselves to simple matricial formats and 
analyses. 

Presentation of R

Specificity of R as a Community-Based Project

The ecology of statistical research has been changed by the interaction 
of several collaborative communities of data scientists. The R platform was 
developed by R. Gentleman and R. Ihaka (Ihaka and Gentleman, 1996) as an 
open-source program based on J. M. Chambers’s S language (Chambers, 1999, 
2008). The project has developed organically to incorporate tools from different 
scientific communities incorporating several desirable features, of which we pres-
ent only a few here. Each particular set of methods developed by an individual or 
small team is combined into a documented package containing examples, data, 
and functions, thus providing a high level of modularity and robustness. Stable 
versions are provided biannually and standard versioning control enables good 
reproducibility of studies done with R, even many years after publication of the 
methods. The object-oriented philosophy of the language allows for the easy 
management of complex data structures (such as those specifically defined for 
microbial studies shown in Figure A10-4). 

High-Quality Visualization Tools

Exploratory data analyses of complex data sets presuppose the availability 
of large numbers of graphical representations of the data.

The package ggplot2 (Wickham, 2009) allows the aesthetic construction 
of layered plots with multiple levels of information following the principles laid 
out in Wilkinson’s Grammar of Graphics (Wilkinson and Willis, 2005).38 Features 
such as a transparency allow the user to evaluate data distributions. Heat maps 
such as that in Figure A10-2 are useful alternatives to tables of numbers and can 
be complemented with tree information easily.

Plotting trees together with supplementary information is possible in several 
different R packages; here we present some examples.

We created the tree graphic represented in Figure A10-3 using phyloseq, 
whose graphics are based on ggplot2. Enrichment of the tree was provided by 

38   For a friendly introduction, we recommend Hadley Wickham’s YouTube video (found at http://
youtu.be/TaxJwC_MP9Q).
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using coloring for the sample-type variable, and also labeling using a shape for 
the different Families. The symbols are enlarged as the number of individuals 
increases. 

Figure A10-4 is drawn from the paper by Purdom (2010) and shows general-
ized principal component scores together with the phylogenetic tree information 
for material phylotypes drawn from Sanger sequences (Eckburg et al., 2005). 

Computational Features

As well as providing flexible high-quality graphics, R provides a computa-
tional platform that solves many of the challenges we listed in the introduction. 

Reproducible research Today there is a movement to ensure statistical analy-
ses follow the same standards of reproducibility as the laboratory sciences. 
 Biologists publish the primers they used to enable other teams to reproduce their 
results, and statisticians are building platforms to publish all the code used to 
analyze and visualize the data, so that another researcher could take the same 
raw data through all the preprocessing steps and produce the same final figures 
and tables as the original analysts. This is useful for sharing work both within 
and between laboratories. From within the R environment, there are several 

Figure A10-4.eps
bitmap

FIGURE A10-4 Plotting the values of gPCA variables with a tree using R. 
SOURCE: Purdom (2010).
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ways to track and reproduce analyses. The standard built-in program history 
keeps an analytic diary of commands. More sophisticated are the Sweave and 
knitr functions, which allow the analyst to reproduce a whole technical report 
of the statistical analyses with the graphics and tables without having to handle 
individual files. A new platform, Rpubs,39 now enables easy web diffusion of 
all data analytic scripts. Such approaches are essential as we move forward to 
extremely large data sets so complex that multiple teams have to collaborate 
together to reach results in a timely manner. Data are often accumulated us-
ing different protocols, normalization procedures, outlier filtering functions, or 
threshold choices. Currently there are more than 40 distances to choose between 
when summarizing similarities between samples or OTUs. A perfect example 
of such a patchwork appears in the results of the Human Microbiome Project’s 
recent publications (Human Microbiome Consortium et al., 2012a,b) where the 
multiplication of platforms and protocols shows many levels of heterogeneity. 
The problem with these sequential pipelines is that if the first preprocessing 
team chooses a noise model and threshold that look optimal in its dimensions of 
interest and a next team then chooses optimal thresholds for its purpose, then the 
overall choice may not be a global optimum, in the same way that when trying 
to find two tuning parameters as an optimum on a two-dimensional surface it is 
not necessarily sufficient to optimize in one dimension and then in the second 
dimension. At least one should be able to iterate in such a procedure, preferably 
using both dimensions at the same time. 

High-power computing As the data have become increasingly memory inten-
sive, new parallelization tools for computer-intensive steps are necessary. For 
instance, foreach is used in the implementation of the Fast UniFrac distance 
in phyloseq in a way that is transparent from the user’s point of view. 

Both standard and cutting-edge solutions All standard statistical methods are 
available in R, and most recent statistical or machine learning methods are pub-
lished using R. For instance, packages such as RandomForests allow users 
to try out ensemble supervised learning methods based on learning trees, and the 
package caret helps with interpretation of the output. There are a large number 
of robust and sparse methods that make interpretation much easier than standard 
projection methods as they decrease the number of variables incorporated in the 
final models, resulting in parsimonious models. The availability and documenta-
tion of the packages make it possible to compare 20 methods on a new type of 
data in less than a week. 

Data input and cleaning R has a high-quality subset of packages known as Bio-
conductor tailored to the multiple formats of modern bioinformatics (Sequences, 

39   See http://rpubs.com.
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Short Reads, RNA-seq, QIIME, HTS, MG-RAST, microarrays, mass spectrom-
etry data, whole genomes, methylation, flow cytometry, microRNAi). A large 
number of alternative methods for denoising, normalizing, and standardization 
are available. 

Simulation Many different random number generators are available for non-
uniform distributions, bootstrapping, and Gibbs sample generation of posterior 
distributions. These simulations prove to be essential when validating models and 
doing nonparametric tests. 

To illustrate these features, we explore a standard pipeline and mention some 
of the more useful tools. Teams working in biotechnology have realized that using 
R can circumvent long waits to access the data due to machine-specific output 
formats handled easily by Bioconductor. Researchers are encouraged to provide 
an example data set as soon as one is available so that the appropriate format 
readers can be found.

The package phyloseq directly takes the output from clustering and an-
notating programs such as qiime, mothur, RDP, PANGEA, or MG-RAST and 
combines it with the reference phylogenetic tree and OTU read abundances. The 
information about the samples is then combined into an object of special hetero-
geneous class (Figure A10-5).

Usually the first step will be to normalize or transform the data using robust 
methods such as winterization, rank transformation, and elimination of very sparse 

Figure A10-5.eps
bitmap

FIGURE A10-5 Multicomponent class typical to R.
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data through filtering. An effective data checking mechanism is to do a simple 
principal component analysis (PCA) and project batch information as a supple-
mentary variable, as can be seen in Figure A10-6. These are data from an experi-
ment to detect differences between irritable bowel syndrome (IBS) and normal 
rat microbiota using the phylochip technology.40 Some exploratory verifications 
of homoscedasticity can reveal problems with the data. In this study, the first two 
components of a PCA done on the first two batches of data suggested a problem. 

Each color corresponds to a different batch of arrays. The ellipses are com-
puted using the means, variances, and covariance of each group of points on 
both axes and are drawn with the center of the ellipse defined by the mean point. 
Its width and height are given by the within-group variance-covariance matrix, 
where the covariance sets the slope of the main axis of the ellipse. The first two 
batches (in black and red), although balanced with regard to IBS and healthy 
rats, show very different levels of variability and overall multivariate location. 
Batches were done on different days with different sets of arrays. This intermedi-
ary study of the data prompted us to make a third batch generated with the same 
arrays as batch 2 but the same experimental protocol as batch 1. The third group 
faithfully overlaps with batch 1, thus showing that the batch effect was due not 
to a difference in arrays but to the experimental protocol. This shows the utility 
of PCA in quality control.

After outlier detection has been performed, the data need to be normalized to 
make the columns comparable. Whereas in standard multivariate methods such as 

40   See Holmes et al. (2011) and Wilson et al. (2002) for detailed analyses.

Figure A10-6.eps
bitmap

FIGURE A10-6 Initial analysis with only two batches; on the right we see the addition 
of a third set of data.
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PCA, on diverse measurements the columns are all normalized to have the same 
variance. We recognize that there are often strong disparities in the quality of the 
various samples. It is common to see 10-fold, or even 100-fold, differences in 
total numbers of reads across samples. 

On the Problems of Standardization and Rarefaction

Species occur in varying numbers in a community. Probabilists call this the 
multinomial distribution, and the question as to how many individuals one needs 
to obtain a full set of exemplars (i.e., one instance of every species) is known as 
the “coupon collectors” problem (Feller, 1957). It is well known that when some 
of the species are rare, the number of samples needs to be very large to detect 
all of them. So the exhaustive question is then relaxed somewhat to answer, for 
instance: “How many samples do we need to collect to obtain 75 percent of the 
species with probability 0.90?” Although there are formulas for computing the 
probability distribution of the number of species given the underlying multino-
mial, usual practice involves simulating the number of species as a function of 
the number of samples by subsampling without replacement from the data and 
drawing the rarefaction curve. In fact, the expected number of species in a sample 
of size is the mean of the probability distribution:
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p p p

k

x x
k
x

x x

k( )
, ,( , ,

= =










1 2
1 2

1 2

1
…

�
… kk i xix n I y) ,Σ Σ= =≥

∑
1

where the r's are the probabilities of the multinomial classes (species relative 
frequencies).

However justified in the context of drawing rarefaction curves, subsampling 
for the purpose of “normalizing” sample size is never practiced in statistics, 
where unjustified elimination of some of the data is considered a sin. The stan-
dard practice when comparing counts is to use the chi-square distance, and for 
testing one can use the parametric chi-square test if the cell counts are mostly 
larger than 5, or, in the case of smaller counts as for large tables of OTUs, most 
of which are absent, one can use a nonparametric test using a Monte Carlo ap-
proximation (Diaconis and Sturmfels, 1998). It is to be recalled here that the 
practice of dividing each of the cell counts by the total of each sample, thus 
making each column sum to 1, will also result in data omission because the 
total number of reads in the column provides a measure of accuracy that is then 
lost in later computations. Thus, when using ratios, it is important to retain the 
denominator information in an extra row in the table. Depending on the context, 
other transformations, such as replacing the values by their ranks or taking logs, 
can be more appropriate. For further discussion and comparisons of normalization 
methods, see McMurdie and Holmes (2012). 
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Projection Methods

The standard technique after preparation of the normalized multivariate table 
of OTU abundances in each of the samples is to project the data in the two spaces, 
one defined by the linear combination of the samples and the other in the linear 
combination of the OTUs. This involves the eigenanalysis of a specific inner 
product matrix. Sometimes this can be done just by looking at distances between 
samples as in PCoA, for instance, on UniFrac distances (Costello et al., 2009).

On the other hand, if one does either a PCA or a simple correspondence 
analysis, corresponding to a generalized PCA (Holmes, 2006), choices have to be 
made and justified. One chooses whether and how to normalize the data and how 
many components to retain. The cutoff for the number of eigenvalues to retain 
separates the dimensions explained by true signal in the data as opposed to those 
due to random noise. These methods are all based on the search for new coordi-
nate axes such that the projection of the weighted points onto those axes produces 
the largest possible inertia in the sense of physics (i.e., the largest weighted sum 
of squares Spid i

2). In ordinary PCA this is simply the variance that we maximize 
along the principal directions, which are chosen orthogonal. In correspondence 
analysis the inertia is proportional to the amount of the chi-square distance from 
independence explained by each axis (Figure A10-7). 

Figure A10-7.eps
bitmap

FIGURE A10-7 A PCA flowchart, with choice levels highlighted.
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Recycling Methods Between Fields

One of the big advantages of using the R platform is the broad array of 
methods available from the R and Bioconductor libraries, which avoids having to 
reinvent the wheel for every new type of data that becomes available. 

Hypergeometric test We take a concrete example of methodology transfer. 
There is a consensus among statisticians and data scientists involved in the analy-
sis of microarrays that differential expression tests should be followed by gene 
set analysis (Allison et al., 2006) done using data such as the Gene Ontology or 
Gene Expression Network Analysis (Nacu et al., 2007). These analyses provide 
ways to make biological sense out of the laundry lists of differentially expressed 
genes that are provided by the multiple tests done between sample groups.

We can capitalize on this insight in the case of microbial studies. Instead of 
Gene Ontology, we have the taxonomic organization of the OTUs present in the 
study. After performing multiple tests we obtain a list of OTUs that come up as 
differentially represented in the two different samples as shown in Table A10-1. 

We can thus proceed to use a hypergeometric test to evaluate whether some 
phyla or families are overrepresented among the “significantly different” list of 
OTUs. A complete example of such a procedure is provided in a study of IBS and 
normal rats (Holmes et al., 2011), where we showed using this hypergeometric 
testing method that (1) taxa with a higher presence in the IBS group had signifi-
cantly more Bacteriodetes; (2) there was an overrepresentation of Firmicutes in 
the healthy controls; (3) at the family level, the results showed that the families 
Oxalobacteraceae, Prevotellaceae, Burkholderiaceae, and Sphingobacteriaceae 
were significantly overrepresented in IBS; and, (4) conversely, the most signifi-
cantly enriched family in control rats were Lachnospiraceae, including Rumino-
coccus sp., followed by Erysipelotrichaeceae and Clostridiaceae.

Once a list of significant families is available though this type of testing, it is 
useful to illustrate the ways the relevant components of a community assemble. 
Networks are a wonderful conceptual and visualization tool of which we show 
a few illustrations. Many other examples of transfer of statistical methods are 
now available, including uses of clustering, normalization, and supervised learn-
ing techniques. Another example of particular interest to researchers aiming for 
interpretable results is the use of networks to represent and model communities 
of co-occurring species or to show clumping of samples. 

TABLE A10-1 Differentially Represented OTUs

Set Over-represented Universe

Microbiome Families/Phyla Species Present
Gene Expression Ontological Groups Filtered Genes
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Ease in Network Manipulation and Plotting

We define an ecological community as a set of OTUs that occur often in 
common across our available samples. The data set in this example came from 
Arumugam et al. (2011) and contains samples measured with three different 
technologies on a number of human microbiomes for participants scattered across 
the world. We can identify samples with common microbial components as in 
Figure A10-8. Here each sample is a node and an edge appears between two 
samples if they have more than 70 percent shared OTUs. This is what we call 
a co-occurrence graph network. Other scientists have preferred to make such 
networks using the correlation between the vectors of presence/absence of the 
OTUs (Arumugam et al., 2011); however, that choice is often suboptimal for 
large numbers of OTUs because co-occurrence is a strong indicator of similar-
ity in communities whereas co-absence is not. Thus, in this context the Jaccard 
index is preferable to a correlation coefficient. As an example of the ease with 
which R can handle creating and plotting such a graph, we have appended the 
code that was used to create Figure A10-8. We used the enterotype data to show 
the results of the makenetwork() function of the igraph package to create 
a graphical display of the “connectedness” of samples according to the profile of 
taxa that they share.

Figure A10-8.eps
bitmap

FIGURE A10-8 Network of enterotype groups among samples as defined by patients 
having 70 percent shared OTUs.
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Figures A10-8 and A10-9 show features both of the sample network, putting 
edges connecting samples that have similar OTU compositions, and of the dual 
network, showing the OTUs that seem to occur together. Often it is useful to 
represent data with a graph of relationships between metabolites or genes that we 
would like to use along with our simple numerical measurements.

All the Data

A systems approach leads to structured high-dimensional data We need 
a system that provides good data integration. We start by understanding what 
happens when we have multiple variables on the same samples. We call this the 
multivariate context. It has become standard to use multivariate analyses of many 
variables to ensure that the associations between the variables are accounted for. 
In some sense this is the statistician’s version of a “systems-based” approach. The 
simplest measurement of such associations between the variables taken two by 
two is called the covariance of the two variables. If we standardize this, we obtain 
the correlation. Multivariate analyses consider simultaneously all the variables 
measured in a set of samples. Multitable analyses involve the generalization of 
this idea to the simultaneous analyses of many tables of data that share either row 
dimensions or column dimensions. Again, it allows the data scientist to pursue a 
systems-based approach rather than slicing the data into simple arrays of homo-
geneous variables; we use all the data together. Let us illustrate these principles 
with a real example. In an ongoing study with David Relman, Les Dethfelsen, 
Angela Marcobal, and Justin Sonnenburg, we have accumulated measurements 
made on 4 patients and a total of 40 samples taken over time.

A first set of OTU abundance columns was collected using 454 technology 
passed through the qiime pipeline (Dethlefsen and Relman, 2011). Using the 
mass spectroscopy metabolic feature for the positive- and negative-ion states 
(Marcobal et al., 2012) has provided us two sets of metabolite tables for the same 
samples. Finally, we also have short-read data, giving us DNA measurements for 
20,000 genes, which were then grouped into KEGG categories.

Thus, we have three different tables of variables measured on one set of 
samples. The tables share their row dimensions and differ in their column dimen-
sions. In that context, we can compute the co-inertia of the tables (i.e., the amount 
of variability associated between the tables). This is done by computing the RV 

ig<-make_network(enterotype, max.dist=0.3)
plot_network(ig, enterotype, color=”SeqTech”, 
shape=”Enterotype”)
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coefficient between tables A and B, given in the case of two tables with the same 
row dimensions by the following formula (Robert and Escoufier, 1976): 

RV A B
Tr A B

Tr A A Tr B B

t

t t
( , )

( )

( ) ( )
=

where Tr denotes the sum of the diagonal elements.

Taxa Read counts (4 patients taking cipro: two time courses) : . 
Mass-Spec Positive and Negative ion Mass Spec features and their intensities: . 
RNA-seq Metagenomic data on genes : . 

Here is the resulting RV table of the four array types: 

fourtable$RV

Taxa Kegg MassSpec+ MassSpec-

Taxa 1 0.565 0.561 0.670

Kegg 0.565 1 0.686 0.644

MassSpec+ 0.561 0.686 1 0.568

MassSpec- 0.670 0.644 0.568 1

We can ask the same questions about the significance of these “table correla-
tions” as one does with two variable correlations. It can be tested using simple 
permutation tests where the sample rows are dissociated between tables to cre-
ate a null distribution to which we compare the values observed. Such a test is 
implemented in the ade4 package in R. Here, we have a perfect example of the 
modern approach to testing which forgoes distributional assumptions in favor of 
computer-intensive randomization procedures. To test the correlation between 
two variables, we could compute the original value r0 on the observed data and 
then proceed to shuffle the order of one of the vectors, recomputing the correla-
tions between these new shuffled vectors. This would provide us with a complete 
null distribution of the correlation statistic. Just such an approach is also valid for 
table correlations. We can think of this as just making each of the tables (each 
with n rows and p columns) into a vector by taking the first column and adding 
the second column underneath it until we obtain a vector of length np. We then 
compute the correlation of the two vectorized tables, call this RV0, and start a 

ig<-make_network(enterotype, type=”species” ,max.dist=0.3)
plot_network(ig, enterotype)
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shuffling iteration that we repeat 1,000 times. For each shuffle, we compute the 
correlation between the shuffled vectors. These 1,000 values provide us with a 
null distribution showing what the sampling distribution would look like if the 
tables were unrelated. Comparing our original RV0 value to these new shuffled 
values provides the p value. All this is implemented in several R packages; below 
we show the output from ade4. This is a procedure similar to the well-known 
test invented by H. Daniels, commonly known as the Mantel test. 

For instance, comparing the taxa table and negative mass spectrometry fea-
tures between the samples and using the permutation test of RV correlation with 
999 Monte Carlo simulations gives a significant p value.

rv12 = RV.rtestpcat$tab, pcamsn$tab, nrepet = 999)
rv12$pvalue
[1] 0.001

Symmetric Two-Table Analysis

When simply trying to visually compare two tables of the same sites we can 
study the transformation necessary to make one table similar to another; this is 
often called a Procrustes rotation. In matrix notation, it means we need to find 
the rotation of the Xn×p points that makes it the most similar to the configuration 
of the Yn×q points. This occurs when we maximize 

RV(Y, XA).

This is often called the Procrustes rotation, and it is found by finding the singular 
value decomposition of X′Y = U∧V and the A = UV′. For a detailed review of 
Procustean co-inertia analysis see Dray et al. (2003) (Figure A10-10).

Assymetric Two-Table Analysis

Redundancy analysis and instrumental variables We saw how we can use the 
RV coefficient to find the level of correlation between two sets of data; however, it 
is often the case as in regression that the status of one of the tables is considered 
a response, whereas the other table may be considered explanatory. Explaining 
one variable by others is well known as multivariate linear regression. We try to 
find the linear combination of variables that maximizes the following:

R
y y

y y
i

i

2
2

2
= −

−
Σ
Σ
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In that framework, we find the projection of Y onto the space spanned by X by 
computing 

Px(y) = X(XtX)–1X ty.

Principal Component Analysis (PCA) with respect to instrumental variables 
(PCAIV) was a technique developed by Rao (1964) to find the best set of coef-
ficients in the multivariate regression setting where the response is multivariate, 
given by a matrix Y.

Taking the example above, the metabolic features may be taken as a multi-
variate response and the gene expression measurements the explanatory table. In 

Figure A10-10.eps
bitmap

FIGURE A10-10 Procrustes and co-inertia analysis of Cipro patients seen in their com-
promise common projection (the large scatterplot) and the taxa and mass spec feature 
projections on the left of the plot.
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this context the RV coefficient generalizes ordinary multivariate regression. We 
can look for the few principal components, known as instrumental variables (Rao, 
1964), that explain the response table the best. These can be calculated by first 
taking the projection of Y onto the X matrix: 

Px(Y) = X(XtX)–1XY.

Then, we do the PCA of PX(Y ) to find a low-dimensional combination of 
them. This method is often used in ecology and psychology, where it is known 
as redundant data analysis (Van Den Wollenberg, 1977).

Things can get a little more complicated when, instead of wanting to predict 
or explain a table of continuous variables by an X composed also of continuous 
variables, we want to explain a contingency table of read counts of OTUs, pres-
ent in a set of samples, by an explanatory matrix of continuous measurements X 
made on the same set of samples. To extend the method, the notion of variance 
is generalized to that of inertia of a set of weighted points: 

I x x x w d x aw n i ii
n( , , , ) ( , )2

2
1 = ∑ =

In the case of contingency tables where the row sums and column sums are 
different, the overall inertia becomes proportional to the chi-square statistic.

Replacing the variance-covariance in the PCAIV computations above by the 
weighted chi-square gives a favorite method in ecology known as canonical cor-
respondence analysis (CCA) (ter Braak, 1985). 

Testing Factors in Canonical Correspondence Analysis

We can extend analysis of variance (ANOVA)-type methods to the decom-
position of variability into parts explained by a factor, again using inertia or the 
chi-square. This is the strength of methods such as CCA and the analysis of dis-
tances (Anderson, 2001) provided by functions such as adonis in the vegan 
(Oksanen et al., 2012) package in R. The standard test statistic for ANOVA is 

Test statistic:
average sum of squares explaained by factor

average of residual sum of ssquares ,

which is extended to the proportion of weighted sums of squared distances ex-
plained by a factor of interest. We can even separate out batch effects in exactly 
the same way they are removed in standard ANOVA.

Here is a small example on a series of measurements made on a set of mice 
for which we wanted to remove a cage effect. The actual factor of interest in the 
study was a shedding effect that we wanted to test after having adjusted for the 
cage effect.
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Best Practices in Data Analyses in Microbiology

To summarize some of the points made in this chapter, we give a short list 
of best practices to guide the practitioner through the statistical maze of avail-
able choices.

Careful Records

Always keep the raw data as well as a complete transcript or diary of the 
transformations and analyses performed. This is possible through packages such 
as knitr (Xie, 2012) and Sweave (Leisch, 2002) in R. This ensures that 
the analysis will be reproducible later if further data become available, but it 
will also enable a consistent record for future collaborators. Most importantly, 
reviewers may be interested in knowing how robust the obtained results are to 
certain choices (thresholds for filters, functions chosen to rescale the data such as 
log or square roots, down-weighting of outliers, etc). If a script is available, the 
user can easily check the results for robustness. Exemplary demonstration of the 
usefulness of such an approach can be found in the illustration of two articles on 
multitable analyses (see Dray et al., 2004; Thioulouse, 2011). 

Keep All the Data Together

The metadata describing the covariates on the samples collected—dates, 
batches, and procedures—should be made available in a repository for later 
perusal. This can be essential because at the start of a study some biases or 
differences may not seem important but show up later as more data give more 
sensitive results.

Raw data and the transformation scripts are preferable for publication to 
transformed data as they also provide a way for the reader to reproduce the re-
sults in the paper as described. For instance, researchers sometimes take ratios 
of OTU reads to the total for each sample, thus providing a table of percentages. 
However, this results in a loss of information that easily jeopardizes the results 
because the precision with which each ratio is known is dependent on that ratio’s 
original denominator. 

Noise and Outlier Elimination, Data Imputation

In the presence of noise and outliers it can be important to eliminate certain 
samples or OTUs. This can be done as long as it is documented as above in a 
diary or script. On the contrary, it may be necessary to impute a few missing 
points by taking local averages of the k nearest neighbors, for instance, or through 
other standard data imputation methods (Little and Rubin, 1987), of which there 
are many choices. If the script used is documented, the reader may replicate the 
analysis with a slightly different method and see the consequences on the final 
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result. If the data seem overly noisy, it can be beneficial to use robust methods 
such as nonmetric multidimensional scaling (NMDS) or to replace the data by 
their ranks. 

When Using Ordination Methods, Always Plot the Eigenvalues

It is essential in multivariate projection methods such as PCA, PCoA, dis-
criminant analysis (LDA), CCA, canonical correlation analysis (CCorA), or 
redundancy analysis (PCAIV or RDA) to show a plot of the successive eigen-
values. Reporting the percentage of inertia or variance explained by the first 
two components is not sufficient, because instabilities occur when two similar 
eigenvalues are split. This can easily occur, for instance, if the researcher has 
decided to retain enough of the eigenvalues to cover 80 percent of the variation 
of the data and the first five eigenvalues are proportional to 69, 12, 11, 5, and 
3. Having a hard threshold of 80 percent will result in the separation of the two 
eigenvalues 12 and 11, which are probably not statistically different. In that case, 
the components are not stable but the whole plane defined by the second and 
third components is. Packages such as ade4 (Chessel et al., 2004) systematically 
provide the scree plot in all output display functions for projection methods based 
on eigendecompositions. 

Enhance Interpretation Using Redundant and Contingent Information 
as Well as Regularization

Sanity checks include the plotting of extra information available about fac-
tors such as batches, plots, or laboratories. This should be plotted using tech-
niques such as the projections made in Figure A-10-10. Known gradients or 
groupings should be checked on the plots to verify consistency.

Many researchers find the output from simple least-squares projection meth-
ods arduous to interpret; with linear combinations of large numbers of genes 
or OTUs, model selection can be difficult. Recent progress in regularization 
techniques that incorporate penalties for more complex models can be useful in 
trying to select more parsimonious models. Such methods include sparse PCA as 
implemented in the elasticnet package (Zou and Hastie, 2008) or regular-
ized canonical correlation analysis available in the package cca (González et al., 
2008) and a sparse version of PCA and CCorA (pma; see Witten et al., 2009). 

Always Look at Your Data, All the Data

A complete analysis always separates data into pieces eventually. However, 
the process has to be completely documented and the effects of outliers and 
specific groups documented before the data are decomposed. It is only safe to 
separate out parts of the data by slicing into homogeneous tables after having 
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documented the dependency data using quantitative coefficients. Contiguous 
information, such as graphs linking related or interacting species or genes, and 
spatial maps of sampling locations, should always be incorporated into the data. 
This is important because samples with a high degree of dependency provide less 
information and standard statistical coefficients should be reweighed to account 
for this. 

Separate Out a Subset of the Data for Confirmatory Purposes

As detailed above, the number of choices made throughout an analysis rap-
idly multiply. Thus, researchers have the opportunity to thoroughly explore their 
data to generate a meaningful narrative. However, this often results in overfitting 
and multiple testing problems. One solution to this problem is to use a separate 
data set for confirmation of the analysis. The ideal situation is that when a large 
data set is available, a random subsample is set aside for separate diagnostic 
purposes. An alternative is to design a separate confirmatory experiment of the 
hypothesis generated by the analyses. Controlling for false discovery rates after 
many data transformations and choices of endpoints is a difficult task. Some 
procedures have been developed and are available in R (Pollard et al., 2010) and 
mutoss for instance. However, there is usually a high level of dependency in 
the variables and tables, making standard procedures based on independence as-
sumptions inadequate. For hierarchical dependencies, as in the case of taxonomic 
ranks, strucSSI provides an implementation of procedures recommended by 
Benjamini and Yekutieli (2001).

State of the Art in Modern Statistics

Computational power has enabled statisticians to develop many new robust, 
nonparametric, and sparse methods. Robustness (Huber, 1981) is a statistical 
quality that ensures that the results of an analysis are not changed if a few of the 
observations are removed. This is the case for methods with a high breakdown 
point like the median, whereas the mean of n observations has a low breakdown 
point at 1

n . 41 Robustness to outliers is important for several reasons: analyses 
based on least squares can be easily perturbed by one or two outliers and multi-
variate data rarely follow multivariate normal distributions. Many implementa-
tions of robust methods are available (robustbase or FRB in R). Rank-based 
transformations generally ensure results that are robust in the statistical sense. 
A simple example of a robust transformation is a Winsorization, which changes 
the top 1 percent of values and the lower 1 percent and makes them equal to the 
99th and 1st percentile of the distribution. This is a one-line transformation in R: 

41   By changing one data point in a sample of size n, we can change the mean by as much as we like.
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library(psych)
wm=winsor(tab1,trim=0.05)

A consensus has been reached in the study of microarrays (Allison et al., 
2006) that rank-based transformations such as rma can help stabilize the vari-
ances of the variables. The same is true in ecology where robust PCoA such as 
NMDS has become popular.

Smoothers for multivariate data such as LOWESS have increased in popu-
larity since their success in reducing bias in the analysis of microarrays; in 
fact, nonparametric methods in regression and supervised learning have become 
ubiquitous. Statisticians group together all methods that enable fitting data with-
out prior specification of a small finite number of parameters under the general 
“nonparametric” umbrella. Methods that prioritize sparseness were developed 
both to improve interpretability of the results and to counter the difficulties of 
having a much larger number of potential variables than the number of samples 
(the large-p, smaller-n paradigm). Sparse PCA (Zou et al., 2006) and elas-
ticnet or glmnet (Zou and Hastie, 2008) provide useful solutions to today’s 
challenging data containing as many measurements as 30,000 genes or 15,000 
OTU frequencies measured on many fewer samples (generally in the hundreds). 
These sparse methods provide principal components constrained to have very few 
nonzero coefficients, thus ensuring a high degree of interpretability.

Conclusions

We have made the case that, for science to move forward in step with current 
levels of data and software availability, communities of users should be able to 
transfer technologies easily through open-source platforms and reproducible re-
search. A collaborative platform such as R has the advantage of an object-oriented 
structure that allows good levels of data integration, such as those shown in 
packages such as edgeR or phyloseq. High-quality graphics make it easy for 
the user to keep in touch with the data and make publication-level plots through 
layering functions such as those available in ggplot2. The level of complexity 
in threshold and tuning parameter choices requires simulation and Monte Carlo 
tools for creating realistic noise models and sensitivity tests, all of which are 
currently available.

New standards of publication in statistical work are percolating across the 
disciplines and many articles are published with all the source code and data in 
such a way that any user could redo the analyses in the article from beginning 
to end. A wonderful example of such a case study showing how to do multiple 
table analyses on paired ecological tables can be found in the web supplement 
to  Thioulouse (2011).42 The goal of these collaborative approaches is to em-

42   See http://pbil.univ-lyon1.fr/SAOASOPET.
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power a new generation of biologists/data analysts to keep in touch with their 
data, whether there be megabytes or terabytes of it. Although the new statistical 
environments such as R can be intimidating, the Complete R Archive Network 
site43 contains more than 100 books and documentation sources. There are also 
many tutorials available online so the interested user could get started with the 
help of the large user community. We hope this review will encourage users to 
adventure further into the exploration of their data. We have added a short list of 
R packages in the appendix as a guide to some interesting methods.
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Appendix

We give here some of the most useful packages for the analysis of microbial 
communities from different areas of statistics. Statistical analysis of the micro-
biome data uses methods from ecology, clinical biostatistics, spatial statistics, 
bioinformatics, and phylogenetics. Here is an incomplete list of some packages 
we have found invaluable for this enterprise: 

High throughput sequencing, RNA-Seq DEseq, shortread, 
phyloseq, genefilter, edgeR. 

Microarray analyses Biobase, genefilter, vsn, marray, 
limma, multtest, made4. 

Annotation biomaRt, AnnotationDbi, GOstats, KEGG, PFAM, 
xcms. 

Decompositions aov, anova, lm, medianpolish, permanova. 
Ecology and phylogenetic analyses vegan, ade4, ape, phangorn, 

distory, picante. 
Plotting ggplot2, lattice, phyloseq, heatmap2, neatmap, 

rgl. 

43   See http://cran.r-project.org.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

302 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

Multivariate analyses ade4, cluster, knn, som, kohonen, 
sparcl, flexclust. 

Supervised learning tree, e1071, randomForest, ipred, 
lasso2,lars, elasticnet, kernlab. 

Spatial data spatstat, spdep, spBayes. 
Sparse and robust methods elasticnet. 
Nonparametric testing bootstrap, coin, Hmisc, asypow, 

npmc. 
Bayesian methods arm, bayesclust, lda, DPpackage, 

topicmodels, coda, rjags, MasterBayes, lmm. 
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A11

DISPERSAL OF CARGO MICROORGANISMS 
BY SWARMING BACTERIA

Colin J. Ingham44

Introduction to Swarming Bacteria

Microorganisms have many ways to move around. Dispersal may be by 
passive means or by using other organisms as vectors. Additionally, many spe-
cies of bacteria can migrate; this implies both an active means of propulsion and 
sufficient sensitivity to external conditions to trigger and/or guide motility. A 
major form of microbial existence is on surfaces, and under favorable conditions 
it is perfectly feasible for microbes to travel many centimeters over a hydrated 
surface. This movement can occur by a number of means, including twitching 
and gliding motility and other methods, such as spreading, i.e., the elongation of 
chains of nonmotile cells. Flagellar rotation can also drive collectives of bacteria 
to migrate over a surface; this is referred to as swarming, by analogy with multi-
cellular organisms such as insects (Harshey, 2003; Henrichsen, 1972;  Kearns, 
2010). Swarming may be aided by differentiation into specialized swarmer cells; 

44   Microdish BV, Utrecht, the Netherlands.
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these are often both elongated (compared to vegetative cells of the same spe-
cies) and hyperflagellated. Some species (e.g., Vibrio spp.) may produce flagella 
specifically adapted to travel within a thin film of liquid on a surface rather than 
planktonic motility (swimming in larger volumes of fluid). Swarming bacteria can 
sense both the presence of a suitable surface and whether they have achieved a 
suitable cell density for collective action to be effective (often involving “quorum 
sensing”). Swarming may be viewed as an alternative lifestyle choice compared 
to sessile colonization of a surface, i.e., a biofilm. Swarming can be associated 
with the secretion of molecules that facilitate progress. Such extracellular agents 
include surfactants, lubricants, polymers, antimicrobials, and/or agents of com-
munication (including the molecules involved in quorum sensing). Some secreted 
compounds (but certainly not all) may be regarded as “public” or “common” 
goods, resources shared by a microbial community, facilitating the development 
of powerful models for the study of cooperation and competition within micro-
bial communities. Pseudomonas aeruginosa is one such system: rhamnolipids 
are critical common goods required for swarming. In the case of P. aeruginosa 
the metabolic control of rhamnolipid secretion is important in limiting the emer-
gence of noncontributory “cheater” mutants (Xavier et al., 2011). Swarming by 
the hyperflagellated, elongated cells of Proteus spp. has long been recognized by 
medical microbiologists as both a fascinating object of study and a confounding 
factor in clinical assays, the latter by contaminating agar plates during diagnos-
tics assays (Dienes, 1946, 1947). Under permissive conditions, Proteus mirabilis 
and Proteus vulgaris swarm outward from the inoculation point on an agar plate, 
alternating zones of swarming with zones of consolidation (the latter as vegeta-
tive cells). This produces a characteristic pattern of concentric rings resembling 
the cross section of a tree. When two identical strains of P. mirabilis meet, the 
swarming masses of cells interpenetrate without conflict. When non-identical 
strains meet, there is an incompatibility reaction—a border region containing 
apparently damaged cells—and the strains fail to mix (Figure A11-1). This ef-
fect implies a mechanism of distinguishing self from non-self. The border region 
between different strains has been known for more than 70 years as a Dienes line 
(Dienes, 1946, 1947) and is used clinically in strain typing. However, it is only 
recently that the genetic basis of this form of territoriality and individuality has 
started to emerge (Gibbs et al., 2008, 2011). 

The examples provided by Proteus and Pseudomonas and other swarming 
bacteria have shown that powerful model systems illuminating fundamental is-
sues in biology may be derived from their study (and indeed by other collective 
systems of surface motility such as those used in predation and cooperation/
defection in the Gram-positive bacterium Myxococcus xanthus) (Velicer et al., 
1998). Swarming bacteria have also attracted attention from disciplines outside 
biology. In particular, mathematicians and related investigators have been at-
tracted by the complex patterns and the self-organizing nature of bacterial swarms 
(Ben Jacob et al., 1994, 2000; Komoto et al., 2003; Matsuyama and Matsushita, 
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1992; Ohgiwari et al., 1992; Thar and Kühl, 2005). Issues such as collective 
decision making, including “swarm intelligence,” where a mass of independent 
but interacting entities without a fixed hierarchy may make superior decisions to 
individuals, can be studied (Halloy et al., 2007). In addition, the plastic nature 
of pattern-forming organisms is a form of temporary multicellularity (Shapiro, 
1998), one that appears to be adaptive both to internal constraints (including cell-
to-cell contacts and communication) and to external factors, i.e., responding to 
the environment. This, in turn, raises the question as to what swarming bacteria 
reveal about the origins and development of more permanent forms of multicel-
lularity. Further questions triggered by swarming bacteria relate to the ecological 
value and costs of their behavior. For example, what happens when a swarming 
mass of bacteria meets other microorganisms? Are there issues that relate to the 

Figure A11-1.eps
bitmap

FIGURE A11-1 Swarming by Proteus mirabilis. Swarming on an agar plate, showing 
a border region between two different strains, one labeled with green fluorescent protein 
(GFP) and one with dsRED fluorescent protein. The strain expressing the GFP is forming 
rounded, damaged cells when in close proximity to the red strain. 
SOURCE: Budding et al. (2009).
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interactions of rapidly moving masses of microorganisms within a short time 
frame that differ from more static, more slowly developing interactions? How are 
new niches colonized when it is likely they already contain indigenous micro-
flora? What is the contribution of swarming to dispersal of microorganisms in the 
soil or infections? This article focuses on the swarming bacterium Paenibacillus 
vortex and attempts to indicate what this swarming bacterium may contribute to 
the field.

Paenibacillus vortex: A Pattern-Forming Swarmer

P. vortex is a Gram-positive, sporulating bacterium; its cells are distinctly 
curved rods, generally 3 microns or longer. P. vortex is a highly effective swarmer 
and can migrate across an agar plate under a wide range of conditions (Figures 
A11-2 and A11-3). The genome has been sequenced and contains a set of genes 
commonly found in bacteria from the rhizosphere, i.e., a very high proportion of 
two-component systems,45 attack- and defense-related genes (including putative 
antibiotic synthesis pathways and antibiotic-resistance mechanisms), and many 
membrane-associated transporters and other (primarily nutrient uptake) related 
functions (Galperin, 2005; Sirota-Madi et al., 2010). The closest relative (based 
on 16S rRNA sequence) is Paenibacillus glucanolyticus. The only mechanism of 
motility apparent from the genome, with this conclusion supported by scanning 
electron microscopy of swarming cells, uses peritrichous flagella (Ingham and 
Ben-Jacob, 2008). When swarming, P. vortex has very strong tendencies to chase 
its own tail, or at least swarm in curved trajectories, and is able to form elegantly 
rotating colonies on higher percentage agars (> 1.5% w/v). Imaging of swarming 
colonies reveals lubricant trails (e.g., Figure A11-2A), whereas electron micros-
copy of elongated, stressed swarmer cells also shows that quite extreme curvature 
can be compatible with these rotating microcolonies (Figure A10-2B). P. vortex 
is a very versatile swarmer; for example, it can swarm on very high-percentage 
agars (up to 2.2% w/v) and quite low-percentage agars (0.4% w/v), which is a 
wider range than many other bacteria including Gram-negative rods. P. vortex 
swarms but it does not always colonize the entire plate, instead forming patterns 
(Figure A10-3) with regions of agar lacking any bacteria. The mechanisms by 
which this occurs are largely unknown but there appear to be repulsive forces, 
possibly mediated by signalling molecules or lubricants (Ben-Jacob et al., 2000; 

45   Two component systems are common mechanisms in bacteria to sense the environment (directly 
or indirectly) and transduce that information to other cellular components (genes, proteins) so an ap-
propriate response is made. They usually consist of a protein (an autophosphorylating kinase) that acts 
as a sensor and a partner protein (a response regulator) that receives the phosphate moiety and which 
then controls the expression of a gene network or the behaviour of a protein complex (the flagellar 
motor). A cell can have 200 such systems, which raises interesting questions as to the specificity 
of each two component system and how such a complicated information network facilitates overall 
decision making and enhances survival.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

308 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

Figure A11-2.eps
bitmap

FIGURE A11-2 Microscopy of P. vortex cells and microcolonies. (A) Light microscopy 
of a swarming colony moving clockwise in circles (v) on agar (a). (B) Scanning electron 
microscopy of a colony responding to the antibiotic mitomycin C and showing coiling of 
the elongated cells. (C) Pattern of sporulation (dark areas). (D) Light microscopy of an 
elongating snake of P. vortex (v) on 0.7% (w/v) agar (a) showing self-avoidance forcing 
extension in a decreasing spiral pattern. (E) Scanning electron microscopy of individual 
cells showing two foci (v, vortices). (F) Magnified view of individual cells showing 
flagella.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

APPENDIX A 309

Ingham and Ben-Jacob, 2008). These complicated colonies are highly dependent 
on the environmental conditions (e.g., humidity, nutrients, stress). 

Transport of Aspergillus fumigatus Conidia by Paenibacillus vortex

Many Paenibacillus spp. interact with fungi. Examples of cooperation of 
Paeinibacilli spp. with fungi and also competition or antagonism are known (Budi 
et al., 2000; Dijksterhuis et al., 1999; Hildebrandt et al., 2006). Given this, and 
the relative ease of distinguishing fungal spores (conidia) from bacterial cells in 
terms of imaging and growth, we have explored the involvement of P. vortex with 
fungi, particularly using Aspergillus fumigatus. A. fumigatus is a well-known and 
widespread filamentous fungus with both sexual and asexual sporulation cycles, 
the latter producing conidia 3 to 4 µm across. A. fumigatus is an opportunistic 
pathogen, and an allergen, with a complex genome of 29.4 Mb (Nierman et al., 
2005). However, this fungus is not motile (not by mycelia or by spores) and 
dispersal is largely passive. If the conidia are inoculated in the center of a large 
agar plate the vegetative mycelia can grow outward over a period of days. Even-
tually, under permissive conditions, such a colony sporulates (Campbell, 1971). 
The fungus can reach the edge of the Petri dish either by outgrowth or, in some 
situations, the spores can become airborne and can inoculate the agar closer to 
the edge than the parental mycelia. On many growth media, including reduced-
strength Mueller–Hinton medium, the fungus takes from 9 to 12 days to reach 
the edge of a 14 cm–diameter agar plate from an inoculation point in the center. 
The question posed was whether swarming bacteria can accelerate this process. 
A very simple experiment was done to test this proposition (Figure A11-4 and 

Figure A11-3

FIGURE A11-3 Pattern formation by swarming P. vortex. Three examples showing 
regions of P. vortex colonies (7.4 × 5.5 cm area, scale bar indicates 1 cm, growing from 
a central inoculation point), the bacteria which leave considerable areas of the agar plate 
uncolonized and thereby create patterning. Panels B and C show detail from the central 
region and a peripheral region of the plate in panel A.
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Ingham et al., 2011). Actively swarming P. vortex were coinoculated with purified 
conidia of A. fumigatus at the center of a 14 cm plate containing reduced-strength 
Mueller–Hinton medium. The bacteria became distributed across the plate by 
swarming. After a few days, fungal colonies spread out from the central point 
across the plate, scattered and with fewer colonies toward the edge of the plate. If 
such plates were examined at an earlier stage, when the fungus had hardly grown 
and the microcolonies were only visible by microscopy, the fungus could be seen 

Figure A11-4.eps
bitmap

FIGURE A11-4 Transport of A. fumigatus conidia by P. vortex. Swarming P. vortex was 
co-inoculated with conidia of A. fumigatus in the center of a 14 cm nutrient agar plate. The 
picture was taken after 72 h; only the fungal colonies are visible, although the plate is also 
covered with the bacteria. In all locations except the center the colonization of the plate 
by the fungus is due to relocation (transport) of conidia from the center by the swarming 
bacteria. If inoculated without P. vortex or with P. vortex under nonswarming conditions 
the fungus cannot spread across the agar plate (not shown).
SOURCE: Adapted from Ingham et al. (2011).
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growing inside the mass of the P. vortex. Growth from the P. vortex swarm out 
into the unoccupied agar was sometimes observed, but the fungus was never seen 
germinating free of the bacterium. It was concluded that the swarming bacteria 
were transporting the spores (conidia). 

Analysis of movies of the motion of the conidia and of the bacteria surround-
ing the conidia has proved revealing. Imaging is typically performed using a total 
magnification of from ×40 to ×100 over a period of a few minutes. Time-lapse 
movies (Movies 1 to 3) show conidial transport. 46 These movies can be found 
online at the National Academy of Sciences.47 This analysis has been digitized 
and compared to a series of models that superimpose “virtual conidia” and pre-
dicts their motion using different scenarios based upon assumptions about how 
the conidia and the bacteria are associating with each other. The model that fits is 
that the conidia are moving at the same rate as the surrounding microorganisms, 
and the structure of the microorganisms around the conidia is relatively stable, at 
least over a period of a few minutes. There appears to be a physical connection, 
or at least stable linkage, between the two microorganisms. Electron microscopy 
confirms this; the conidia appear to be trapped or entangled within the flagella 
of the bacteria. 

46   MOVIE 1: Overview of conidial transport by a bifurcating mass of P. vortex. Swarming 
mass of the bacterium Paenibacillus vortex (hundreds of microns across) moving as an extending, 
growing, and splitting body (from the top left to the right for one branch and down for the other). 
This migrating collective is composed of millions of bacteria (not individually visible) all linked and 
driven to move across the agar surface by up to 10 flagella per cell. The P. vortex in this video are ef-
fectively coordinating to transport hundreds of ungerminated conidia (dark masses of spores from the 
non-motile fungus Aspergillus fumigatus) as cargo. This time-lapse movie, imaged using microscopy, 
was made a few hours after inoculation and several centimeters away from the inoculation point on 
nutrient agar. The fungus alone cannot move this far this fast, so the bacterium is effectively aiding 
the fungus in reaching new environments. SOURCE: Ingham et al., 2011; Proceedings of the National 
Academy of Sciences of the United States of America 108:19731-19736 Supplementary Information. 
(2011). Still images from this movie are found as Figure A11-5.

MOVIE 2: A rotating colony of P. vortex accumulating conidia by spooling them from the 
inoculation point. Ultimately (20 min after this movie) the connection will break and the colony 
 migrates outward independently. The colony is hundreds of microns across, is rotating once every 
3 min, and conidial masses are rotating at approx. 3 µm s-1. SOURCE: Ingham et al., 2011; Pro-
ceedings of the National Academy of Sciences of the United States of America 108:19731-19736 
Supplementary Information. (2011).

MOVIE 3: High magnification (×500 total magnification ) imaging of conidial transport. You 
are now seeing individual spores. These are multilayer masses of the Paenibacilli. You can see here, 
as it sweeps over, it is picking up some of the spores that were not moving before. Basically, it seems 
that the Paenibacilli can only move the conidia when they are involved in these sort of multicellular 
slugs, and not as a monolayer. Individual conidia. SOURCE: Adapted from Ingham et al., 2011; 
Proceedings of the National Academy of Sciences of the United States of America 108:19731-19736 
Supplementary Information. (2011).

47   See http://www.pnas.org/content/108/49/19731/suppl/DCSupplemental.
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What Is the Significance of Microbial Cargo 
Transport Outside the Laboratory?

We know that microorganisms can generate mechanical force to drive 
their own motion and move objects (Figure A11-6 and Darnton et al., 2004). 
Micro engineers tells us that there are a number of ingenious devices that use 
micro organisms to move wheels (e.g., Hiratsuka et al., 2006). It is possible to 
conjugate cargo beads to motile algae, then get them to swim and deliver the 
beads somewhere else within a microfluidic system (Weibel et al., 2005). In 
this case the movement of the algae was directed by light. Clearly, eukaryotic 
microorganisms can move prokaryotes (Brock et al., 2011; Rowbotham, 1980). 
But motile bacteria cooperatively carrying larger eukaryotic microorganisms ap-
pear to be a novel observation. A 30 cm translocation of A. fumigatus spores has 
been achieved using P. vortex (Ingham et al., 2011). This suggests that microbial 
cargo transport could happen in a way that does not require highly controlled 
(e.g., microengineered) environment but possibly could work in nature.

When the bacteria move fungal spores, the spores are largely viable. During 
the germination process of A. fumigatus without bacteria the conidia swell over 
a period of a few hours then mycelial outgrowth occurs after 6-7 h on reduced-
strength Mueller–Hinton agar. This all happens also within the P. vortex swarm 
and at the same rate. Therefore, the conidia are active and able to sense their 
environment inside the swarm, as they are if they are just inoculated in the same 
medium on an agar plate without bacteria, inasmuch as certain environmental 
conditions (moisture, nutrients, temperature) triggered outgrowth. Conidia can 
move about 1 cm per hour in P. vortex swarms. It is known that fungal spores 
are adapted for some forms of dispersal, including via the wind, water, or insects 
(Nagarajan and Singh, 1990; Raguso and Roy, 1998; Van Leeuwen et al., 2010). 

Figure A11-5.eps
bitmap

FIGURE A11-5 Transport of conidia by P. vortex. Conidia transport can be seen to be 
rapid when viewed by microscopy. Left to right: images taken over a period of 2 min show-
ing a bifurcating swarming mass of P. vortex (PV) transporting aggregates of A fumigatus 
conidia. Lubricant trails (L) are apparent in the right-hand panel.
SOURCE: Adapted from Ingham et al. (2011).



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

APPENDIX A 313

Not all conidia of equal size are transported with equal efficiency (Ingham et al., 
2011), but we currently do not understand the relevance of this in nature.

One possible use for conidial transport, from the fungal perspective, could be 
to escape adverse environments. In an experiment designed to test this proposi-
tion, P. vortex and A. fumigatus conidia were co-inoculated in the center of an 
agar plate in the presence of an antifungal drug, voriconazole (Chryssanthou et 
al., 2008; Verweij et al., 2007). Some conidia were “rescued” by the bacterium 
and deposited in a region of the plate lacking the antifungal agent. P. vortex can 
also move across conidia from another location, pick them up, and deposit them 

Figure A11-6.eps
bitmap

FIGURE A11-6 Examples of motile microorganisms moving other objects within micro-
engineered environments. (A) A cell of the flagellated alga Chlamydomonas reinhardtii 
with a covalently bound bead (smaller sphere) is shown. Light-directed transport is pos-
sible within microfluidic channels at velocities of 100 to 200 µm/s with cargo beads 
ranging from 1 to 6 µm diameter over distances of up to 20 cm. (B) 48 µm–diameter, 
10 µm–thick microengineered microrotor capable of being rotated at around 1 rpm by a 
dense bath of motile cells of the bacterium Escherichia coli (Di Leonardo et al., 2010). (C) 
Microengineered rotor (20 µm diameter) driven by a single cell of a covalently attached 
gliding bacterium, Mycoplasma mobile (orange).
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farther away, although not with the same efficiency as if the two organisms are 
co-inoculated (Ingham et al., 2011).

Many swarming bacteria are refractory to antibiotics, a phenomenon that 
appears linked to both high cell density and motility (Butler et al., 2010). P. vor-
tex can swarm across regions containing high concentrations of antibiotics (for 
example using a row of antibiotic-containing tabs) that are sufficient to inhibit the 
growth of static bacteria. The bacteria that can do this are a subpopulation of the 
P. vortex population, referred to as explorers or pioneers. It is possible to track 
the paths of individual swarms as they cross this relatively hostile region. When 
they get to the other side, the bacteria can start to grow normally. The antibiotic 
refractory motile colonies are not mutants. They respond in the same way if 
given the same challenge again. This phenomenon is some form of phenotypic 
resistance to antibiotics; the relationship between these and antibiotic-refractory 
subpopulations (potentially including persisters) is unclear. If the P. vortex is 
transporting cargo conidia some of the swarms will approach the antibiotic tab 
more effectively than others but the region will be colonized less well than if the 
antibiotic is absent. A few days later, the fungal spores, which have been hiding 
out inside the Paenibacillus mass, germinate, and, in this niche, they can compete 
very effectively with the bacterium, so they take over.

Cargo transport may take place in soil. A simple way to think about the soil 
is as a series of microniches, many separated by gaps (Figure A11-7). The gaps, 
microniches in their own right, may have water or air in them. Filamentous fungi 
can cross air gaps quite effectively by extending growing mycelia. Many bacteria 
swim well or are otherwise capable of passively crossing a water gap but have 
problems crossing air gaps (Nazir et al., 2010). The air gap can be simulated 
on an agar plate (Figure A11-8). One experimental approach is to inoculate the 
conidia and the bacterium very close to this gap. At least in some cases, if you 
wait long enough, the growth of the mycelia will cross the gap and inoculate the 
agar on the other side with the bacteria. The mechanism is not fully understood. 
Swarming in P. vortex is inhibited by p-nitrophenyl glycerol (Ingham et al., 
2008), which is also an antiswarming agent for Proteus spp. (Liaw et al., 2000), 
and this agent reduces (but does not eliminate) the mycelial-mediated transfer 
of P. vortex to the far side. This suggests a role for swarming and/or flagella in 
the process. In a second approach, if the two organisms are co-inoculated farther 
away from the air gap, then the only way of getting to the target zone is for the 
P. vortex and A. fumigatus to cooperate. P. vortex move the fungal spores to the 
gap. Then the mycelia extend across the air gap and this allows the bacteria to 
reach the far side (Figure A11-8). So in this specific case, the two organisms mu-
tually facilitate their dispersal. There is precedent for fungi assisting bacteria to 
spread: coswarming bacteria (different motile species that nevertheless aid each 
other’s spread) are known to be aided in spreading in a model system by fungal 
mycelia. This idea has been termed “fungal highways” by one group (Warmink 
and van Elsas, 2009). Fungal highways may have practical applications as well 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

APPENDIX A 315

as ecological importance, for example in giving bacteria involved in bioremedia-
tion greater access to contaminated soils (Furuno et al., 2009). In the latter case, 
a hydrocarbon-degrading strain, Pseudomonas putida NAH7, has been shown to 
travel along pseudomycelia of the filamentous fungus Pythium ultimum (Figure 
A11-9). Chemotaxis is implicated in this process (Furuno et al., 2009); a non-
chemotactic derivative of P. putida was dispersed less effectively, suggesting that 
directed migration in response to chemical cues is a significant factor. Some of 
these data, including the current work, can be explained in several ways, includ-
ing flagella-mediated attachment of cells to growing mycelia (Sen et al., 1996) 
and/or the mycelia allowing motility over terrain that is otherwise hard to cross. 
There is another interesting hint from the literature that connects swarming with 
fungi: the fungal toxin citrinin induces motility in Paenibacillus polymyxa (Park 
et al., 2008), but the significance of this observation is not clear.

Transporting cargo can be detrimental to the swarming bacteria. Figure 
A11-10 shows an experiment in which P. vortex is transporting spores of the 
actinomycete bacterium Streptomyces coelicolor, an antibiotic transporter. The 
antibiotics produced by the S. coelicolor inhibit the growth of the P. vortex. So 
it’s not always a good thing to let other microorganisms into your swarm.

Figure A11-7.eps
bitmap

FIGURE A11-7 Simple diagram of soil composed of manifold microniches separated 
by barriers that include air gaps and aqueous environments. In many cases mycelial mi-
croorganisms, such as fungi, or airborne spores can traverse air gaps that are likely to be 
difficult to cross for other microbes.
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Is there any specificity in the transporting process? To a limited extent, the 
answer is yes. Different conidia of about the same size can be moved to different 
degrees. If the surface of the conidia is stripped off, with either a strong protease 
or SDS, then the transport properties of the treated conidia differ from those of 
intact ones, suggesting that proteins displayed on the conidial surface matter. 
However, it is also clear that non-living objects such as microspheres can be 
transported. There is only limited information on the converse question: do all 
swarming bacteria transport objects? To date, Proteus mirabilis appears to be a 
poor transporter of micron-scale objects: attempts to show transport even over 
a few millimeters have failed. Cautiously, we may speculate that the territorial 
Proteus swarms tend toward monoculture in other ways than the Dienes line 
exclusion phenomenon, and they tend not to be very welcoming of other species.

P. vortex itself is a sporulating organism (Sirota-Madi et al., 2010), although 
spores are not formed during the course of the experiments described in this 
chapter. However, if exogenous spores purified from a starvation medium are 
loaded into a swarm these particles are also transported. Given the propensity of 
P. vortex to swarm into dangerous situations and get itself into trouble, it might 
make some sense, rather than producing the spores when things get tough, to have 
them already present in the swarming group. 

To summarize the work so far, P. vortex is surprisingly good at moving 
 micron-scale objects around. We have shown that it can move A. fumigatus 
 conidia. It may be able to move conidia either to niches where airborne dispersal 

Figure A11-8.eps
bitmap

FIGURE A11-8 Dispersal of motile bacteria facilitated by fungal mycelia. (A) Simulating 
a 0.5-mm air gap using blocks of agar, posing a significant barrier for P. vortex to cross. 
(B) One possible solution. Air gap (0.5 mm across) created in a nutrient agar plate and 
successfully bridged by mycelia of A. fumigatus. The fungus was transported to the gap as 
conidia by P. vortex. In turn the mycelia permit the bacterium to traverse the gap. (C) to 
(E) Imaging a single mycelium traversing the air gap showing the presence of P. vortex: 
(C) light microscopy; (D) staining with hexidium iodide revealing bacteria (e.g., arrow) 
associated with the mycelia; (E) merged images (C) and (D).
SOURCE: Panel A: C. Ingham; Panels B-E: Adapted from Ingham et al. (2011).
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of this organism cannot reach, or possibly there are some biases where the 
 Paenibacillus tends to end up in a particular environment, and if it brings along 
other organisms, then perhaps they benefit. There is also the possibility for rescue 
from an unfavorable environment, with spores taken to a more favorable location 
(the converse may also be true although may not be as important). Within the soil 
a moving colony (swarming) of P. vortex may well be a mixed ecosystem, with 
the potential to drop things off and have things jump on and thereby redistribute 
organisms over a centimeter scale in the soil. As noted, P. vortex can produce 

Figure A11-9.eps
bitmap

FIGURE A11-9 Example of dispersal of motile bacteria facilitated by fungal pseudomycelia 
mycelia. Confocal laser scanning microscopy of Pythium ultimum hyphae with associated 
Pseudomonas putida PpG7 bacteria on glass. The image series is shown as maximum in-
tensity projection. Bacteria were first incubated 24 h with Syto 24 nucleic acid stain and 
then incubated for 4 h with the fungal hyphae. Take notice of the exclusive localisation of 
the bacteria next to the fungal hyphae. Colour allocation: green, Syto 24; white, reflection. 
SOURCE: Courtesy of K. Pötzsch, T.R. Neu, and L.Y. Wick (UFZ, Germany) Provided 
by C. Ingham.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

318 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

Figure A11-10.eps
bitmap

FIGURE A11-10 Dispersal of Streptomyces coelicolor spores facilitated by swarming 
P. vortex. Image of a 14 cm–diameter plate containing reduced-strength Mueller–Hinton 
agar co-inoculated with swarming P. vortex and spores of S. coelicolor at position A. The 
spores are transported; those within zone B have founded colonies that are producing 
aerial mycelia (white) whereas those at lower density toward the periphery of the plate 
(zone C) are not. The blue pigment is actinorhodin (and related molecules) produced by 
the S. coelicolor. Antimicrobial activity by S. coelicolor inhibits the growth of the P. vortex 
that are present across the plate at a low level but not visible. This process benefits the S. 
coelicolor, which is able to use P. vortex to disperse but can then outcompete the latter. 
Spores of S. coelicolor alone cannot disperse.
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extended and intricately patterned colonies on agar. In some cases these colonies 
can be kept motile for several days with a continual traffic system of motile and 
continuously redistributing bacteria. If a rifampicin-resistant mutant of P. vortex 
is fed into one part of such a colony of a rifampicin-sensitive strain, rifampicin-
resistant progeny can be recovered in other parts of the colony. The degree of 
connectivity, implied by a P. vortex colony acting as an extended transport net-
work, suggests the possibility that a bacterial logistics system can be created on 
a 10 cm scale. It will be interesting to explore this and ask what happens when a 
nitrogen source is in a different location to the carbon source—i.e., is there any 
logistical benefit to this form of colonial life? Microbial logistics systems, the 
capability of extended colonies to optimise nutrients over a significant area, are 
known to be advantageous in fungi and slime moulds (Physarum  polycephalum). 
Quite complicated problems in resource utilization can be solved by slime moulds 
forming dendritic networks (Nakagaki et al., 2000). There is also interest in  using 
microbial networks in the design of miniaturized devices (Kaehr and Shear, 
2009), and adaptive pattern-forming bacteria with the ability to transport micron-
scale components may make a contribution.

Future Prospects

One line of future research is to create positive selection systems so that the 
cargo organism pretty much has no choice but to be carried and to associate with 
the P. vortex. There is also a strong need for more realistic soil models and some 
understanding of how swarming and transport works in the soil. Given the amaz-
ing recent developments in low-cost and robust sensors and tracking systems, 
this should be achievable, and maybe we can then understand more about the 
spread of microorganisms in natural situations. Screening for cargo organisms 
from the soil—pulling organisms out of the soil and seeing how they partner 
with P. vortex—may also be fruitful. A spore display library with a wide range of 
polypeptides expressed on the surfaces of spores could be used to define preferred 
cargoes. Because P. vortex is currently not amenable to genetic analysis, it may 
be necessary to exploit the genetics of a partner organism to try to understand 
transport at a deeper level.

Conclusions

Motile microorganisms can exert physical force and move objects on the 
micron scale. Specifically, the swarming bacterium Paenibacillus vortex can col-
lectively transport conidia of the non-motile fungus Aspergillus fumigatus. The 
significance and ecological impact of microbial transport is unknown although 
there are scenarios in which the benefit appears reciprocal. However, this sug-
gests a new dispersal mechanism for non-motile microorganisms with possible 
benefits for both transporting and cargo organisms. More broadly, the role and 
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importance of swarming and other mass migrations undertaken by bacteria within 
the environment are poorly understood. One lesson from recent years is that while 
swarming bacteria have usually been studied in monoculture, such organisms 
reveal their most interesting characteristics when in conflict or cooperation with 
other microorganisms. Swarmers, at least in some cases, may be best thought of 
as a traveling ecosystem.
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A12

EVIDENCE FOR CASCADES OF PERTURBATION 
AND ADAPTATION IN THE METABOLIC GENES 

OF HIGHER TERMITE GUT SYMBIONTS

Xinning Zhang48,49 and Jared R. Leadbetter48,50

Abstract

Termites and their gut microbes engage in fascinating dietary mutualisms. 
Less is known about how these complex symbioses have evolved after first 
emerging in an insect ancestor over 120 Mya. Here, we examined a key bacterial 
gene of the mutualism, formate dehydrogenase (fdhF), in 8 species of “higher” 
termite (Termitidae; the youngest, most biomass-abundant, and species-rich ter-
mite family). Patterns of fdhF diversity in the gut communities of higher termites 
contrasted strongly with patterns in less-derived insect relatives (wood-feeding 
“lower” termites and roaches). We observed phylogenetic evidence for (1) the 
sweeping loss of several clades of fdhF that may reflect extinctions of symbi-
otic protozoa and, importantly, bacteria dependent on them, in the last common 
ancestor of all higher termites and (2) a radiation of genes from the (possibly) 
single allele that survived. Sweeping gene loss also resulted in (3) the elimina-
tion of an entire clade of genes encoding selenium-independent enzymes from 
higher termite gut communities, perhaps reflecting behavioral or morphological 
innovations in higher termites that relaxed pre-existing environmental limitations 
of selenium (Se), a dietary trace element. Curiously, several higher termite gut 
communities may have subsequently re-encountered Se-limitation, (4) reinvent-
ing genes for Se-independent proteins via convergent evolution. Lastly, (5) the 
presence of a novel fdhF lineage within litter-feeding and subterranean higher 
(but not other) termites may indicate recent gene “invasion” events. These re-
sults imply that cascades of perturbation and adaptation by distinct evolutionary 

48   Environmental Science & Engineering, Mail code 100-23, California Institute of Technology, 
Pasadena, CA 91125.

49   Present address: Department of Geosciences, Guyot Hall, Princeton University, Princeton, NJ 
08544.

50   Corresponding author: J. R. Leadbetter, Phone: (626) 395-4182, Fax: (626) 395-2940, Email: 
jleadbetter@caltech.edu.

Originally printed as Zhang X, Leadbetter JR. 2012. Evidence for cascades of perturbation and ad-
aptation in the metabolic genes of higher termite gut symbionts. mBio 3(4):e00223-12. doi:10.1128/
mBio.00223-12.
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mechanisms have impacted the evolution of complex microbial communities in 
a highly successful lineage of insects.

Author Summary

Since patterns of relatedness between termite hosts are broadly mirrored by 
the relatedness of their symbiotic gut microbiota, co-evolution between hosts and 
gut symbionts is rightly considered as an important force shaping dietary mutual-
ism since its inception over 120 Mya. Apart from lateral gene or symbiont transfer 
between termite gut communities (for which no evidence yet exists), there has 
been little discussion of alternative mechanisms impacting the evolution of mutu-
alism. Here, we provide strong gene-based evidence for past environmental per-
turbations creating significant upheavals that continue to reverberate throughout 
the gut communities of species comprising a single termite lineage. We suggest 
that symbiont extinction events, sweeping gene losses, evolutionary radiations, 
relaxation and re-emergence of key nutritional pressures, convergent evolution 
of similar traits, and recent gene invasions have all shaped gene composition in 
the symbiotic gut microbial communities of higher termites, currently the most 
dominant and successful termite family on Earth. 

Introduction

Identifying factors associated with changing genetic diversity in natural 
microbial populations is crucial for understanding past and present ecology. 
Host-associated microbial populations have garnered much interest, as prin-
ciples of evolution uncovered in the context of host-microbe interactions have 
wide-ranging applications (e.g. human health, animal development, agriculture) 
(Dethlefsen et al., 2007; McFall-Ngai, 2002; Van Wees et al., 2008). In particular, 
studies of animal-microbe mutualism have revealed that microbial symbionts ex-
ert an important selective force for evolution in their eukaryotic hosts (Van Wees 
et al., 2008). Equally intriguing are the pressures that symbiosis imparts on the 
evolution of the hosts’ microbial counterparts.

Many evolutionary studies on microbial symbiosis have explored the highly 
intimate mutualisms existing between insects and the microbial endosymbionts 
that live inside host insect cells (e.g., aphid–Buchnera, tsetse fly–Wigglesworthia) 
(Chen et al., 1999; Moran and Baumann, 2000; Moran and Telang, 1998). These 
nutritional symbioses are obligate and characterized by low species complexity 
(typically 1 symbiont species is present) (Bauman et al., 2006; Buchner, 1965; 
Wu et al., 2006). As such they have been useful model systems for identifying the 
major evolutionary consequences of symbiosis in the microbial partners of mu-
tualism: cospeciation with the host, genome reduction, low genomic GC content, 
and accelerated sequence evolution (Mira et al., 2001; Moran, 2002; Moran et 
al., 2009; Shigenobu et al., 200; Wernegreen, 2002). However, such studies have 
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limited potential for revealing the consequences of symbiosis between animal 
hosts and their extracellular symbionts, a category including gut tract microbes. 
As these symbioses can involve multiple microbial partners functioning as a 
“community bioreactor” to effect health or disease in their host, determining 
how interactions between different symbiont species have evolved is necessary 
to understanding host-symbiont synergisms.

The obligate nutritional mutualism occurring between wood-feeding ter-
mites and their specific and complex hindgut microbiota offers an enticing sub-
ject for studies of evolutionary themes in polymicrobial, extracellular symbiont 
communities. Remarkably, mutualism, which underpins the insect’s ability to 
access lignocellulose as a food source, predates the evolution of termites from 
their wood-feeding roach ancestors over 120 mya (Grimaldi and Engel, 2005). 
Similar to endosymbioses, this long-term association has been facilitated by 
symbiont transfer between host generations (Nalepa and Bandi, 2000), allowing 
co-evolution between hosts and the symbiont community. Co-speciation as an 
evolutionary theme has indeed emerged over the past decade (e.g. Berlanga et 
al., 2007; Brune and Stingl, 2006; Desai et al., 2010; Hongoh et al., 2005; Lo 
and Eggleton, 2011; Noda et al., 2007; Ohkuma et al., 2009) however factors 
like diet, gut anatomy, and geography are also potential determinants of gene 
diversity in gut communities. Compared to endosymbionts, gut symbionts are 
exposed to considerably more environmental influence as food and environmental 
microbes continually pass through the gut tract. Under certain conditions, these 
microbes may establish as new symbionts or may horizontally transfer their genes 
to pre-existing symbionts. Thus termites and their rich diversity of gut microbial 
partners, which can number over 300 bacterial phylotypes (Hongo et al., 2003; 
Yang et al., 2005), provide exceptional opportunities for studying factors affect-
ing evolution in symbiont communities.

Comparing symbiont genes in a wide range of termite host species is one way 
to learn about factors influencing symbiont evolution. Previously, we applied this 
comparative approach to symbiont metabolic genes encoding hydrogenase-linked 
formate dehydrogenase (fdhF), important for CO2 reductive acetogenesis, a key 
mutualistic process in lignocellulose degradation (Breznak and Switzer, 1986; 
Odelson and Breznak, 1983). In all wood-feeding termites and roaches, CO2 re-
ductive acetogenesis is the major means of recycling the energy rich H2 derived 
from wood-polysaccharide fermentations into acetate, the insect’s primary fuel 
source (Brauman et al., 1992; Pester and Brune, 2007). Study of fdhF in evolu-
tionary less derived wood-feeding insects (the so-called “lower” termites and their 
wood- feeding roach relatives) implied that the trace element selenium shaped the 
gene content of gut symbionts since termites diversified from roaches ~150 Mya 
(Grimaldi and Engel, 2005). More broadly, results suggested that within related 
insects hosts that feature the same type of gut tract architecture, similar gut com-
munities and diets, acetogenic symbionts as a metabolic subgroup of the greater gut 
community have maintained remarkably similar strategies to deal with changes in a 
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key nutrient. But how have these symbionts (more precisely, how have their genes) 
responded to drastic changes in the termite gut, for example to major alterations in 
gut tract architecture and to restructuring of the gut community itself?

To address this question, a comparison of fdhF genes present in extant insects 
possessing gut communities representing the “before” and “after” snapshots of dras-
tic change is needed. The gut communities of lower termites represent the “ before” 
condition. Gut communities in higher termites, which form the most recently 
evolved termite lineage (Termitidae), represent the “after” snapshot ( Eggleton, 
2006). Higher termites are known for highly segmented gut tracts and their lack of 
symbiotic gut protozoa (Brugerolle and Radek, 2006), the primary sources of H2 
within the guts of earlier evolved wood-feeding insects. Gut segmentation and the 
extinction of lignocellulose-fermenting protozoa are events that are thought to have 
occurred early during the emergence of this lineage, possibly in the late cretaceous 
(80 Mya) to early cenozoic (50 Mya) (Grimaldi and Engel, 2005). Since then, 
higher termites with their gut symbionts have found ways to access polysaccharides 
bound in forms other than wood (e.g., dry grass, leaf litter, organic compounds in 
soil) and have become the most abundant and diverse termite group on Earth.

Here we investigate whether the dramatic shifts in termite biology and microbi-
ology marking the diversification of higher termites into their extant forms left im-
pacts on the H2-consuming symbiont community. To accomplish this we analyzed 
the phylogeny of fdhF from the symbiotic gut communities of 8 higher termite 
species. The specimens belonged to Nasutiterminae and Termitinae subfamilies, 
the two most numerically abundant and species-rich subfamilies within Termitidae 
(generally recognized as comprising four subfamilies (Grimaldi and Engel, 2005; 
Eggleton et al., 1996; Engel et al., 2009; Kambhampati and Eggleton, 2000) and 
were sampled from rainforest, beach, and desert environments in Central America 
and the Southwestern United States. We compared higher termite fdhF sequences to 
each other and to previous data from less-derived wood-feeding insects. Our results 
indicate the H2-consuming bacterial community in higher termites experienced 
early evolutionary extinctions, possibly due to extinction of H2-producing protozoa, 
followed by evolutionary radiation, convergent evolution, and even invasion. The 
latter three outcomes may have been influenced by trace element bioavailability. 
Together, the data provide a clear example of an extinction propagating through a 
chain of microbial mutualism, emphasizing the connectivity of symbiosis involv-
ing complex extracellular microbial communities such as those in the termite gut.

Results and Discussion

To profile fdhF in the whole gut microbial communities of higher termites 
with different species affiliations (Figure A12-1), habitats and lifestyles, we con-
structed fdhF gene inventories (30-107 clones per species, total 684) from the 
whole gut tracts of six higher termite species from Costa Rica and two higher 
termite species from California (Table A12-1). The broader taxonomic affiliations 
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Figure A12-1.eps
bitmap

FIGURE A12-1 Mitochondrial cytochrome oxidase II (COII) phylogeny of termites and 
related roaches. Family names and other descriptions are located on the right side of the 
tree. Only two of four subfamilies (Macrotermitinae, Apicotermitinae, Nasutitermitinae, 
and Termitinae) in the higher termite family Termitidae are shown. Subfamily Termitinae 
is paraphyletic (Kambhamti and Eggleton, 2000). The gut communities of insect species 
highlighted in red have been examined for fdhF using inventory and/or PCR screening 
techniques. Tree was constructed with 393 aligned nucleotides using the maximum likeli-
hood phylogenetic algorithm AxML (Stamatakis et al., 2004). Filled circles at nodes indi-
cate support from PHYML, parsimony (Phylip DNAPARS), and Fitch distance methods. 
Scale bar corresponds to 0.1 nucleotide changes per alignment position.
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for higher termite specimens are indicated in a schematic termite cladogram 
(Figure A12-2). Multiple genotypes (8 to 59) and phylotypes (4 to 12 operational 
taxonomic units, or OTUs, at 97% protein sequence similarity cutoff) were 
recovered from the guts of each termite sample (Table A12-2). This represents 
significantly more diversity than that discovered by metagenomic analysis of a 
wood-feeding higher termite’s gut microbiota (Warnecke et al., 2007). In total, 
62 novel FDHH OTUs were documented in higher termites. To stringently 
estimate sampling completeness we compared the number of observed OTUs 
to that predicted by the 95% higher confidence interval for mean Chao1 
(Table A12-2), calculated using EstimateS (Colwell, 2009). On average, 4.9 + 
4.5 (1 stdev) more OTUs were missing per inventory. However, by comparing the 
observed number of OTUs with mean Chao1 values, on average less than 1 OTU 
remained undiscovered per inventory.

Figure A12-2.eps
bitmap

FIGURE A12-2 Schematic cladogram of major termite families and higher termite sub-
families showing major events in gut habitat evolution. Key events are A: hindgut fermen-
tation of lignocellulose; B: loss of Blattabacterium fat body endosymbionts; C: loss of 
mutualistic gut protists; D: mutualism with Termitomyces fungus; E: diverse feeding habits 
(e.g., soil feeding) developed. Estimated timing for the divergence of termites from wood-
roaches and higher from lower termites are indicated. Family and subfamily associations 
of higher termites examined in this study are in bold. Number of species examined in pa-
rentheses. This study analyzes gut community fdhF in insect groups marked by asterisks. 
Adapted from (Grimaldi and Engel, 2005; Eggleton et al., 1996).
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Broad Scale Diversity of Higher Termite fdhF 

Our previous studies of fdhF (Matson et al., 2010; Zhang et al., 2011) 
have shown that hydrogenase-linked formate dehydrogenase enzymes (FDHH, 
EC1.2.1.2, encoded by enteric γ-Proteobacteria, Spirochaetes, Firmicutes) are 
widespread in the guts of lower termites and wood-roaches. Almost all fdhF 
recovered from these insects grouped most closely with genes from the termite 
gut acetogenic spirochete isolate, Treponema primitia, earning that phylogenetic 
clade the name “Gut Spirochete Group.” To determine the relationship between 
higher termite fdhF and previously published sequences (and to guide detailed 
phylogenetic analyses), we constructed a phylogenetic “guide” tree (Figure A12-3) 
based on 542 aligned amino acids in FDHH, the catalytic subunit responsible for 
CO2 reduction/formate oxidation in formate hydrogen lyase complexes (Zinoni 
et al., 1986).

Based on 3 tree construction methods (maximum likelihood, parsimony, and 
distance), higher termite sequences consistently clustered into 4 major clades 
(labeled A–D in Figure A12-3). Sequences from higher termites with diets likely 
consisting of lignocellulosic substrates such as wood, palm, and dried-grass 
predominantly (74-100%, Table A12-3) grouped into the Gut Spirochete Group 
(clade A, Figure A12-3). Similar to other environmental sequences in the Gut Spi-
rochete Group, higher termite sequences (37 phylotypes) most probably belong 
to uncultured acetogenic spirochetes. The presence of a diagnostic amino acid 
character uniquely shared amongst Gut spirochete group sequences supported 
this phylogenetic inference (Zhang et al., 2011). Interestingly, sequences from 
litter-feeding and subterranean higher termites (8-51%, Table A12-3) formed a 
novel cluster, designated as the “AGR group” for Amitermes-Gnathamitermes-
Rhynchotermes (clade B, 17 phylotypes, Figure A12-3). Relatively few sequences 
(0-18%, Table A12-3) affiliated with clade C in Figure A12-3 (5 phylotypes), a 
group defined by proteobacterial sequences, and accordingly named the “Pro-
teobacteria Group.” Clade D in Figure A12-3 (3 phylotypes) was the least repre-
sented in inventories (0-7%, Table A12-3) and (like the AGR group) lacked pure 
culture representatives. This clade was named the “UnHT Group” for unclassified 
higher termite. 

Genetic Extinction and Evolutionary Radiation Within Higher  
Termite Gut Communities

As higher termite sequences predominantly clustered into the Gut Spirochete 
Group, we performed a phylogenetic analysis using 3 different treeing methods 
that focused on Gut Spirochete Group sequences (Figure A12-4). Unexpectedly, 
every higher termite sequence in this major clade group fell into a single sub-
clade, the “Higher Termite Spirochete” clade. This stood in striking contrast to 
our prior observations that fdhF from lower termites and wood-roaches tend 
to form multiple, deeply branching but interspersed clades throughout the Gut 
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Spirochete Group. These results indicate that a large swath of fdhF diversity 
previously present in the guts of lower termite-like ancestors was lost from gut 
communities during higher termite evolution, consistent with a genetic bottleneck 
in the fdhF gene pool. 

To substantiate phylogenetic observations of genetic bottlenecking and the 
accompanying hypothesis of gene extinction during higher termite gut commu-
nity evolution, we assayed higher termite guts for the presence of “Cys clade” 
fdhF, a major phylogenetic group which comprised roughly half of all fdhF 

Figure A12-3.eps
bitmap

FIGURE A12-3 Protein phylogeny of hydrogenase-linked formate dehydrogenases 
(FDHH). Sequences from the gut microbial communities of higher termites, lower ter-
mites, wood-feeding roaches, and pure microbial cultures form four major clades (A, B, C, 
D). Numbers in parentheses next to grouped clades denote the total number of sequences 
within a clade and the number of sequences recovered from higher termites. Tree was con-
structed with 542 ClustalW-aligned amino acids (Matson et al., 2007) and Phylip PROML 
(Ludwig et al., 2004) within the ARB software environment (Miura et al., 1998). A metage-
nomic sequence (IMG gene object identity no. 2004163507) from a Nasutitermes higher 
termite (Brugerolle and Radek, 2006) was added in by parsimony (253 amino acids); this 
fragment affiliates with the “Gut spirochete group” (clade A). Filled circles indicate nodes 
supported by maximum likelihood, parsimony (PROTPARS, >60 of 100 bootstrap resa-
mplings), and distance (Fitch) tree construction methods. The tree was outgrouped with 
F420-linked FDH from methanogenic Archaea (Genbank accession no. P6119, CAF29694, 
ABR54514). Scale bar indicates 0.1 amino acid changes per alignment position. Accession 
numbers for sequences comprising grouped clades are in Table A12-6.
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variants in the guts of lower termites and wood-roaches (Zhang et al., 2011). Us-
ing Cys clade specific primers (Cys499F1b, 1045R), we screened the gut DNA 
of all higher termite samples, 3 lower termite species from Southern California 
representing 3 termite families, and a wood-feeding roach for Cys clade genes by 
PCR. No product (or correct sized product) was detected from any higher termite 
templates after 30 cycles of PCR amplification (Figure A12-5). In contrast, all 
amplifications from lower termite and roach gut templates yielded robust prod-
ucts. Bearing in mind the inherent limitations of primer-based assays, the results 
independently corroborate inventory data, which pointed to unique sweeping 
losses of fdhF diversity having occurred in higher termite gut communities. 

To gain insight on when such drastic culling of fdhF gene diversity might 
have occurred, we analyzed the phylogeny of Higher Termite Spirochete clade 
sequences (Figure A12-6). Sequences from the most closely related higher ter-
mites clustered into shallow clades, suggesting recent coevolution between host 
and fdhF encoded by gut symbionts. However, sequences from higher termite 
species representing different subfamilies formed deeply branching clades whose 
branching order could not be resolved. This type of “spoke” topology in phylo-
genetic trees, wherein clades radiate with no resolvable order like spokes from a 
wheel, is typical of adaptive (or ‘ecological’) radiations (Sudhaus, 2004). Based 
on uncertainties in branching order at the sub-family level, the radiation may have 
occurred sometime during the emergence of higher termite sub-families. Since 
adaptive radiations commonly occur after massive extinctions, the major loss in 
fdhF diversity observed in both inventory and PCR data may have taken place 
earlier than sub-family diversification, possibly during the evolution of the last 
common ancestor (LCA) of all higher termites over 50 Mya (Grimaldi and Engel, 
2005). The earliest evolved higher termites belong to the fungus feeding subfam-
ily Macrotermitinae (Engel et al., 2009; Grimaldi and Engel, 2005). Examining 
fdhF in a fungus-feeding termite should help clarify the timing of fdhF extinction.

TABLE A12-3 Distribution of Higher Termite Inventory Sequences amongst 
Four Major FDHH Clades (Figure A12-3)

Source insect (number of clones)
Gut 
spirochete AGR

Proteo-
bacteria UnHT

Nasutitermes sp. Cost0031 (104) 99 0 0 1
Nasutitermes corniger Cost007 (30) 86 0 7 7
Rhynchotermes sp. Cost0041 (107) 47 51 2 0
Microcerotermes sp. Cost006 (74) 96 0 4 0
Microcerotermes sp. Cost008 (84) 100 0 0 0
Amitermes sp. Cost0101 (100) 85 13 0 2
Amitermes sp. JT2 (101) 92 8 0 0
Gnathamitermes sp. JT5 (84) 74 8 18 0

1 Distribution based on sequences from combined L1, L2 inventories (see Table A12-5).
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“Chain of Extinction” Hypothesis: Disappearance of H2 Producing Protists 
and H2 Consuming Dependents 

Given that the fdhF gene extinction event (or events) occurred during time 
periods relevant to the LCA of higher termites, the most plausible cause of fdhF 
extinction would seem to relate to another extinction that transpired in the same 
time period: the extinction of H2-producing gut protozoa. While these links 
are circumstantial, the link between fdhF and protozoa also makes functional 
sense. A dramatic extinction of primary H2-producers (leading to a shift in niche 

Figure A12-4.eps
bitmap

FIGURE A12-4 Protein phylogeny of Sec and Cys clade sequences within the “Gut spi-
rochete group” of FDHH (light grey, previously Clade A, Figure A12-3). Higher termite 
sequences group with a metagenomic sequence from Nasutitermes (IMG gene object 
identity no. 2004163507) to form the “Higher termite spirochete group,” highlighted in 
dark grey. “LT” and “WR” in sequence names denote clone sequences from lower termites 
and wood-roaches, respectively. Insect sources are denoted in the sequence name by “Zn,” 
“Im,” and “Cp” (Zootermopsis nevadensis, Incisitermes minor, Cryptocercus punctulatus). 
Numbers of sequences within grouped clades are indicated in parentheses as in Figure A12-
3. Tree was constructed with 604 ClustalW-aligned amino acids and Phylip PROML. The 
metagenomic sequence was added in by parsimony methods. Filled circles indicate nodes 
supported by maximum likelihood, parsimony (PROTPARS, >60 of 100 bootstrap resam-
plings), and distance (Fitch) tree construction methods. Unfilled circles indicate nodes sup-
ported by only 2 tree construction methods. Scale bar indicates 0.1 amino acid changes per 
alignment position. Accession numbers for sequences in grouped clades are in Table A12-6.
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occupancy) in the lower termite-like LCA would undoubtedly propagate down 
the microbial “food chain” to H2-consuming symbionts, such as H2-consuming 
acetogens that possess fdhF. The result of this propagation could manifest itself 
in extant higher termites in one of two ways: (1) a dramatic shift in the abundance 
of H2-consuming symbionts (and their fdhF genes) relative to that found in less 
derived termites or (2) a dramatic loss of diversity. Our results support the latter 
scenario, implying that the consequences of protozoa extinction on symbionts 
(and their genes) lying “downstream” in H2 metabolism were more wave-like 
than ripple-like. 

Not all genes, however, went extinct. Those that survived waves of extinc-
tion underwent an explosive radiation to fill out previously occupied niches. We 
posit that their genetic descendants form the Higher Termite Spirochete group. 

The data also provide circumstantial support for a previous hypothesis on 
the nature of association between certain protozoa and ectosymbiotic spirochetes. 
Leadbetter et al. (1999) proposed an H2-based symbiosis to explain the presence 

Figure A12-5.eps
bitmap

FIGURE A12-5 Targeted PCR assays on termite and roach gut DNA using Cys clade 
specific fdhF primers (Cys499F1b, 1045R), which yield a ca. 600 bp product (ladder left 
lane: NEB 2-log). Templates are: ZAS-2, T. primitia str. ZAS-2 genomic DNA; Zn, Z. 
nevadensis; Rh, R. hesperus; Im, I. minor; Cp, C. punctulatus; JT1, R. tibialis; cs9, Copto-
termes sp. Cost009; cs3, Nasutitermes sp. Cost003; cs4, Rhynchotermes sp. Cost004; cs6, 
Microcerotermes sp. Cost006; cs7, Nasutitermes corniger Cost007; cs8, Microcerotermes 
sp. Cost008; cs10, Amitermes sp. Cost010; JT2, Amitermes sp. JT2; JT5, Gnathamitermes 
sp. JT5. Numbers in ZAS-2 genomic lanes refer to the number of genome copies per reac-
tion. Copy numbers (106 copies/gut) in the lower termite Z. nevadensis were estimated 
from band strength in dilution-to-extinction PCR of T. primitia ZAS-2 DNA (assuming 
a yield of 1 mg total DNA/gut typically observed in QIAGEN DNA extractions, 10% 
derived from prokaryotes, and 104 copies/ng gut DNA in Z. nevadensis). As correct sized 
Cys bands were not present in higher termites, the detection limit (100 copies/ng gut DNA) 
was used to estimate a maximum abundance of 103 copies/gut for lower termite Cys clade 
FDH genes in higher termites (assuming a yield of 0.25 mg total DNA/gut, 100% derived 
from prokaryotes).
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Figure A12-6.eps
bitmap

FIGURE A12-6 Protein phylogeny of Higher Termite Spirochete group sequences (grey 
box, previously dark grey clade in Figure A12-4) within the Sec clade of the Gut spirochete 
group (light grey clade, Figure A12-4). “HT,” “LT” and “WR” in sequence names indi-
cate the insect source (higher termite, lower termite, wood-roach); “Cost” and “JT” refer 
to higher termite species from Costa Rica and California, respectively. Diamonds next 
to sequences and “sec” in the sequence name denote selenocysteine FDHH; ‘cys’ in the 
sequence name denotes a cysteine-encoding variant. Squares indicate sequences derived 
from higher termites collected at Costa Rican beaches. Sequences predicted to result from 
evolutionary reinventions and the likely food substrates for insects are also indicated. Tree 
was constructed with 604 ClustalW-aligned amino acids and Phylip PROML. The branch-
ing position of Nasutitermes metagenomic FDHH fragment (added in by parsimony using 
250 amino acids) was indicated with a dashed line thus phylogenetic distance represented 
by this dashed line is not comparable to any other sequence. Filled circles indicate nodes 
supported by PROML, parsimony (Phylip PROTPARS), and distance (Fitch) methods of 
tree construction. Unfilled circles indicate nodes supported by 2 of 3 tree construction 
methods. Scale bar corresponds 0.1 amino acid changes per alignment position. Genbank 
accession numbers are in parentheses.
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of spirochetes attached to protozoa surfaces. The results described here strengthen 
their implication that some ectosymbiotic spirochetes may be acetogenic and also 
draw attention to unexplored metabolic dependencies between protists and free-
living spirochetes that may not require physical proximity.

Selenium Dynamics: Sweeping Gene Extinction Followed Later by  
Occasional Convergent Evolution

Our previous study of Gut Spirochete Group FDHH from the guts of less de-
rived wood-feeding insects revealed two functional enzyme variants differing in a 
key catalytic residue (Figure A12-4) (Zhang et al., 2011). “Sec clade” sequences 
have been predicted to encode enzymes that contain the trace element selenium 
in the form selenocysteine at the active site. In contrast, Cys clade sequences 
generally encode selenium-independent variants containing cysteine, instead of 
selenocysteine, at the active site. Study of T. primitia (Matson et al., 2010) and 
other organisms (Jones et al., 1981; Valente et al., 2006; Vorholt et al., 1997) that 
possess dual enzyme variants indicate that organisms will switch to using their 
selenium-independent enzymes under selenium limitation. 

In higher termites, the striking absence of Cys clade gene variants implied 
that some selective pressure related to selenium limitation was relaxed in higher 
termite gut communities, such that genes for selenium-independent enzymes were 
lost by genome reduction from symbiont genomes. An alternative explanation 
was that the characteristic absence of Cys clade genes in higher termites related 
to sampling differences between studies. To address this concern, we collected 2 
lower termite species from the same habitats as a subset of higher termites (Costa 
Rican lower termite Coptotermes sp. Cost009 collected near Microcerotermes 
sp. Cost006 and Cost008; desert-adapted lower termite R. tibialis JT1 collected 
near higher termite species Amitermes sp. JT1 and Gnathamitermes sp. JT5) and 
performed PCR screening on whole gut community DNA with Cys clade specific 
primers. Correct-sized PCR amplicons were observed for all lower termites, re-
gardless of where they were collected (Figure A12-5) to independently support 
inventory data. Thus, the absence of Cys clade genes is a characteristic feature 
of higher termite gut microbial communities, rather than a result of sampling 
differences. 

To further explore the dependence of higher termite FDHH on selenium (a trace 
nutrient whose bioavailability varies with redox state [Fishbein, 1983; Masscheleyn 
et al., 1990]), we inspected every higher termite Sec clade FDHH sequence for the 
selenocysteine amino acid. We discovered that several sequences from Costa Rican 
higher termites actually encode selenium-independent FDHH (clones cs6_31cys, 
cs6_F3cys, cs8Bcys, cs8Dcys, 3D6cys, cs7E6cys, 7H1cys). Since these cysteine-
containing FDHH variants were nested within the Sec clade, they must originate 
from the duplication of a selenium-dependent FDHH gene followed by mutational 
modification of the active site selenocysteine into cysteine. Also of note is the 
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clustering of Microcerotermes cysteine-containing FDHH with each other, to the 
exclusion of cysteine FDHH from Nasutitermes. This result points to two indepen-
dent gene duplication events, each of which has resulted in the “reinvention” (or 
convergent evolution) of a selenium-independent FDHH gene from Sec clade FDHH 
gene stock in termites. To our knowledge these data provide the first examples of 
convergent evolution by symbiotic gut microbes in the termite gut. 

The forces that have selected for convergent evolution are intriguing. One 
possibility is that the selenium content of the termite’s diet may vary enough to 
affect selenium bioavailability in the gut tract and thus select for one or the other 
gene variant. This hypothesis stems from the observation that the majority of 
reinvented cysteine variants (Figure A11-6) were identified in termites collected 
from palm trees in beach areas where plants are regularly submerged in seawa-
ter. Estimates of total selenium concentrations in the surface mixed layers of the 
ocean are 4-orders of magnitude lower than in surface soils (Nriagu, 1989). Thus 
seawater may flush selenium out from beach soil, reducing selenium levels in 
plants, and consequently the diet of termites. But even if dietary selenium lev-
els drove convergent evolution, the larger question of why selenium-dependent 
FDHH genes are favored over selenium-independent variants in higher termites 
remains unanswered. Perhaps a structural aspect of the gut tract in higher termites 
makes the same amount of selenium more easily bioavailable in higher termite 
than in lower termite guts. Perhaps behavioral innovations, e.g. relating to in-
creased and more effective grazing for nutrients, are at play. The continued study 
of selenium biology and chemistry in termite guts, and the termites in which they 
reside, should provide further insight into such possibilities.

Recent Gene Invasion into Subterranean and Litter-Feeding Higher 
Termite Gut Communities 

Gut preparations from subterranean (Amitermes sp. Cost010, Amitermes 
sp. JT2, and Gnathamitermes sp. JT5) and litter-feeding higher termites (Rhyn-
chotermes sp. Cost004) featured a novel clade of FDHH absent in other termites 
(clade B in Figure A12-3). Figure A12-7 shows the detailed phylogeny of AGR 
group sequences. Since we could not infer the identity of uncultured organisms 
encoding these sequences from phylogeny, we inspected the sequences for pos-
sible indel signatures. Indeed, AGR sequences contained an amino acid indel 
(Figure A12-7, right panel) similar to that previously observed in Gut Spirochete 
Group sequences, weakly suggesting a spirochetal origin for AGR group genes, 
or for that indel. 

We hypothesized that AGR group genes might be diagnostic markers for sub-
terranean and litter-feeding higher termite diets and behaviors. To test this hypoth-
esis, we designed AGR clade-specific primers (AGR193F, 1045R). We screened 
lower and higher termite gut DNA templates using nested PCR methods (Figure 
A12-8). Robust amplicons were consistently detected in every subterranean and 
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litter-feeding higher termite, but not in arboreal higher termites, lower termites, or 
C. punctulatus to support the conjecture that AGR group alleles are characteristic 
of subterranean and litter-feeding higher termite gut communities. 

To understand why AGR group sequences would be present in only a subset 
of higher termites, we compared the relative abundance of AGR sequences (Table 
A12-3) with the host’s predicted diet (Table A12-1). AGR sequences were the 
most abundant phylotype in leaf litter-feeding termites (51%, Rhynchotermes sp. 
Cost004), but appeared at lower frequencies (8-13%) in subterranean termites 
with diets containing monocots (such as sugarcane roots, grass, and Yucca), 
and were not recovered from termites feeding on wood. Based on tannin levels 
reported for bark, leaves, and wood (Hernes and Hedges, 2004), the presence of 
AGR group sequences may positively relate to dietary tannin levels and represent 
a novel marker for an as-of-yet unappreciated group of uncultured acetogens, 
perhaps ones that exhibit greater tolerance to phenolic compounds like tannin. 
Alternatively, they may represent a group of non-acetogenic, tannin-tolerant, 
heterotrophic bacteria that ferment residual sugars in decaying leaves, and em-
ploy the enzyme in direction of formate oxidation, perhaps in concert with non-
acetogenic formyl-tetrahydrofolate synthetase genes inventoried from the guts 
of litter and subterranean higher termites (Ottesen et al., 2011). In any case, the 
phylogenetic remoteness of the AGR group from other major FDH clades sug-
gests that a niche that was previously small (or absent) in wood-feeding termites 
gained importance in higher termites that feed on decaying plant materials that 
have substantial contact with soil. 

The basal location of subterranean termite sequences (Figure A12-7) hints 
that the influx of AGR type gene stock into gut communities occurred in a termite 
belonging to the Termitinae subfamily and that such genes may have been later-
ally transferred into the Nasutitermitinae. It remains to be determined whether 

Figure A12-8.eps
5 bitmap wedges

FIGURE A12-8 Products from nested PCR reactions using universal fdhF primers fol-
lowed by Amitermes-Gnathamitermes-Rhychotermes clade specific primers on gut tem-
plates. NEB 2 log ladder was used. See Figure A12-5 legend for template designations. 
Slight band in lane Zn was observed inconsistently and infrequently and is attributed to 
contamination during nested PCR.
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the initial influx manifested itself as the lateral transfer of AGR genes from an 
organism passing through the gut to an established gut symbiont, or the invasive 
establishment of a novel group of gut symbionts. Indeed complex phylogenetic 
relationships between spirochete rRNA genes and host termites (Lilburn et all, 
1999; Ohkuma et all, 1999) which are not strictly co-cladogenic imply that ac-
quisition of gut symbionts has been ongoing during termite evolution, a concept 
outlined previously (Breznak et all, 2006; Ohkunma et all, 2006). However, these 
events are most likely in the very distant past, as there is also strong evidence in 
support of broad levels of spirochete coevolution with lower termites (Berlanga 
et al., 2007). The select presence of AGR type genes in litter and subterranean 
higher termite guts suggests a more recent acquisition in the evolutionary history 
of this successful lineage of termite hosts. 

PCA Analysis: The Past Shapes Most of the Present

To quantify the importance of different factors associated with FDHH 
 phylogeny, we performed a principal component analysis (PCA, Figure A12-9) 
using the phylogeny statistics software UniFrac (Lozupone and Knight, 2005). 
The first principal component (P1, 27.64% of total variance, Figure A12-9a, 
A12-9b) clearly separates lower termite and wood-roach inventories from higher 
termite inventories, a result consistent with P1 tracking the presence (lower 
termite, wood-roach) or absence (higher termite) of flagellate protozoa in gut 
communities. This result supports our hypothesis that fdhF gene extinction results 
from protozoal extinctions. The second (Figure A12-9a, 9c) and third principal 
components (Figure A12-9b, A12-9c) accounted for similar levels of variance 
(15.46%, 14.25%). P2 clustered inventories containing Protobacteria clade se-
quences together whereas P3 grouped those containing AGR clade sequences. 
The latter grouping is supports the idea that dietary variables (amount of soil 
and form of lignocellulose in diet) also play roles in shaping gut communities 
(Brauman et al., 2001; Miyata et al., 2007; Yamada et all, 2007). PCA analysis 
does not appear to cluster data based on geography, nest-type, or habitat—the 
diversity of which were considerable in the sampled species. Based on these data, 
the transition between lower termite body and gut community plans to the higher 
termite forms seems to far outweigh in importance other variables for shaping 
fdhF diversity in higher termites. This is consistent with the notion that the long 
ago signal imprinted in fdhF sequence diversity in higher termites is the mass 
extinction of protozoa during their transition.

Model for fdhF Evolution in Wood-feeding Dictyopteran Insects

Based on our findings, we constructed a schematic modeling the evolutionary 
trajectory of fdhF in the guts of wood-feeding insects, beginning with fdhF in the 
LCA of termites and wood-feeding cockroaches to the present day (Figure A12-10). 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

342 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

Figure A12-9.eps
bitmap

FIGURE A12-9 UniFrac principal com-
ponent analysis of FDHH phylogeny asso-
ciated with the gut microbial communities 
of termites and related insects. Wood-roach 
and lower termites: Cp, C. punctulatus; 
Zn, Z. nevadensis; Rh, R. hesperus; Im, I. 
minor. Higher termites: N3, Nasutitermes 
sp. Cost003; N7, Nasutitermes corniger 
Cost007; M6, Microcerotermes sp. Cost006; 
M8, Microcerotermes sp. Cost008; Rhy4, 
Rhynchotermes sp. Cost004; A10, Amit-
ermes sp. Cost010; Jt2; Amitermes sp. JT2; 
Jt5, Gnathamitermes sp. JT5. Black shapes, 
lower termite and wood-roach inventories; 
red shapes, higher termite inventories; 
squares, inventories containing Proteobac-
teria group sequences; filled-in shapes, in-
ventories containing AGR group sequences. 
The tree in Figure A12-3 was analyzed with 
UniFrac (termite species as the environment 
variable, 100 permutations).
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The evolutionary sequence highlights the importance of past extinction events as 
key determinants of present diversity. Previous data (Zhang et al., 2011) imply 
that a spirochete member of the gut community within the LCA of termites and 
roaches possessed an ancestral fdhF gene, which underwent duplication and 
mutational modification into selenocysteine and cysteine encoding forms. These 
two functional variants of fdhF then co-radiated with gut communities and the 
host insects as wood-feeding insects were diversifying into termite and roach 
forms to create “Sec” and “Cys clades.” Here we have documented a severe 
trimming of Sec clade diversity and complete loss of all Cys clade genes. We 
estimate that this occurred during the emergence of the higher termite line when 
guts became segmented, foraging behaviors diversified, and cellulolytic proto-
zoa went extinct from the gut community. It is unclear whether losses of Sec 
and Cys clade genes represent single or multiple extinction events. In any case, 
genes surviving extinction radiated to fill the newly emptied (or created) niches 
within higher termite guts. In particular, the convergent evolution of selenium 
independent fdhF suggests an adaptive radiation into selenium-limited niches that 
have recently become available in a subset of higher termites. It also appears that 
some aspect of litter-feeding and subterranean lifestyles has allowed the more 
recent establishment of a novel clade of fdhF, possibly reflecting an invasion by 
non–gut adapted species.

Conclusions

The overarching goal of this study was to understand how symbiont commu-
nities and their genes have been impacted by drastic change and other perturba-
tions over evolutionary timescales. We accomplished this goal using the obligate 
nutritional mutualism between termites and their hindgut microbial communities 
as a “backdrop” for an evolutionary case study of symbiosis. Comparative analy-
sis of a symbiont metabolic gene unveiled a striking implication for evolutionary 
biology in complex microbial communities wherein the metabolisms of commu-
nity members form a network of dependent interactions: collapse of a functional 
population (or network node) within a symbiont community can have dramatic 
and long lasting effects on the genes encoded by symbionts occupying niches 
downstream in the chain of community metabolism.

Connectivity and adaptation are themes that have emerged from this study of 
symbiont communities. The challenge now is to understand the specific interac-
tions on which connectivity was based in the distant past. Studying the genes and 
organisms involved in present day interactions between specific microbes within 
termite gut communities should give us clues on how the past has shaped and 
continues to shape the present. 
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Materials and Methods

Insect Collection and Classification

Details on insect collection can be found in Ottesen et al. (Masscheleyn et 
al., 1990). Briefly, termite obtained by permit in Costa Rica were Nasutitermes 
sp. Cost003, collected from the National Biodiversity Institute of Costa Rica 
(INBio) forest; Rhynchotermes sp. Cost004, from leaf litter within INBio; Amit-
ermes sp. Cost010, from soil-encrusted decayed sugar cane at a sugar cane plan-
tation in Grecia; Nasutitermes corniger Cost007, Microcerotermes spp. Cost006 
and Cost008, from unidentified species of palm growing at a beach in Cahuita 
National Park (CNP); Coptotermes sp. Cost009 (lower termite, family Rhinoter-
mitidae), from wood near CNP’s Kelly Creek Ranger Station. Termites obtained 
under US Park Service Research Permit from Joshua Tree National Park, CA 
were Amitermes sp. JT2 and Gnathamitermes sp. JT5, collected from subterra-
nean nests; Reticulitermes tibialis JT1 (lower termite, family Rhinotermitidae), 
collected from a decayed log in a dry stream bed. 

Termites were identified based on mitochondrial cytochrome oxidase 2 gene 
sequence (COII, Fig. S1) and morphology. In general, inadequate COII sequence 
data prevented taxonomic assignments past genus level. Genus names for Rhyn-
chotermes sp. Cost004 and Gnathamitermes sp. JT5 specimens were assigned 
based on head and mandible morphology, and collection location. COII analyses 
confirmed that the 8 termite species examined in this study represent distinct 
lineages in the subfamilies Nasutitermitinae and Termitinae. Classification of 
termite habitats was based on the Holdridge life zone classification of land areas 
(Holdridge et al., 1971) and life zone maps in references (Enquist, 2002; Lugo 
et al., 1999).

DNA Extraction

For each termite species, the entire hindguts of 20 worker termites were 
extracted within 48 hours of collection, pooled into 500 µl 1X Tris-EDTA buffer 
(10 mM Tris-HCl, 1 mM EDTA, pH 8), and stored at -20°C until DNA extrac-
tion. Whole gut community DNA was obtained using the method described in 
(Matson et al., 2007).

fdhF Amplification and Cloning

PCR reactions containing universal fdhF primers (1 µM of each degener-
ate form) (Zhang et al., 2011) were assembled with 1X FAILSAFE Premix D 
(EPICENTRE Biotechnologies, Madison, WI). Polymerase (0.07 – 0.14 U × 
µl–1, EXPAND High Fidelity polymerase, Roche Applied Science, Indianapolis, 
IN) and gut DNA template concentrations (0.05 – 1 ng × µl–1) were adjusted 
so that reactions would yield similar amounts of PCR product. Thermocycling 
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conditions for PCR on a Mastercycler Model 5331 thermocycler (Eppendorf, 
Westbury, NY) were: 2 min at 94°C, 25 cycles of (94°C for 30 sec; 51°C, 53.6°C 
or 55°C for 1 min; 68°C for 2 min 30 sec), and 10 min at 68°C. Details on PCR 
are presented in Table A12-4. Amplifications at 51°C annealing temperature 
yielded multiple sized products upon gel electrophoresis with 1.5% w/v agarose 
(Invitrogen, Carlsbad, CA). The correct-sized bands were excised and gel puri-
fied with a QIAquick Gel Extraction Kit (QIAGEN, Valencia, CA). To ensure 
product specificity, PCR was performed at higher annealing temperatures (53.6°C 
for Microcerotermes sp. Cost008, Amitermes sp. Cost010; 55°C for Nasutitermes 
sp. Cost003, Rhynchotermes sp. Cost004). These reactions yielded single product 
bands upon electrophoresis. All PCR products were cloned using a TOPO-TA 
cloning kit (Invitrogen). Clones (30-107 per termite species) were screened for 
the presence of the correct sized insert by PCR and gel electrophoresis. PCR 
reactions contained T3 (1 µM) and T7 (1 µM) primers, 1X FAILSAFE Premix D 
(EPICENTRE), 0.05 U ⊕ µl–1 Taq polymerase (New England Biolabs, Beverly, 
MA) and 1 µL of cells in 1X TE as template. Thermocycling conditions were 2 
min at 95°C, 30 cycles of (95°C for 30 sec, 55°C for 1 min, 72°C for 2 min 30 
sec), and 10 min at 72°C. 

RFLP Analysis, Sequencing, Diversity Assessment 

Most inventories were subject to RLFP typing, wherein correct-sized prod-
ucts generated by screening PCRs were digested with the restriction enzyme 
RsaI (New England Biolabs) and electrophoresed on a 2.5% (w/v) agarose gel 
(Invitrogen). Plasmids from clones with unique RFLP patterns were purified 

TABLE A12-4 PCR Conditions for Clone Library Construction. Shaded 
Grey Rows Highlight Templates For Which Multiple Libraries Were Created. 
Thermocycling Conditions for Each PCR Reaction Were 94ºC for 2 Min, 25 
Cycles of (94ºC for 30 s, Annealing for 1 Min, 68ºC for 2 Min 30 s), then 68ºC 
for 10 Min

Source of gut DNA Library
Polymerase  
(U/ml)

Template  
(ng/ml)

Annealing 
Temp °C

Nasutitermes sp. Cost003 3L1 0.035 0.25 55
Nasutitermes sp. Cost003 3L2 0.14 0.25 51
Nasutitermes corniger Cost007 7L1 0.14 0.25 51
Rhynchotermes sp. Cost004 4L1 0.035 0.25 55
Rhynchotermes sp. Cost004 4L2 0.14 0.25 51
Microcerotermes sp. Cost006 6L1 0.14 0.25 51
Microcerotermes sp. Cost008 8L1 0.035 1 53.6
Amitermes sp. Cost010 10L1 0.035 0.5 53.6
Amitermes sp. Cost010 10L2 0.14 0.25 51
Amitermes sp. JT2 Jt2L1 0.07 0.05 51
Gnathamitermes sp. JT5 Jt5L1 0.07 0.05 51
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using a QIAprep Spin Miniprep Kit (QIAGEN). For Nasutitermes sp. Cost003, 
Rhynchotermes sp. Cost004, and Amitermes sp. Cost010 inventories, generated 
at an annealing temperature of 51°C, plasmids from clones having the correct-
sized products were purified for sequencing without RLFP typing. Plasmids 
were sequenced with T3 and T7 primers at Laragen, Inc. (Los Angeles, CA) 
using an Applied Biosystems Incorporated ABI3730 automated sequencer. La-
sergene software (DNASTAR, Inc., Madison, WI) was used to assemble and edit 
sequences. Sequences were aligned with ClustalW (Larkin et al., 2007), manu-
ally adjusted, and grouped into operational taxonomic units at a 97% protein 
similarity level based on distance calculations (Phylip Distance Matrix, Jones-
Thorton-Taylor correction) and DOTUR (Schloss and Handelsman, 2005). The 
program EstimateS v8.2.0 (Colwell, 2009) was used to assess inventory diversity 
and completeness.

COII Amplification for Termite Identification 

Mitochondrial cytochrome oxidase subunit II (COII) gene fragments from 
Costa Rican termites were amplified from DNA containing both insect and 
gut community material using primers A-tLEU and B-tLYS and the protocol 
described by Miura et al. (1998, 2000). COII gene fragments from Californian 
termites were amplified using the supernatant of a mixture containing an indi-
vidual termite head crushed in 1X TE as template. Primers and PCR conditions 
were identical to those employed for Costa Rican termite COII. PCR products 
were purified using a QIAquick PCR purification kit (QIAGEN), sequenced, and 
analyzed to verify the identity of termite specimens. 

Primer Design and PCR for Cys Clade fdhF Alleles

Degenerate primers (Cys499F1b, 1045R) for a major clade of selenium 
independent (Cys) fdhF alleles present in lower termites and the wood roach C. 
punctulatus were designed manually using all sequences recovered from these 
insects in Zhang et al., 2011 Forward primer Cys499F1b (5′– ATG TCS CTK 
TCS ATI CCG GAA A –3′) specificity is as follows: 38.9% of the sequences 
are perfectly matched, 22.2% have 1 mismatch, 27.8% have 2 mismatches, and 
8.3% have 3 mismatches. No mismatches are in located in the terminal 3′ posi-
tion. The reverse primer 1045R (5′– CIC CCA TRT CGC AGG YIC CCT G – 
3′) was designed based on 154 sequences from higher termites, lower termites 
and C. punctulatus. The 1045R primer targets both Sec and Cys fdhF variants; 
60.3% of the sequences have 0 primer mismatches, 32.4% have 1, 5.8% have 2, 
and 1.3% have 3 mismatches. All sequences are perfectly matched at the termi-
nal 3′ position. PCR reactions contained 0.4 ng ⊕ ⌠λ-1 of DNA template, 200 
nM Cys4991F1b, 200 nM 1045R, 1X FAILSAFE Premix D (EPICENTRE), 
and 0.05 U ⊕ ⌠λ–1 Taq polymerase (New England Biolabs). Thermocycling 
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TABLE A12-5 Detailed Composition of Higher Termite fdhF Inventories. 
Clade Affiliations Indicated by GS = Gut Spirochete Group, PRT = 
Proteobacteria Group, AGR = AGR Group, UNHT = Unclassified Higher 
Termite Group

Source of gut template
Phylotype (clade 
affiliation) Abundance (%) in library 

Nasutitermes sp. Cost003 3L1 (87clones) 3L2 (17 clones)
cs3Csec (GS) 73.6 70.6
cs3Bsec (GS) 20.7 17.6
cs3Isec (GS) 4.6 0.0
cs3Psec (GS) 1.1 0.0
3C4cys (UNHT) 0.0 5.9
3D6cys (GS) 0.0 5.9

Rhynchotermes sp. Cost004 
4L1 (85 clones) 4L2 (22 clones)

cs4Asec (GS) 48.2 31.8
cs4Esec (AGR) 14.1 9.1
cs4Bsec (AGR) 8.2 0.0
cs4Gsec (AGR) 7.1 31.8
cs4Dsec (AGR) 7.1 4.5
cs4Msec (AGR) 4.7 4.5
cs4Lsec (AGR) 4.7 0.0
cs457sec (AGR) 3.5 0.0
cs489sec (GS) 1.2 4.5
cs4Qsec (AGR) 1.2 0.0
4D7cys (PRT) 0.0 9.1
4G3sec (AGR) 0.0 4.5

Microcerotermes sp. Cost006 
6L1 (74 clones)

cs6_23sec (GS) 47.3
cs6_31cys (GS) 32.4
cs6_26sec (GS) 14.9
cs6_B1cys (PRT) 2.7
cs6_F3cys (GS) 1.4
cs6_45cys (PRT) 1.4

Nasutitermes corniger Cost007
7L1 (30 clones)

cs7F6sec (GS) 43.3
cs7E6cys (GS) 16.7
7B7sec (GS) 13.3
7D2sec (UNHT) 6.7
7E2cys (PRT) 6.7
7H1cys (GS) 6.7
7B4sec (GS) 3.3
7G7sec (GS) 3.3
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Source of gut template
Phylotype (clade 
affiliation) Abundance (%) in library 

Microcerotermes sp. Cost008
8L1 (84 clones)

cs8Csec (GS) 42.9
cs8Asec (GS) 39.3
cs8Bcys (GS) 10.7
cs8Dcys (GS) 7.1

Amitermes sp. Cost010 
10L1 (78 clones) 10L2 (22 clones)

cs10Dsec (GS) 62.8 45.5
cs10Asec (GS) 21.8 22.7
cs10Gsec (AGR) 7.7 9.1
cs10Isec (GS) 2.6 4.5
cs10Ksec (AGR) 2.6 0.0
cs10Qsec (AGR) 1.3 0.0
cs10Vsec (GS) 1.3 0.0
10C7sec (AGR) 0 4.5
10G6sec (UNHT) 0 9.1
10E12bsec (AGR) 0 4.5

Amitermes sp. JT2
Jt2L1 (101 clones)

2A1sec (GS) 68.3
2D2sec (AGR) 6.9
2B4sec (GS) 5.9
2G3sec (GS) 8.9
2B9sec (GS) 6.9
2E6sec (GS) 1.0
2B12sec (GS) 1.0
2A3sec (AGR) 1.0

Gnathamitermes sp. JT5
Jt5L1 (84 clones)

5A1sec (GS) 28.6
5C2sec (GS) 20.2
5F1cys (PRT) 17.9
5B11sec (GS) 11.9
5C5sec (AGR) 8.3
5D3sec (GS) 4.8
5A7sec (GS) 3.6
5A2sec (GS) 2.4
5B1sec (GS) 2.4

TABLE A12-5 Continued
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conditions were 2 min at 95°C, 30 cycles of (95°C for 30 sec, 60°C for 30 sec, 
72°C for 45 sec), followed by 10 min at 72°C. 

Primer Design and PCR for AGR Group fdhF Alleles.

AGR clade fdhF sequences were amplified using a nested PCR approach 
in which the amplicon from the first PCR reaction, generated with universal 
fdhF primers (Zhang et al., 2011), was used as the template for the second PCR 
reaction, containing the clade-specific primer set AGR193F and 1045R. Clade 
specificity was imparted by the forward primer, AGR193F (5′– AGG CTT ACC 
AAG CCG CCT ATC AGA – 3′), which targets 55.6% of the sequences in the 
AGR clade with 4 or fewer mismatches, none of them at the terminal 3′ end. PCR 
amplification of all fdhF types was achieved using the PCR reaction compositions 
and thermocycling conditions (51°C annealing temperature) previously specified 
for inventories. Clade specific PCR reactions contained 1 µl of diluted product 
from the first reaction (1:1000 in water), 250 nM AGR193F, 250 nM 1045R, 
1X FAILSAFE Premix D (EPICENTRE), and 0.07 U ⋅ µl–1 of EXPAND High 
Fidelity polymerase (Roche). Thermocycling conditions were 2 min at 95°C, 25 
cycles of (95°C for 15 sec, 60°C for 30 sec, 72°C for 1 min), followed by 10 
min at 72°C. 

Phylogenetic and Principle Component Analysis

Phylogenetic analyses of protein and nucleotide sequences were performed 
with ARB version 09.08.29 (Ludwig et al., 2004). Genbank accession numbers 
are listed in Table A12-6. Details of tree construction can be found in figure leg-
ends. In general, trees show results from Phylip PROML analysis, node robustness 
was analyzed with PROTPARS and Fitch distance methods as well (Felsenstein, 
1998). The same filter and alignments were employed when additional tree al-
gorithms were used to infer node robustness. All phylogenetic inference models 
were run assuming a uniform rate of change for each nucleotide or amino acid 
position. Principal component analysis of FDHH phylogeny and environment data 
was performed using the software Unifrac (Lozupone and Knight, 2005). 
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TABLE A12-6 Sequences Used in Phylogenetic Analyses. FDH-H, 
Hydrogenase-Linked Formate Dehydrogenase. FDH-NAD, NAD-Linked 
Formate Dehydrogenase. FDH-F420, F420-Linked Formate Dehydrogenase. 
Sup., Supplementary. Multiple Accession Numbers For a FDH Sequence that 
Appears as Artificially Truncated Sequence Fragments in NCBI Database; 
Sequence Fragments Were Manually Assembled into Longer Open Reading 
Frames for Phylogenetic Analyses

Source Gene
Included in 
Analyses Accession

Aeromonas salmonicida subsp. salmonicida 
A449

FDH-H Fig. 3, 9 YP_001141645

Aggregatibacter aphrophilus NJ8700 FDH-H Fig. 3  YP_003007599, 
YP_003007598

Acetonema longum APO-1 FDH-H Fig. 3 GQ922445

Buttiauxiella SN1 FDH-H Fig. 3 GQ922446

Citrobacter koseri ATCC BAA-895 (copy 2) FDH-H Fig. 3 YP_001453385

Citrobacter koseri ATCC BAA-895 (copy 1) FDH-H Fig. 3 YP_001455313, 
YP_001455315

Citrobacter TSA-1 FDH-H Fig. 3 GQ922447

Clostridium bartlettii DSM 16795 FDH-H Fig. 3, 7, 9 ZP_02210704, 
ZP_02210705

Clostridium beijerinckii NCIMB 8052 FDH-H Fig. 3, 9 YP_001310874

Clostridium carboxidivorans P7 (copy 1) FDH-H Fig. 3, 9 ZP_05394379, 
ZP_05394380

Clostridium carboxidivorans P7 (copy 2) FDH-H Fig. 3, 9 ZP_05390901

Clostridium difficile 630 FDH-H Fig. 3, 7, 9 YP_001089834

C. punctulatus nymph gut clone Cp10sec FDH-H Fig. 3, 4, 9 GU563433

C. punctulatus nymph gut clone Cp14sec FDH-H Fig. 3, 4, 9 GU563436

C. punctulatus nymph gut clone Cp16sec FDH-H Fig. 3, 4, 9 GU563432

C. punctulatus nymph gut clone Cp24sec FDH-H Fig. 3, 4, 9 GU563451

C. punctulatus nymph gut clone Cp28sec FDH-H Fig. 3, 4, 9 GU563450

C. punctulatus nymph gut clone Cp34sec FDH-H Fig. 3, 4, 9 GU563452

C. punctulatus nymph gut clone Cp3sec FDH-H Fig. 3, 4, 9 GU563434

C. punctulatus nymph gut clone Cp72cys FDH-H Fig. 3, 4, 9 GU563437

C. punctulatus nymph gut clone Cp78sec FDH-H Fig. 3, 4, 9 GU563453

C. punctulatus nymph gut clone Cp82sec FDH-H Fig. 3, 4, 9 GU563454

C. punctulatus nymph gut clone Cp94sec FDH-H Fig. 3, 4, 9 GU563455

C. punctulatus nymph gut clone Cp9cys FDH-H Fig. 3, 4, 9 GU563441

C. punctulatus nymph gut clone CpB10sec FDH-H Fig. 3, 4, 9 GU563442

C. punctulatus nymph gut clone CpB2sec FDH-H Fig. 3, 4, 9 GU563446

continued
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C. punctulatus nymph gut clone CpB3sec FDH-H Fig. 3, 4, 9 GU563440

C. punctulatus nymph gut clone CpC1cys FDH-H Fig. 3, 4, 9 GU563444

C. punctulatus nymph gut clone CpC3sec FDH-H Fig. 3, 4, 9 GU563443

C. punctulatus nymph gut clone CpD1cys FDH-H Fig. 3, 4, 9 GU563445

C. punctulatus nymph gut clone CpD8sec FDH-H Fig. 3, 4, 9 GU563439

C. punctulatus nymph gut clone CpE8cys FDH-H Fig. 3, 4, 9 GU563447

C. punctulatus nymph gut clone CpF1cys FDH-H Fig. 3, 4, 9 GU563435

C. punctulatus nymph gut clone CpF8cys FDH-H Fig. 3, 4, 9 GU563449

C. punctulatus nymph gut clone CpF9cys FDH-H Fig. 3, 4, 9 GU563448

C. punctulatus nymph gut clone CpH1cys FDH-H Fig. 3, 4, 9 GU563438

Cronobacter turicensis (copy 2) FDH-H Fig. 3, 9 YP_003210268

Cronobacter turicensis (copy 1) FDH-H Fig. 3, 9 YP_003210272, 
YP_003210273

Dickeya dadantii Ech703 FDH-H Fig. 3, 9 YP_002986892

Edwardsiella ictaluri 93-146 FDH-H Fig. 3, 9 YP_002934652, 
YP_002934653

Enterobacter sp. 638 (copy 1) FDH-H Fig. 3, 9 YP_001175022, 
YP_001175021

Escherichia coli str. K-12 substr MG1655 FDH-H Fig. 3, 9 NP_418503

I. minor Pas1 gut clone Im10sec FDH-H Fig. 3, 4, 9 GQ922349

I. minor Pas1 gut clone Im11cys FDH-H Fig. 3, 4, 9 GQ922364

I. minor Pas1 gut clone Im15sec FDH-H Fig. 3, 4, 9 GQ922351

I. minor Pas1 gut clone Im22sec FDH-H Fig. 3, 4, 9 GQ922353

I. minor Pas1 gut clone Im24cys FDH-H Fig. 3, 4, 9 GQ922369

I. minor Pas1 gut clone Im26sec FDH-H Fig. 3, 4, 9 GQ922354

I. minor Pas1 gut clone Im27sec FDH-H Fig. 3, 4, 9 GQ922355

I. minor Pas1 gut clone Im3sec FDH-H Fig. 3, 4, 6, 9 GQ922356

I. minor Pas1 gut clone Im42cys FDH-H Fig. 3, 4, 9 GQ922371

I. minor Pas1 gut clone Im5cys FDH-H Fig. 3, 4, 9 GQ922373

I. minor Pas1 gut clone Im63sec FDH-H Fig. 3, 4, 9 GQ922361

Klebsiella pneumoniae NTUH-K2044 (copy 
1)

FDH-H Fig. 3, 9 YP_002917305

Klebsiella pneumoniae NTUH-K2044 (copy 
2)

FDH-H Fig. 3, 9 YP_002919873

Methanocaldococcus jannaschii DSM 2661 FDH-F420 Fig. 3, 9 P61159

Moorella thermoacetica ATCC 39073 FDH-H Fig. 3, 9 YP_431025

Methanococcus maripaludis S2 FDH-F420 Fig. 3, 9 CAF29694

TABLE A12-6 Continued
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Methanococcus vannielii SB FDH-F420 Fig. 3, 9 ABR54514

Pantoea sp. At-9b FDH-H Fig. 3, 9 YP_004118506

Pectobacterium atrosepticum SCRI1043 FDH-H Fig. 3, 9 CAG74160

Proteus mirabilis HI4320 (copy 2) FDH-H Fig. 3, 9 YP_002152680

Proteus mirabilis HI4320 (copy 1) FDH-H Fig. 3, 9 YP_002153253

R. hesperus ChiA2 gut clone Rh15cys FDH-H Fig. 3, 4, 9 GQ922398

R. hesperus ChiA2 gut clone Rh24sec FDH-H Fig. 3, 4, 9 GQ922383

R. hesperus ChiA2 gut clone Rh2sec FDH-H Fig. 3, 4, 9 GQ922381

R. hesperus ChiA2 gut clone Rh35sec FDH-H Fig. 3, 4, 9 GQ922385

R. hesperus ChiA2 gut clone Rh36cys FDH-H Fig. 3, 4, 9 GQ922410

R. hesperus ChiA2 gut clone Rh41sec FDH-H Fig. 3, 4, 9 GQ922386

R. hesperus ChiA2 gut clone Rh47cys FDH-H Fig. 3, 4, 9 GQ922402

R. hesperus ChiA2 gut clone Rh53sec FDH-H Fig. 3, 4, 9 GQ922389

R. hesperus ChiA2 gut clone Rh54cys FDH-H Fig. 3, 4, 9 GQ922404

R. hesperus ChiA2 gut clone Rh65cys FDH-H Fig. 3, 4, 9 GQ922406

R. hesperus ChiA2 gut clone Rh71sec FDH-H Fig. 3, 4, 9 GQ922391

R. hesperus ChiA2 gut clone Rh93cys FDH-H Fig. 3, 4, 9 GQ922409

R. hesperus ChiA2 gut clone Rh9sec FDH-H Fig. 3, 4, 9 GQ922397

Salmonella typhimurium LT2 FDH-H Fig. 3, 9 NP_463150

Serratia proteamaculans 568 FDH-H Fig. 3, 9 YP_001478653

Serratia grimesii ZFX-1 FDH-H Fig. 3, 9 GQ922448

Shigella sp. D9 FDH-H Fig. 3, 9 ZP_05433594, 
ZP_05433593

Yersinia frederiksenii ATCC 33641 (copy 1) FDH-H Fig. 3, 9 ZP_04632644

Yersinia frederiksenii ATCC 33641 (copy 2) FDH-H Fig. 3, 9 ZP_04631307

Treponema primitia str. ZAS-1 (copy 2) cys FDH-H Fig. 3, 4, 7, 9 GQ922450

Treponema primitia str. ZAS-1 (copy 1) sec FDH-H Fig. 3, 4, 7, 9 GQ922449

Treponema primitia str. ZAS-2  (copy 2) cys FDH-H Fig. 3, 4, 7, 9 ADJ19594

Treponema primitia str. ZAS-2 (copy 1) sec FDH-H Fig. 3, 4, 7, 9 ADJ19611

Nasutitermes sp. metagenome contig 
tgut2b_BHZN47861_b2

FDH-H Fig. 3, 4, 6, 9 IMG Gene object ID: 
2004163507

Z. nevadensis ChiA1 gut clone Zn13cys FDH-H Fig. 3, 4, 9 GQ922430

Z. nevadensis ChiA1 gut clone Zn2cys FDH-H Fig. 3, 4, 9 GQ922431

Z. nevadensis ChiA1 gut clone Zn51sec FDH-H Fig. 3, 4, 9 GQ922423

Z. nevadensis ChiA1 gut clone Zn61sec FDH-H Fig. 3, 4, 9 GQ922426

continued

TABLE A12-6 Continued
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Z. nevadensis ChiA1 gut clone Zn70sec FDH-H Fig. 3, 4, 9 GQ922428

Z. nevadensis ChiA1 gut clone Zn9cys FDH-H Fig. 3, 4, 9 GQ922435

Z. nevadensis ChiA1 gut clone ZnA4cys FDH-H Fig. 3, 4, 9 GU563456

Z. nevadensis ChiA1 gut clone ZnB3cys FDH-H Fig. 3, 4, 9 GU563459

Z. nevadensis ChiA1 gut clone ZnB5sec FDH-H Fig. 3, 4, 9 GU563460

Z. nevadensis ChiA1 gut clone ZnB8sec FDH-H Fig. 3, 4, 9 GU563461

Z. nevadensis ChiA1 gut clone ZnB9cys FDH-H Fig. 3, 4, 9 GU563462

Z. nevadensis ChiA1 gut clone ZnC11cys FDH-H Fig. 3, 4, 9 GU563466

Z. nevadensis ChiA1 gut clone ZnC1cys FDH-H Fig. 3, 4, 9 GU563463

Z. nevadensis ChiA1 gut clone ZnC6sec FDH-H Fig. 3, 4, 9 GU563464

Z. nevadensis ChiA1 gut clone ZnC8sec FDH-H Fig. 3, 4, 9 GU563465

Z. nevadensis ChiA1 gut clone ZnD2sec FDH-H Fig. 3, 4, 6, 9 GU563467

Z. nevadensis ChiA1 gut clone ZnD3cys FDH-H Fig. 3, 4, 9 GU563468

Z. nevadensis ChiA1 gut clone ZnE2cys FDH-H Fig. 3, 4, 9 GU563469

Z. nevadensis ChiA1 gut clone ZnF7sec FDH-H Fig. 3, 4, 9 GU563458

Z. nevadensis ChiA1 gut clone ZnH6cys FDH-H Fig. 3, 4, 9 GU563457

Z. nevadensis ChiA1 gut clone ZnH8cys FDH-H Fig. 3, 4, 9 GU563470

Z. nevadensis ChiA1 gut clone ZnHcys FDH-H Fig. 3, 4, 9 GQ922420

Amitermes sp. Cost010 gut clone cs10Dsec FDH-H Fig. 3, 4, 6, 9 HM208218

Amitermes sp. Cost010 gut clone cs10Isec FDH-H Fig. 3, 4, 6, 9 HM208221

Amitermes sp. Cost010 gut clone 10C7sec FDH-H Fig. 3, 4, 7, 9 HM208226

Amitermes sp. Cost010 gut clone 10E12bsec FDH-H Fig. 3, 4, 7, 9 HM208228

Amitermes sp. Cost010 gut clone 10G6sec FDH-H Fig. 3, 9 HM208227

Amitermes sp. Cost010 gut clone cs10Asec FDH-H Fig. 3, 4, 6, 9 HM208219

Amitermes sp. Cost010 gut clone cs10Gsec FDH-H Fig. 3, 4, 7, 9 HM208220

Amitermes sp. Cost010 gut clone cs10Ksec FDH-H Fig. 3, 4, 7, 9 HM208222

Amitermes sp. Cost010 gut clone cs10Qsec FDH-H Fig. 3, 4, 7, 9 HM208223

Amitermes sp. Cost010 gut clone cs10Vsec FDH-H Fig. 3, 4, 6, 9 HM208224

Amitermes sp. JT2 gut clone 2A1sec FDH-H Fig. 3, 4, 6, 9 HM208230

Amitermes sp. JT2 gut clone 2A3sec FDH-H Fig. 3, 4, 7, 9 HM208237

Amitermes sp. JT2 gut clone 2B12sec FDH-H Fig. 3, 4, 6, 9 HM208236

Amitermes sp. JT2 gut clone 2B4sec FDH-H Fig. 3, 4, 6, 9 HM208232

Amitermes sp. JT2 gut clone 2B9sec FDH-H Fig. 3, 4, 6, 9 HM208234

Amitermes sp. JT2 gut clone 2D2sec FDH-H Fig. 3, 4, 7, 9 HM208231

Amitermes sp. JT2 gut clone 2E6sec FDH-H Fig. 3, 4, 6, 9 HM208235

Amitermes sp. JT2 gut clone 2G3sec FDH-H Fig. 3, 4, 6, 9 HM208233
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Gnathamitermes sp. JT5 gut clone 5A1sec FDH-H Fig. 3, 4, 6, 9 HM208239

Gnathamitermes sp. JT5 gut clone 5A2sec FDH-H Fig. 3, 4, 6, 9 HM208246

Gnathamitermes sp. JT5 gut clone 5A7sec FDH-H Fig. 3, 4, 6, 9 HM208245

Gnathamitermes sp. JT5 gut clone 5B11sec FDH-H Fig. 3, 4, 6, 9 HM208242

Gnathamitermes sp. JT5 gut clone 5B1sec FDH-H Fig. 3, 4, 6, 9 HM208247

Gnathamitermes sp. JT5 gut clone 5C2sec FDH-H Fig. 3, 4, 6, 9 HM208240

Gnathamitermes sp. JT5 gut clone 5C5sec FDH-H Fig. 3, 4, 7, 9 HM208241

Gnathamitermes sp. JT5 gut clone 5D3sec FDH-H Fig. 3, 4, 6, 9 HM208243

Gnathamitermes sp. JT5 gut clone 5F1cys FDH-H Fig. 3, 9 HM208238

Microcerotermes sp. Cost006 gut clone 
cs6_23sec

FDH-H Fig. 3, 4, 6, 9 HM208200

Microcerotermes sp. Cost006 gut clone 
cs6_26sec

FDH-H Fig. 3, 4, 6, 9 HM208202

Microcerotermes sp. Cost006 gut clone 
cs6_31cys

FDH-H Fig. 3, 4, 6, 9 HM208201

Microcerotermes sp. Cost006 gut clone 
cs6_45cys

FDH-H Fig. 3, 9 HM208205

Microcerotermes sp. Cost006 gut clone 
cs6_B1cys

FDH-H Fig. 3, 9 HM208203

Microcerotermes sp. Cost006 gut clone 
cs6_F3cys

FDH-H Fig. 3, 4, 6, 9 HM208204

Microcerotermes sp. Cost008 gut clone 
cs8Asec

FDH-H Fig. 3, 4, 6, 9 HM208215

Microcerotermes sp. Cost008 gut clone 
cs8Bcys

FDH-H Fig. 3, 4, 6, 9 HM208216

Microcerotermes sp. Cost008 gut clone 
cs8Csec

FDH-H Fig. 3, 4, 6, 9 HM208214

Microcerotermes sp. Cost008 gut clone 
cs8Dcys

FDH-H Fig. 3, 4, 6, 9 HM208217

Nasutitermes sp. Cost003 gut clone 3D6cys FDH-H Fig. 3, 4, 6, 9 HM208184

Nasutitermes sp. Cost003 gut clone cs3Bsec FDH-H Fig. 3, 4, 6, 9 HM208180

Nasutitermes sp. Cost003 gut clone cs3Csec FDH-H Fig. 3, 4, 6, 9 HM208179

Nasutitermes sp. Cost003 gut clone cs3Isec FDH-H Fig. 3, 4, 6, 9 HM208181

Nasutitermes sp. Cost003 gut clone cs3Psec FDH-H Fig. 3, 4, 6, 9 HM208182

Nasutitermes sp. Cost003 gut clone 3C4cys FDH-H Fig. 3, 9 HM208183

Nasutitermes corniger Cost007 gut clone 
7B4sec

FDH-H Fig. 3, 4, 6, 9 HM208212
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Nasutitermes corniger Cost007 gut clone 
7B7sec

FDH-H Fig. 3, 4, 6, 9 HM208208

Nasutitermes corniger Cost007 gut clone 
7D2sec

FDH-H Fig. 3, 4, 9 HM208209

Nasutitermes corniger Cost007 gut clone 
7E2cys

FDH-H Fig. 3, 4, 9 HM208210

Nasutitermes corniger Cost007 gut clone 
7G7sec

FDH-H Fig. 3, 4, 6, 9 HM208213

Nasutitermes corniger Cost007 gut clone 
7H1cys

FDH-H Fig. 3, 4, 6, 9 HM208211

Nasutitermes corniger Cost007 gut clone 
cs7E6cys

FDH-H Fig. 3, 4, 6, 9 HM208207

Nasutitermes corniger Cost007 gut clone 
cs7F6sec

FDH-H Fig. 3, 4, 6, 9 HM208206

Rhynchotermes sp. Cost004 gut clone 4D7cys FDH-H Fig. 3, 9 HM208198

Rhynchotermes sp. Cost004 gut clone 4G3sec FDH-H Fig. 3, 4, 7, 9 HM208199

Rhynchotermes sp. Cost004 gut clone 
cs457sec

FDH-H Fig. 3, 4, 7, 9 HM208194

Rhynchotermes sp. Cost004 gut clone 
cs489sec

FDH-H Fig. 3, 4, 6, 9 HM208196

Rhynchotermes sp. Cost004 gut clone 
cs4Asec

FDH-H Fig. 3, 4, 6, 9 HM208185

Rhynchotermes sp. Cost004 gut clone 
cs4Bsec

FDH-H Fig. 3, 4, 7, 9 HM208189

Rhynchotermes sp. Cost004 gut clone 
cs4Dsec

FDH-H Fig. 3, 4, 7, 9 HM208191

Rhynchotermes sp. Cost004 gut clone cs4Esec FDH-H Fig. 3, 4, 7, 9 HM208187

Rhynchotermes sp. Cost004 gut clone 
cs4Gsec

FDH-H Fig. 3, 4, 7, 9 HM208190

Rhynchotermes sp. Cost004 gut clone cs4Lsec FDH-H Fig. 3, 4, 7, 9 HM208193

Rhynchotermes sp. Cost004 gut clone 
cs4Msec

FDH-H Fig. 3, 4, 7, 9 HM208192

Rhynchotermes sp. Cost004 gut clone 
cs4Qsec

FDH-H Fig. 3, 4, 7, 9 HM208197
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of Verenium, Inc., in termite collection and site access. Termites from Joshua Tree 
National Park were collected under permit JOTR-2008-SCI-0002.
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A13

MATHEMATICAL AND COMPUTATIONAL CHALLENGES IN 
THE STUDY OF COMPLEX ADAPTIVE MICROBIAL SYSTEMS

Simon A. Levin,51 Juan A. Bonachela,51 and Carey D. Nadell51

Introduction

Microbial systems, like all ecological systems, are examples of what have 
been termed complex adaptive systems; that is, they are made up of individual 
agents whose localized interactions have consequences at higher levels of organi-
zation, and these higher-level properties feed back to affect individual behaviors 
and local interactions (Levin, 1998, 1999). In such systems, as in physical and 
socio-economic systems, macroscopic patterns emerge from microscopic inter-
actions, to some extent independently of the microscopic details. Understanding 
how that occurs is a fundamental challenge, creating a need for a statistical me-
chanics of these heterogeneous systems, building from individual agents to their 
collective dynamics.

But the search for a unifying framework must go beyond naïve reduction-
ism, elucidating those emergent properties that are not evident in the properties 
of the individual agents. The Nobel Prize–winning physicist Phil Anderson, in 
an insightful and influential paper simply called “More Is Different,” published 
40 years ago, highlighted the novel challenges (Anderson, 1972). Anderson wrote 
that “the ability to reduce everything to simple fundamental laws does not imply 
the ability to start from those laws and reconstruct the universe.” He goes on to 
write, “the constructionist hypothesis breaks down when confronted with the twin 
difficulties of scale and complexity.” These are the features that we will explore 
in this paper.

For biological systems, shaped by evolution, the problem of scale is central, 
and raises unique challenges (Levin, 1992). In particular, individuals live in 
groups of other individuals, all of which have interlocking fitnesses. What is good 
for the individual is not necessarily good for the group, yet somehow features that 
are in the collective good are often maintained. How does this occur? How strong 
are evolutionary forces above the level of the individual? What game-theoretic 
compromises are achieved that sustain cooperation, and when does cooperation 
fail in dealing with these problems of the biological commons?

51   Princeton University.
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Emergence and Scaling

The implication of Anderson’s thesis is that complex adaptive systems ex-
hibit properties that are emergent, meaning that they are not trivially deduced 
from the properties of individual agents. Collective motion of many similar indi-
viduals provide striking examples of such emergence, and have drawn mathemati-
cians, physicists, and computer scientists to the study of such collective motion 
in organisms ranging from bacteria and cellular slime molds to invertebrate and 
vertebrate animals. Humans also provide fascinating study organisms, a theme 
to which we will return. One of the simplest examples of collective motion is 
provided by the moving fronts of bacteria, to which we turn in the next section.

Bacterial Fronts

Most microbial organisms exist within a social context, and bacteria are 
prime examples. Classical theories of invading fronts of organisms (or alleles) 
take the perspective of diffusive spread of non-interacting individuals (Fisher, 
1937; Kolmogorov et al., 1937; Skellam, 1951), leading to smooth convex bound-
aries for the spreading fronts. But the assumption of independence naturally 
breaks down even for bacteria, which in reality exhibit a whole spectrum of non-
trivial patterns depending on the growth conditions.

Imagine a bacterial colony growing on a petri dish. In such an experiment, the 
concentration of two principal substances deeply influences the spatio-temporal 
emergent pattern of the colony. On one hand, the colony grows on an agar plate, and 
the agar concentration determines the mobility of the bacterial cells: the larger the 
agar concentration, the harder the substratum becomes and the more difficult it is for 
cells to move. On the other hand, the nutrient concentration influences cell growth: 
the larger the nutrient concentration, the larger the growth rate of cells. Both physical 
and biological factors determine the final pattern of the colony. In laboratory experi-
ments with Bacillus Subtilis, Fujikawa and Matsushita (Fujikawa and Matsushita, 
1989) showed that variation in the concentrations of agar (CA) and nutrient (C) 
indeed results in substantially different spatial configurations of bacterial colonies, 
defining in this way a two-dimensional morphological phase diagram (see Figure 
A13-1) (Fujikawa, 1994; Fujikawa and Matsushita, 1989; Wakita et al., 1997):

•	 In	 the	 zone	 of	 low	 agar	 concentration	 and	 low	 nutrient	 concentration	
(zone I), nutrients rapidly become scarce near cells, but the cells can move 
in search of zones with more favorable growth conditions. As a result, the 
colony expands, forming numerous thin branches (Ben-Jacob and Garik, 
1990).

•	 When	agar	density	is	low	but	nutrient	concentration	is	high	(zone	II),	there	
is little or no limitation of localized cell growth, as bacteria always find 
themselves in relatively nutrient-rich microenvironments. Consequently, the 
spatial configuration of the colony shows a compact, solid circular pattern.
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•	 At	 medium	 agar	 concentrations	 and	 mid-to-high	 nutrient	 availability	
(zone III), the colony grows in episodic bursts, with alternating static and 
motile stages. Thus, the colony develops characteristic concentric rings 
(Fujikawa, 1992; Shimada et al., 2004).

•	 For	high	agar	density,	cells	cannot	move	because	of	the	hardness	of	the	
substratum. Therefore, bacteria can only grow where nutrients arrive by 
diffusion and, at small nutrient concentrations (zone IV), the colony grows 
in sparse, thick branches (Ben-Jacob and Garik, 1990; Fujikawa, 1994; 
Wakita et al., 1997).

•	 Finally,	for	high	agar	concentration	and	mid-to-high	nutrient	concentra-
tion (zone V), cells still remain unable to disperse effectively to find 
nutrient-rich patches because of their reduced motility. The colony shows 
a spatial pattern that is compact due to the higher levels of nutrient con-
centration, but rough at the interface between the colony and the surround-
ing medium because of enhanced competition between neighboring cells 
(Cserzö et al., 1990; Wakita et al., 1997).

Figure A13-1.eps
bitmap

FIGURE A13-1 Morphological phase diagram depicting the five different qualitative 
behaviors shown by bacterial colonies growing under different agar concentration (CA) 
and nutrient concentration (C). SOURCE: Adapted with permission from (Shimada et al., 
2004), with copyright by the Physical Society of Japan.
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In the early experimental work mentioned above, it was also shown that 
these patterns are fractal objects (Barabási and Stanley, 1995). Fractals are ob-
jects whose dimension (called fractal dimension) is fractional and smaller than 
the smallest spatial dimension they can be embedded in. An important property 
of fractal objects is that they are usually self-similar; that is, they show similar 
qualitative aspect at any scale of observation. Indeed, two-dimensional bacterial 
patterns such as those of zone IV have a fractal dimension smaller than 2 (specifi-
cally, 1.716±0.008 [Fujikawa and Matsushita, 1989]) and, as will be discussed 
below, some of its properties scale following a power law, a mathematical func-
tion whose shape remains invariant under changes in the scale of observation. 
These are examples of emergent properties, unlikely to have been selected for at 
the level of individuals, or indeed at higher levels.

Qualitative Understanding of the Colony Patterns

The complexity of bacterial colony patterns and the different biological 
mechanisms involved in their generation has attracted the attention of theoreti-
cians from many disciplines. Physicists, chemists, and biologists have developed 
various models intended to replicate the qualitative behaviors shown in the mor-
phological phase diagram.

Among the different approaches available in the literature, it is possible 
to find models that include complex physical ingredients (such as fluctuation- 
generated instabilities during cell diffusion [Kessler and Levine, 1998]) or biolog-
ical mechanisms (e.g., cooperativity due to chemotactic signaling [Ben-Jacob and 
Garik, 1990]), with the aim of reproducing specific parts of the phase diagram; 
and more general models that attempt to replicate the whole picture portrayed 
in Figure 13A-1. Matsushita et al. (1998), for instance, developed a reaction-
diffusion model able to generate patterns resembling those of the five zones de-
scribed above. In the model, three different species or fields are defined at every 
time t and position r on the agar plate: bacteria that have access to the nutrient 
and, therefore, are physiologically active (i.e., can grow and reproduce), b(r,t); 
inactive bacteria, s(r,t); and the nutrient concentration field, which can diffuse 
and is consumed by the active cells, n(r,t). Thus, the set of interactions between 
these fields is given by:

∂
∂

= − + ∇ ∇b

t
nb a(b, n)b d(b, n) b)ε (

∂
∂

=s

t
a(b, n)b

∂
∂

= ∇ −n

t
n nb.2 ε
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The first term of the active bacteria equation represents the dependence of 
growth on nutrient availability.52 The second term is the mortality term due to 
the lack of nutrient (the only term in the s(r,t) field equation). The third term is 
the diffusion term, whose exact shape is the key to reproduce the different colony 
patterns observed. For the nutrient concentration dynamics, the diffusivity param-
eter of the nutrient is constant, and therefore we find in that equation the classic 
diffusion term, together with the reduction of nutrient due to bacterial consump-
tion and growth. If d(b,n) is considered constant, just fine-tuning its value and the 
concentration of nutrient far from the interface between the colony and nutrient 
medium (bulk nutrient concentration) is enough to reproduce qualitative patterns 
similar to those of zones I-IV. As d represents the ability of cells to move, this 
fine-tuning is equivalent to moving through the phase diagram by varying agar 
and nutrient concentrations as explained above. To reproduce zone V, it is neces-
sary to include an explicit dependence of d on the active-bacteria field. A simple 
proportionality suffices to reproduce the characteristic rough compact patterns 
(Matsushita et al., 1998).

The Need for a Correct Quantitative Description

Reaction-diffusion models like that introduced above, which include the 
basic biological and physical ingredients, are able to reproduce successfully the 
qualitative features of the bacterial colony morphological phase diagram. How-
ever, the question remains as to whether the theoretical colony patterns are truly 
representative of their empirical counterparts and, therefore, whether the models 
reveal the true processes involved in the formation of colony patterns. Thus, it 
is necessary to move to a more quantitative description of the system based on 
the measurement of observables that allow for an objective comparison between 
experiments and models. A quantitative framework may also help to identify 
similarities with other systems, from which can be gained further understanding 
of the physics and biology of bacterial colonies.

For instance, the measurement of the fractal dimension of colonies in zone 
IV led to the identification of those patterns with the so-called diffusion-limited 
aggregation (DLA) patterns (Ben-Jacob and Garik, 1990; Fujikawa, 1994; Wakita 
et al., 1997; Witten and Jr., 1981). Thus, it can be deduced that, as happens in 
DLA systems, the shape of the colony in that zone is mainly determined by the 
diffusion of (severely limited) nutrients and relative immobility of bacterial cells.

However, for the zones in which colonies form a “less singular” compact 
pattern (zones II and V), the definition of more specific observables is needed. To 

52   For simplicity, the authors in Matsushita et al. (1998) used a linear dependence of bacterial 
growth on the nutrient concentration (with e being a constant), but more complicated terms can be 
defined instead, such as the classic Monod functional form, mmaxn/(n+K), where mmax is the maximum 
growth rate and K is the half-saturation constant (the value of the nutrient concentration at which 
growth equals mmax/2) (Monod, 1950).
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this end, the propagating-front theory of nonliving systems, from statistical me-
chanics, can be used because of the similarity between these fronts and the front 
of active bacteria propagating on the agar plate. If the colony is initiated from 
a stripe-like inoculum, the advance of the front can be described by using the 
distance between the top of the cell group and the initial inoculum at each time, 
h(x,t), where x is the horizontal coordinate at the basal substratum (see Figure 
A13-2). The variance in this surface height, called interface width or roughness, 
is the main observable with which the front will be characterized:

W(L, t) h(x, t) h]2= −[
/1 2

,

where the brackets represent an average over different replicates of the ex-
periment, and the overline represents spatial averages. When the front where the 
roughness is measured is a fractal object (see above), the roughness follows the 
so-called Family-Vicsek scaling relations:

W(L, t) t for t < t
L for t > t

x

x
{

β
α

,

where b and a are the growth and roughness exponents, respectively, and L is 
the system size, in this case the horizontal length of the inoculum. Thus, W(L,t) 
grows with time according to the power law above, reaching a saturating value 
at t=tx that scales with the system size. Straightforwardly, tx=Lz, where z=a/b 
is called the dynamic exponent. The set of exponents characterizes the behavior 
of the system. Therefore, two systems showing the same set of exponents will, 
asymptotically, behave in the same way at a large enough scale of observation, 
regardless of differences in the microscopic details of the dynamics of each sys-
tem. Using statistical physics terminology, they show the same universal behavior 
or, in other words, they belong to the same universality class.

The classification of the patterns into the correct universality class is im-
portant for the understanding of colony formation: in the physics literature there 
are many classes that show, for instance, a compact, rough configuration, but 
belong to different universality classes; that is, the relevant ingredients necessary 
to generate them (i.e., the relevant biological and physical processes involved in 
their formation) are very different (Barabási and Stanley, 1995). Unfortunately, 
so far only one exponent has been measured experimentally, which is insufficient 
to determine the universal behavior of the patterns in zone II and V (Cserzö et al., 
1990; Wakita et al., 1997). Moreover, that exponent has been measured by using 
different parts of the same system for the finite-size scaling, and, in consequence, 
it is a local version of the roughness exponent at, As explained in (López, 1999; 
López et al., 1997), systems with standard roughening fulfill a=aloc, but others 
present what is called anomalous roughening, i.e., a≠aloc. In summary, more 
experimental exponents are needed, because only one exponent is available and 
it is not necessarily representative of the behavior of the whole system.
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Figure A13-2.eps
bitmaps

FIGURE A13-2 Snapshots of the bacterial colonies obtained in (Bonachela et al., 2011) 
with the detailed simulation framework described in the text. The framework is designed 
to replicate high agar growing conditions and, therefore, the fine-tune of the nutrient con-
centration generates patterns that can be classified in zones V (left) or IV (right).
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The Universal Behavior of Zone-V Colonies

Theoretical efforts to classify zones IV and V into universality classes have 
followed two different approaches. On one hand, some have introduced math-
ematical models, replicated with them the procedures and measurements of 
the experimental work, and used the value of the resulting roughness exponent 
( Lacasta et al., 1999); the results are very close to the experiments, but are subject 
to the same limitations (see above). On the other hand, other models have been 
analyzed as physical systems, and the three global exponents presented above 
have been measured (Kobayashi et al., 2004); however, without measuring local 
exponents as well, a reliable comparison with experiments cannot be made.

In a theoretical attempt to tackle this problem, Bonachela et al. used a very 
biologically detailed individual-based model as a proxy for real experiments and 
measured the complete set of exponents including the local roughness ( Bonachela 
et al., 2011). The model is constrained to high agar concentration conditions, 
because the cells cannot actively move (see below). Thus, the research focused 
on the determination of the universal behavior of patterns in zone V.

The model keeps track of each individual cell in the colony (Xavier et al., 
2005b): each can grow at a rate imposed by a Monod functional dependence on 
the nutrient concentration experienced by each cell (see footnote above); when 
cells double their size, they divide into two daughter cells. As the model uses an 
off-lattice representation of space (i.e., cells are like rigid circles in a continuous 
space), a random shoving algorithm is implemented to prevent overlapping be-
tween cells during their growth and division. For the nutrient concentration, the 
model uses a continuous equation similar to that of the reaction-diffusion model 
presented above. See the Biofilm section below for more details.

The ability of the system to reproduce the high-agar regime is shown in 
Figure A13-2. The two colonies presented there are snapshots taken from this 
detailed simulation framework. As we can see, very low nutrient concentrations 
produce patterns resembling those of zone IV, while larger concentrations move 
the system to zone V. The exponents measured with the model in that regime 
can be found in Table A13-1. Those exponents are, within error bars, in agree-
ment with the critical exponents of the so-called quenched Kardar-Parisi-Zhang 
universality class (qKPZ) (Csahók et al., 1993). Interfaces in the qKPZ class can 
be described by the following mesoscopic equation for the interface position:

∂
∂

= ∇ + ∇ + +h(x, t)

t
D h h) F (x, h)2 2λ ση( ,

where D, l, F, and s are constants, and h is a noise term that only varies when 
the interface changes, i.e., a quenched noise. In other words, these interfaces are 
characterized by their diffusion (first term), lateral growth (second term), a con-
stant pulling force (third term), and a quenched noise that prevents or facilitates 
their advance, depending on its sign. In bacterial colonies in zone V, diffusion 
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and lateral growth are due to the shoving between cells, and the pulling force can 
be related to their growth. The origin of the quenched noise is more difficult to 
identify. In previous work that pointed to qKPZ as universality class for zone V 
(Barabási and Stanley, 1995; Kobayashi et al., 2004; Lacasta et al., 1999), it has 
been argued that it can be related to, for instance, heterogeneities in the agar plate. 
However, in the framework used in (Bonachela et al., 2011), agar is not explicitly 
present, but still qKPZ exponents are measured.

The authors argue that quenchedness is an emergent property of the bacte-
rial colony in zone V, not of the medium. The competition for the resource is 
responsible for a feedback effect that may mimic the quenched noise (see Fig-
ure A13-3) 53: for intermediate nutrient concentrations, it is easy for the interface 
to develop irregularities. Nutrient diffusion to the deeper zones of the interface 
is prevented by cells at the upper zones of the colony, which have better access 
to (and consume) the bulk nutrient concentration, growing in consequence faster. 
Thus, competition for resource generates a differential growth rate along the in-
terface that is enhanced by the different access to the available nutrient, emerging 
in this way effective pinning points that imitate quenched disorder.

Bonachela et al. further build on the comparison with qKPZ systems. Equiva-
lent to increasing the pulling force in nonliving interfaces, when nutrient con-
centration is larger cells have a better access to the nutrient and, eventually, the 
interface can overcome the pinning points. Eventually, the quenched disorder 
becomes irrelevant, and the randomness of the (now much more frequent) shov-
ing events arises as the only source of noise in the system. That influences the 
universal behavior of the system, whose mesoscopic equation is now that of 
qKPZ (see above) with the quenched noise replaced by a thermal noise, i.e., a 
noise term that changes with time. Systems with that mesoscopic behavior belong 
to the so-called KPZ universality class (Kardar et al., 1986). Actually, this class 
has traditionally been associated with bacterial colonies, as the classic toy model 
used to replicate qualitatively the compact patterns of zone V, the Eden model, 
belongs to that universality class (Eden, 1961; Jullien and Botet, 1985; Paiva and 
Ferreira, 2007). Finally, for very large values of F, qKPZ systems develop a flat 
interface that moves fast; Bonachela et al. reported flat colony–medium interfaces 
when the nutrient concentration is very large, due to maximal growth rate of the 
cells along the bacterial interface, which now can access the same large amount 
of nutrient (Bonachela et al., 2011).

Further Work and Questions

The fascinating morphology of bacterial colonies growing on agar plates has 
been the focus of intense study for the past two decades. Experiments have made 

53    This is in accordance with the necessity of a dependence of d on b in the reaction-diffusion 
model presented above.
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it possible to identify five different qualitative behaviors, which can be repro-
duced with theoretical models. However, as argued in (Bonachela et al., 2011), a 
closer look at the quantitative behavior of the colony may reveal that these zones 
are much richer in phenomenology than expected from a qualitative point of view. 
Zone V has traditionally been considered to belong to the KPZ universality class 
based on the similarities between KPZ interfaces and colonies in this zone. Thus, 
all the phenomenology associated with strong competition for the resource, which 
generates the emerging pinning points for the interface, has been overlooked. The 
qKPZ behavior measured in (Bonachela et al., 2011) facilitates the connection 
between the KPZ behavior observed for nutrient-rich situations with the DLA 
behavior under strong limitation: as nutrient concentration is lowered, not only do 
pinning points emerge and form “valleys” in the interface, but also those  valleys 
open further and further, forming fingers that eventually transform into the thick 
branches of zone IV. 

Thus, it would be interesting to check what such a quantitative approach 
reveals in the rest of the morphological phase diagram when used with the theo-
retical models existing in the literature. For this purpose, the versatile reaction-
diffusion model discussed above would be an excellent candidate to be used. 

On the other hand, an experimental test of the theoretical results is needed. 
To this end, long-term growth and many replicas with nutrient and agar concen-
trations sweeping the entire phase diagram are needed in order to measure cor-
rectly the whole set of global and local exponents. However, such experiments 
must confront many unexpected constraints that preclude them from reproducing 
the ideal conditions represented in the models. Agar dryness, bacterial and fungal 
contamination, and the appearance of mutant bacterial cells with different growth 
rates during long time courses all introduce new ingredients with nontrivial ef-
fects on the behavior of the colony, no longer fully determined only by agar and 
nutrient concentrations.

The use of quantitative approaches like the one proposed in (Bonachela et al., 
2011), for both theoretical models and experiments, may allow for a continuous 
description of the universal behavior of bacterial colonies with which to improve 
our understanding of the physical and biological mechanisms operating at each 
growth condition.

Collective Motion More Generally

As mentioned earlier, pattern formation in collective motion has been ad-
dressed theoretically for almost every taxon. Most generally, the problem is to 
elucidate the relationships between an individual agent, how it responds to its 
environment and the macroscopic properties of ensembles of such agents. 

A natural framework exists in fluid mechanics from making these transi-
tions, built on the duality between the Lagrangian (individual-based) and Eule-
rian perspectives. In short (Grünbaum, 1992; Grünbaum and Okubo, 1994), one 
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begins from an agent-based description of a population of organisms, for example 
(Grünbaum, 1992) in which each organism acceleration satisfies Newton’s law

m i ir F= Σ

in which Fi can represent random forces, taxis, grouping behavior, or other forces 
acting on the individual. One then can derive equations for statistical ensembles 
of such individuals, and then derive Eulerian population descriptions for the 
density functions of individuals across space.

More generally (Flierl et al., 1999), one can attempt to use the continuum 
equation

∂
∂

= −∇ ⋅ρ
t

J ,

in which the flux J depends on r through a functional. More specifically, the 
spatial-velocity density function n(r, v, t+δt) for the position and velocity of the 
distribution of particles is expressed as an integral over all (r′, v′, t) of the density 
function at time t multiplied by the probability of transition to the new position 
and velocity (r,v) in time δt. The appropriate continuum equation is then derived 
by making assumptions that allow closure, for example that local densities are 
Poisson. One of the most successful applications of the continuum method was 
due to Keller and Segel (Keller and Segel, 1971), who derived a model for che-
motaxis, in part to set the stage for work on myxamebae. Their paper has inspired 
considerable later work and has become a classic of the literature.

Consensus and Collective Motion

The continuum method works well for populations of identical agents; but 
real populations are heterogeneous, made up of individuals with different amounts 
of information, and different strategies for navigating their environments. For 
such situations, a good starting point is still an agent-based (individual-based) 
model (Couzin et al., 2005; DeAngelis and Gross, 1992), although various strat-
egies exist for analytical approximation (Kevrekidis, 2002, 2003; Moon et al., 
2007; Nabet et al., 2009; Raghib et al., 2010). The approach has been applied to 
organisms ranging from large vertebrates to microbes.

In the agent-based framework for collective motion and consensus explored 
by (Couzin et al., 2005), each individual is associated with a velocity vector at 
time t, and updates that at time t +δt according to a rule that balances informa-
tion about the environment and information about the positions and velocities 
of neighbors. Every individual has a unique velocity vector; and equally im-
portantly, every individual has a unique context within the population, unique 
information about the environment, and unique rules for balancing the various 
kinds of information and changing direction. Depending on the rules, groups can 
undergo fission and fusion, but consensus arises under a wide range of conditions. 
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Interestingly, consensus is facilitated when a large fraction of the population is 
“unopinionated”—that is, not strongly influenced by external information or bi-
ases, and whose movements are largely determined by what neighbors do. In the 
absence of these neutral individuals, groups are more likely to split; and when 
consensus does occur, it is strongly influenced by how strongly held opinions are. 
That is, if the majority of individuals is inclined to move in one direction, but 
a minority of individuals is more strongly committed to another direction, then 
the group may move in the minority direction. Increasing the number of neutral 
“followers,” however, both promotes consensus and makes it more likely that the 
majority viewpoint will prevail (Couzin et al., 2011). 

Robustness

Complex systems in general, and complex adaptive systems in particular, are 
characterized by nonlinearities that can cause systems to flip from one pattern of 
behavior to another—in the mathematical jargon, from one basin of attraction to 
another. One need look no further than the collapse of financial markets in 2008 
to understand the potential for contagion and systemic risk in over-connected 
networks (May et al., 2008). Positive feedbacks can exaggerate deviations from 
normative behavior, but so too can negative feedbacks that lead to overcompen-
sation (May, 1974). A classic example involves the collapse of the Tacoma Nar-
rows Bridge in Washington State, the result of a dynamic instability. The loss of 
robustness may lead not only to system flips, but also to hysteresis: one cannot 
necessarily simply retrace the steps that led to collapse to affect a recovery. 

Not all system flips are bad: an economy locked in recession, or cultures 
locked in long-lasting conflict, can benefit from system flips. But most of the 
recent attention to so-called “phase transitions” has been associated with the loss 
of robustness of desirable states—eutrophication of oligotrophic lakes, deserti-
fication of fertile areas, disease outbreaks, collapse of fisheries, shifts in ocean 
circulation patterns, or even the onset of migraines or epileptic seizures. Many, 
but not all, such transitions are preceded by early-warning indicators—“critical 
slowing down,” flickering between basins of attraction, or changes in autocorrela-
tion patterns (Scheffer and Carpenter, 2003). This is a rich and rapidly develop-
ing area in complex systems theory, although one must be cautious to avoid the 
excesses that followed earlier attempts to classify transitional behaviors (Thom, 
1969; Zeeman, 1981). 

Robustness (often called “resilience” in the ecological literature) (Carpenter 
and Brock, 2004; Holling, 1973; Levin and Lubchenco, 2008; Walker et al., 
1997) is defined as the ability of a system to continue functioning in the face of 
perturbations, extrinsic or intrinsic. It combines both resistance to displacement 
from normal functioning and the ability to recover from perturbation if resis-
tance has failed. This duality is matched by a duality in strategies: Achieving 
resistance may be best if concern is for the short term, whereas achieving the 
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ability to recover may be best on longer time scales. Ultimately, most organisms 
balance traits of both kinds in their evolutionary repertoires. For example, influ-
enza and other viruses have evolved strategies to help resist the capability of the 
immune system to neutralize them (Nara et al., 2010), but also rely on mutation 
and reassort ment to present new challenges (Earn et al., 2002). Similarly, the 
vertebrate immune system combines generalized short-term responses that resist 
infection with specialized longer-term mechanisms that allow adaptation. 

The balance between resistance and recovery mechanisms is encoded largely, 
mechanistically, through redundancy or functional redundancy (degeneracy 
[ Edelman and Gally, 2001]), diversity or heterogeneity (which are crucial to 
an adaptive response), and modularity and compartmentalization (Hartwell et 
al., 1999). Modular structures and design reduce systemic risk, provide build-
ing blocks for growth, recovery, and adaptation, and create pathways to multi-
cellularity and the emergence of higher-level structures. Ultimately, redundancy, 
diversity, and modularity trade off against one another, and the optimal balance 
is context dependent (Levin, 1999). 

Cooperation and the Commons

Cooperation is among the most important phenomena of the living world. 
Without cooperation, collectives could not exert a powerful influence on their 
environments, and without cooperation, there would be no evolutionary tran-
sitions in complexity (Maynard Smith and Szathmary, 1995; Queller, 2000). 
Broadly defined as any instance in which one organism increases the fitness 
of another, cooperation is generally favored with the emergence of population 
structure (Axelrod et al., 2004; Hamilton, 1964). The initial stages may simply 
be random, as cooperative individuals who find themselves to be associated with 
other cooperative individuals gain fitness benefits (Durrett and Levin, 1994; May 
and Nowak, 1992; Nowak et al., 1994). But once they exist, these beneficial as-
sociations can be reinforced by selection for attraction of like types, repulsion 
of others, punishment, and other social norms. These initial building blocks or 
cooperative modules can become elements in structures of higher-order coopera-
tion, as advocated by Ostrom and others as an approach for dealing with global 
environmental problems (Levin, 2012; Ostrom, 2009).

The notion of the commons, and the potential tragedies inherent in them, 
was first formally introduced by William Forster Lloyd (Lloyd, 1833), although 
the phrase “Tragedy of the Commons” owes its origin to Garrett Hardin (Hardin, 
1968), who resurrected Lloyd’s work. Hardin coined this phrase to note that the 
resources of a commons are inherently subject to exploitation by individuals who 
reap their benefits without themselves making a contribution to the public good. 
Charles Darwin, of course, was much concerned with cooperation, especially in 
its extreme form among eusocial insect colonies. Indeed, he delayed publication 
of his monumental Origin of Species because he was troubled by the implications 
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for his theory of evolution by natural selection. In particular he considered the 
following question: why devote energy to helping others, when that same invest-
ment could instead be used for one’s own reproduction? Darwin did not solve the 
problem, but he did foreshadow its solution by offering that cooperation could 
evolve when it is directed within families. It would be more than a century, how-
ever, until W. D. Hamilton constructed the first formal theory for the evolution of 
cooperation (Hamilton, 1964). Extending the contemporary theory of population 
genetics, Hamilton showed that cooperation could evolve when such behavior 
is preferentially directed toward individuals with whom the cooperative actor 
is closely related. That is, the genes responsible for cooperative behavior may 
increase in frequency when the beneficiaries of cooperation also possess such 
genes. Social evolution theory has been vastly expanded in the 50 years since his 
seminal papers (Gardner and Foster, 2008), but Hamilton’s insight remains one 
of the subject’s foundational pillars. 

The theory of cooperation was first formulated to explain examples of meta-
zoan behavior, and empirical tests of social evolution theory using numerous 
invertebrate and vertebrate animal systems, including humans, have been broadly 
successful. Recent years have seen an expansion of the field, with a focus on 
microscopic systems; researchers have realized that bacteria and other microbes 
are highly interactive, exhibiting the full spectrum of cooperative and antagonistic 
behavior that we have come to expect among more complex organisms (Nadell et 
al., 2009; West et al., 2006, 2007; Xavier, 2011). And in contrast to most of the 
animals historically at the center of attention for social evolutionists, microbes 
can be genetically manipulated, are tractable in the laboratory, and evolve over 
time scales that are accessible for experimentation. 

Microbial Public Goods

Just as humans and other animals may be found to work in concert, cell 
groups exhibit simple forms of cooperative behavior that allow them to achieve 
goals that no single cell could attain on its own (Crespi, 2001; West et al., 2007). 
Microbial cooperation often manifests as the secretion of proteins or compounds 
whose benefits may be shared among neighboring cells. Common examples in-
clude extracellular digestive enzymes, nutrient chelating molecules, and secreted 
structural polymers, which are integral to the formation of bacterial communities 
(biofilms, see below). Experiments with bacteria have shown that these behaviors 
create a canonical commons, in that the enzyme or chelators secreted by one cell 
can be used by other cells, including exploitative strains that do not themselves 
produce the public good (Diggle et al., 2007; Griffin et al., 2004; Rumbaugh et 
al., 2009; West et al., 2006). In accordance with social evolution theory, bacterial 
cooperation is selectively favored when relatedness is high, that is, when cells 
of the cooperative strain preferentially benefit one another. Such preferential 
interaction can occur as a result of spatial structuring (Nadell et al., 2010), or as 
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a statistical consequence of small seeding populations and sufficiently frequent 
disturbance (Chuang et al., 2009). 

Understanding the conditions under which cooperation evolves among bac-
teria bears directly upon numerous problems of human interest, most notably the 
virulence of bacterial infections. Bacterial pathogens often rely on the cooperative 
secretion of digestive enzymes to process host tissue into nutrient molecules small 
enough to be imported into the their cells (Arvidson, 2000; Galloway, 1991). 
Many cells of a pathogenic species cooperate with one another in order to harm 
their hosts, and interfering with their cooperation by introducing exploitative 
mutants has been demonstrated as an effective means of mitigating infections in 
a mouse model (Rumbaugh et al., 2009). Future progress in this application of 
bacterial social evolution to clinical medicine will benefit from theory tailored 
to the environmental conditions and selective pressures that bacterial pathogens 
experience within their hosts. 

Bacterial cooperation can also occur indirectly when one strain produces 
toxins that specifically target other strains of the same species, or other species 
entirely (Gardner et al., 2004; Riley and Wertz, 2002). Cells that produce such 
toxins pay a cost associated with protein synthesis (and, in some cases, cell lysis 
as toxins are released into the environment), and they benefit their clonemates not 
by aiding them directly but by reducing the size of a competing population. The 
genes for synthesizing such toxins, referred to generally as bacteriocins, are often 
carried on plasmids and accompanied by genes encoding an antitoxin factor. Like 
classical public good systems, bacteriocin production is subject to exploitation by 
strains that possess the antitoxin gene, but do not produce the corresponding bac-
teriocin. Such strains avoid the cost of bacteriocin production but reap the benefits 
of reduced competition. Bacteriocin-mediated competition has been shown to be 
important for pathogen population dynamics (Inglis et al., 2009) and intestinal 
microbiota composition (Gillor et al., 2008), and several studies have found that 
the evolution of bacteriocin production is highly dependent on the spatial struc-
ture of a bacterial collective (Bucci et al., 2011; Durrett and Levin, 1997). 

Biofilms

Spatial structure, or any other mechanism of nonuniform interaction among 
members of a population, has been increasingly recognized as critical to the 
evolutionary dynamics of bacterial populations. One of the most important and 
recent observations of microbial natural history is that many unicellular organ-
isms do not live in isolation, but instead prefer to live in densely populated, 
spatially constrained groups (Hall-Stoodley et al., 2004; Nadell et al., 2009; 
Stewart and Franklin, 2008). Among bacteria, these cell collectives are termed 
biofilms, and it is likely that unicellular fungi, protists, and even viruses also 
inhabit biofilm-like communities (Fanning and Mitchell, 2012; Thoulouze and 
Alcover, 2011). Bacterial biofilms are defined by the presence of multiple cells 
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residing on a submerged surface or other substratum, in which they become en-
cased in an envelope of secreted extracellular polymeric substances. In clinical 
contexts, biofilm-dwelling cells are superior to planktonic cells in their toler-
ance to antibiotics, their ability to evade consumption by the immune system, 
and their capacity to produce and concentrate digestive compounds that con-
tribute to virulence. Biofilms are also highly resistant to—and may even benefit 
from—fluid shear, allowing them to rapidly clog pipes and porous media, which 
results in enormous costs to industry. Understanding and controlling biofilm 
structure and composition is therefore central to solving societal problems as-
sociated with bacterial pathogenesis and industrial biofouling. 

Biofilms inhabit a vast array of surfaces, from intertidal rocks to the human 
intestinal tract. They vary widely in structure from continuously smooth, to rough 
and heterogeneous, with towering projections consisting of thousands of cells. 
Biofilms are also prime examples of complex adaptive systems: their physical 
structure and population composition are emergent properties of many interacting 
processes, including cell growth, motility, and polymer secretion, as well as sol-
ute diffusion and fluid shear. Seeing through the complexity of biofilms to derive 
general principles about them is therefore a significant theoretical challenge, but 
substantial headway has been made via a combination of dimensional analysis 
and individual-based modeling. This approach originated in the chemical engi-
neering literature, and was developed with the goal of optimizing performance of 
wastewater treatment reactors, which rely on anaerobic biofilm activity to purify 
humans’ water supply (Kreft et al., 2001; Picioreanu, 1999; Picioreanu et al., 
1998, 2005; Xavier et al., 2005a, 2007).

The predominant simulation models of biofilm formation implement indi-
vidual bacterial cells as rigid circles in two-dimensional space. Each cell grows 
and behaves according to user-defined functions of nutrient availability in its 
local microenvironment and divides once it reaches a critical radius. Any overlap 
among cells resulting from growth and division is relaxed, resulting in the collec-
tive advance of the biofilm front. Following the standard assumption that solute 
diffusion occurs on a much faster time scale than bacterial growth, the uptake of 
growth substrate by cells is considered when calculating the spatial distribution of 
nutrients. This is achieved by solving a reaction-diffusion equation to equilibrium 
at each iteration of the simulation:

∂
∂

= ∇ −[G]

t
D [G]

Y
G

2 1 µ

where [G] is the local concentration of growth substrate, DG is the diffusion coef-
ficient of growth substrate, Y is the yield of bacterial biomass on substrate, and 
m is a growth rate expression.

Simulation frameworks of this kind have been used to generate numerous hy-
potheses for the evolution of common biofilm-associated phenotypes (Bucci et al., 
2011; Foster and Xavier, 2007; Kreft, 2004; Mitri et al., 2011; Nadell et al., 2008, 
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2010; Xavier et al., 2009; Xavier and Foster, 2007). An early example is the work of 
Xavier and Foster that suggested, contrary to common thought, that the production 
of extracellular polymeric substances is used as a weapon by cell lineages to com-
pete with one another within biofilms (Xavier and Foster, 2007). They specifically 
predicted that polymer secretion allows a cell lineage to selectively benefit itself, 
growing into a voluminous mass that smothers competing strains that do not secrete 
polymers. In other words, polymer secretion can be viewed as a public good that is 
inherently resistant to exploitation by cells that do not also produce it. This result 
was recently confirmed by experiments using genetically engineered strains of the 
human pathogen Vibrio cholerae (Figure A13-4) (Nadell and Bassler, 2011). These 
studies collectively indicate the utility of simulation modeling for accurate predic-
tion of evolutionary dynamics, and they highlight the central importance of space 
in bacterial communities. Polymer secretion is advantageous in biofilms, where 
it provides resistance to shear stress and access to higher nutrient concentrations, 
which vary in space and time. In well-mixed liquid experiments, where nutrient 
concentrations are spatially uniform, polymer secretion is not advantageous, be-
cause it merely imposes a metabolic cost that lowers maximum growth rate (Nadell 
and Bassler, 2011; Xavier and Foster, 2007). 

Quorum Sensing

Biofilm- and liquid-dwelling bacteria present still more subtlety in their so-
cial behavior: in addition to living in close physical proximity to each other and 
secreting substances that directly affect neighbor fitness, they regulate their social 
phenotypes by secreting, detecting, and responding to signaling molecules (Miller 
and Bassler, 2001; Waters and Bassler, 2005). Known as quorum sensing, this 
regulatory mechanism is common among both Gram-negative and Gram-positive 
bacteria, each species of which often possesses multiple circuits that produce 
and respond to different signal molecules (Miller et al., 2002). Quorum-sensing 
systems operate via the secretion of molecules into the extracellular environment; 
after such signals reach a critical concentration, due either to high population 

Figure A13-4.eps
bitmap

FIGURE A13-4 A time-series of polymer-producing cells (red) growing in a biofilm with 
nonproducing cells (blue) (Nadell and Bassler, 2011). The initial frequency of polymer-
producing cells is <5 percent, and their final frequency is >90 percent. At 36 h the upper 
surfaces of some polymer-producing cell clusters appear flat because they have reached 
the ceiling of the chamber in which they are growing. Grid boxes are 11 µm on a side.
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density or spatial confinement, cells alter the expression of numerous genes, some 
of which often control biofilm-associated traits. The secretion of extracellular 
polymers, for example, is frequently quorum-sensing regulated. Most species, 
such as the chronic pathogen Pseudomonas aeruginosa, use quorum sensing 
to activate polymer secretion at high cell density (Davies et al., 1998). Other 
pathogens including the human pathogen Vibrio cholerae, however, exhibit the 
opposite pattern of regulation. This species activates polymer secretion at low 
cell density following surface adhesion and represses polymer secretion at high 
cell density, at which point it initiates mass dispersal from its host (Hammer and 
Bassler, 2003). Simulation studies akin to those discussed in the previous sec-
tion were used to suggest that this stark difference in quorum-sensing regulation 
is closely linked to the infection strategy of different pathogens. P. aeruginosa, 
which causes long-term infections, benefits from activating polymer secretion 
and maintaining polymer secretion at high cell density. V. cholerae, in contrast, 
causes short-lived, acute infections characterized by massive biofilm growth fol-
lowed by rapid dispersal. For such a strategy, up-regulation of polymer secretion 
at low cell density and down-regulation at high cell density is strongly favored 
by selection (Nadell et al., 2008). Recent experiments have lent support to this 
hypothesis, showing that polymer production trades off against dispersal ability 
within biofilms grown in microfluidic devices (Nadell and Bassler, 2011).

Conclusions

Microbial systems are complex adaptive systems, with macroscopic features 
that are emergent from microscopic interactions. In such systems, characteristic 
patterns may form, as in bacterial fronts, and more generally the robustness of 
such systems is not guaranteed by evolution operating at lower scales of organiza-
tion. How then do organisms sustain cooperative activity that maintains system 
properties, especially where there are public goods that emerge from individual 
actions? These are generic questions for any complex adaptive system, from biol-
ogy to economics and even to physical systems, but microbial systems provide 
ideal vehicles for studying these interactions.

These points raise a number of mathematical and computational challenges, 
which we have explored in this paper. Crossing scales, from the microscopic to 
the macroscopic and back, requires methodologies that translate individual-based 
assumptions into field-type and ensemble descriptions, as has long been the norm 
in physics and fluid mechanics. The problem is made more difficult by the fact 
that the systems of interest are made up of heterogeneous collections of millions 
of agents, interacting nonlinearly. From a variety of perspectives, and for a va-
riety of problems, however, considerable progress has been made, for systems 
from bacterial fronts to the collective motion of large vertebrates. Microbial 
systems provide a wonderful platform for interfacing theoretical and empirical 
approaches, and for the development of methodologies that can inform the sci-
ence of complex adaptive systems more broadly.
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A14

IDENTIFICATION OF A TARGET CELL 
PERMISSIVE FACTOR REQUIRED FOR CONTACT-

DEPENDENT GROWTH INHIBITION (CDI)54

Elie J. Diner,55,56 Christina M. Beck,55 Julia S. Webb,55  
David A. Low,55,56 and Christopher S. Hayes55,56,57

Bacterial contact-dependent growth inhibition (CDI) is mediated by the 
CdiB/CdiA family of two-partner secretion proteins. CdiA effector proteins 
are exported onto the surface of CDI+ inhibitor cells, where they interact 
with susceptible bacteria and deliver effectors/toxins derived from their C-
terminal regions (CdiA-CT). CDI+ cells also produce an immunity protein 
that binds the CdiA-CT and blocks its activity to prevent autoinhibition. 
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as Diner, E.J. et al. (2012). Identification of a target cell permissive factor required for contact-
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Here, we show that the CdiA-CT from uropathogenic Escherichia coli strain 
536 (UPEC536) is a latent tRNase that requires activation by the biosynthetic 
enzyme CysK (O-acetylserine sulfhydrylase A). UPEC536 CdiA-CT exhibits 
no nuclease activity in vitro, but cleaves within transfer RNA (tRNA) anti-
codon loops when purified CysK is added. CysK and CdiA-CT form a stable 
complex, and their binding interaction appears to mimic that of the CysK/
CysE cysteine synthase complex. CdiA-CT activation is also required for 
growth inhibition. Synthesis of CdiA-CT in E. coli cysK+ cells arrests cell 
growth, whereas the growth of ΔcysK mutants is unaffected by the toxin. 
Moreover, E. coli ΔcysK cells are completely resistant to inhibitor cells ex-
pressing UPEC536 CdiA, indicating that CysK is required to activate the 
tRNase during CDI. Thus, CysK acts as a permissive factor for CDI, pro-
viding a potential mechanism to modulate growth inhibition in target cells.

Bacteria possess a variety of systems that facilitate cooperation and competi-
tion with other organisms in the environment. One such mechanism is contact-
dependent growth inhibition (CDI), which allows some bacteria to inhibit the 
growth of neighboring cells upon direct cellto- cell contact (Aoki et al. 2005, 
2010; Hayes et al. 2010). CDI systems are widely distributed amongst the α-, β-, 
and γ-proteobacteria and have been shown to play a significant role in intraspe-
cies growth competition (Aoki et al. 2010). CDI is mediated by the CdiB/CdiA 
family of two-partner secretion proteins. CdiB is a predicted outermembrane 
β-barrel protein that is required for the export and assembly of the CdiA toxic 
effector protein onto the cell surface. CdiA proteins are very large (250–600 kDa) 
and contain numerous hemagglutinin peptide repeats throughout their N-terminal 
regions. This extensive repeat region is predicted to form a β-helical structure 
projecting several hundred angstroms from the surface of CDI+ inhibitor cells 
(Kajava et al. 2001). Presumably, the long extended CdiA filaments facilitate 
interaction with neighboring bacteria to induce growth inhibition. All CDI loci 
also contain a small cdiI immunity gene located immediately downstream from 
cdiA (Aoki et al. 2005, 2010). The CdiI protein provides immunity to the CdiA-
derived toxin, thereby protecting CDI+ cells from autoinhibition. 

We recently localized the CDI growth inhibition activity to the C-terminal 
region of CdiA (CdiA-CT) (Aoki et al. 2010). The CdiA-CT is a highly variable 
region of ~230–360 residues at the extreme C terminus of CdiA proteins. This 
variable C-terminal region is sharply demarcated by the conserved VENN pep-
tide motif, which is part of the DUF638 (Pfam, PF04829) domain of unknown 
function (Aoki et al. 2010). The polymorphic nature of the CdiA-CT region 
implies that a variety of distinct toxins are deployed by different CDI systems. 
The CdiA-CTEC93 from Escherichia coli isolate EC93 may form a pore in the 
inner membrane of target cells, leading to dissipation of the proton motive force 
and a concomitant decrease in respiration and ATP production (Aoki et al. 2009). 
Other CdiA-CTs possess distinct nuclease activities (Aoki et al. 2010). The 
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CdiA-CTI
Dd3937 from Dickeya dadantii 3937 has DNase activity, and the CdiA-

CTUPEC536 from uropathogenic E. coli strain 536 (UPEC536) cleaves transfer 
RNA (tRNA) (Aoki et al. 2010). Like the CdiA-CT region, the CdiI immunity 
proteins from different CDI systems also share little sequence identity with one 
another and, accordingly, only confer immunity to their cognate CdiA-CT toxins 
(Aoki et al. 2010). In vitro experiments have demonstrated that the CdiII

Dd3937 
and CdiIUPEC536 immunity proteins bind specifically to their cognate CdiA-CTs 
and block nuclease activity (Aoki et al. 2010), suggesting that these enzymatic 
activities are responsible for growth inhibition during CDI. 

Here we identify an additional step in the CDI pathway in which a CdiA-CT 
toxin is activated by a protein cofactor in the cytoplasm of target cells. Although 
CdiA-CTUPEC536 (hereafter referred to as CdiA-CT) exhibits tRNase activity 
when expressed inside E. coli cells, the purified protein does not cleave tRNA in 
vitro. Using a biochemical approach, we identified a biosynthetic enzyme, CysK 
(O-acetylserine sulfhydrylase A), which is required to activate the CdiA-CT 
nuclease. CysK is one of two O-acetylserine sulfhydrylase isoenzymes (along 
with CysM) that catalyze the second and final step of cysteine synthesis from 
serine. Purified CysK is sufficient to activate the CdiA-CT tRNase in vitro, and 
the resulting nuclease activity is blocked specifically by CdiIUPEC536 immunity 
protein (hereafter referred to as CdiI). CysK and CdiA-CT form a stable complex, 
which is directly associated with tRNase activity. Remarkably, the CysK/Cdi-
ACT-binding interaction appears to mimic that of the cysteine synthase complex 
formed between CysK and CysE (serine O-acetyltransferase) in some bacteria 
and higher plants (Kredich et al. 1969; Droux et al. 1998; Zhu et al. 1998; Mino 
et al. 2000b; Kumaran et al. 2009). The cysteine synthase complex interaction 
is mediated by the C-terminal GDGI peptide of CysE, which binds in the active 
site cleft of CysK (Mino et al. 1999, 2000a; Zhao et al. 2006; Kumaran and Jez 
2007). UPEC536 CdiA contains a similar C-terminal GYGI peptide motif, and 
these residues are required for binding to CysK. In accord with the biochemical 
data, we found that CysK is also required for tRNase activity when CdiA-CT is 
expressed inside E. coli cells. Moreover, E. coli DcysK mutants are completely 
resistant to cell-mediated CDIUPEC536, demonstrating that CysK is a critical player 
in this pathway. Based on these findings, we propose that CysK acts as a specific 
permissive factor for CDI mediated by UPEC536. These results reveal unantici-
pated complexity in the CDI pathway and raise the possibility that CdiA-CTs may 
play roles in communication between CDI+ cells. 

Results

CdiA-CT-Associated tRNase Activity Requires a Cofactor 

We recently reported that purified CdiA-CT from UPEC536 (corresponding 
to residues Val 3016–Ile 3242 of CdiA) cleaves tRNA in the S100 fraction of cell 
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lysates (Aoki et al. 2010). The S100 fraction is the supernatant from a 100,000g 
centrifugation and contains a number of soluble proteins in addition to substrate 
tRNA. To characterize this tRNase activity under defined conditions, we extracted 
E. coli S100 fractions with guanidinium isothiocyanate-phenol (GITC-phenol) to 
isolate tRNAs for in vitro assays. Surprisingly, CdiA-CT had no activity on puri-
fied tRNA (Fig. A14-1A). In contrast, CdiA-CT induced tRNA cleavage when 
added to S100 lysates, and this tRNase activity was neutralized with equimolar 
CdiI-His6 immunity protein (Fig. A14-1A). We reasoned that tRNA could be 
denatured during GITC-phenol extraction, rendering them resistant to cleav-
age. Therefore, we purified E. coli tRNA under nondenaturing conditions using 
DEAEcellulose chromatography and found this substrate was also refractory to 
cleavage (Fig. A14-1A,B). Together, these results suggest that a factor (or factors) 
present in the S100 fraction is required to support tRNase activity. To test this hy-
pothesis, we removed nucleic acids from the S100 fraction using DEAE-cellulose 
in buffer containing 250 mM NaCl (Fig. A14-1B). Most of the proteins present in 
the S100 fraction were not retained on the DEAE-cellulose column under these 
conditions and were recovered in the flowthrough fraction (Fig. A14-1B; data not 
shown). This S100 protein fraction supported tRNase activity on purified tRNA 
isolated by both DEAE-cellulose and GITC- phenol methods (Fig. A14-1A; data 
not shown), suggesting that a protein in this fraction activates CdiA-CT. 

To identify the factor required for CdiA-CT activation, we fractionated 
S100 lysates using DEAE-cellulose chromatography and a linear salt gradient 
(Fig. A14-1B). The activator eluted from the column at ~100–125mM NaCl, and 
these fractions were pooled for further purification by butyl-Sepharose chroma-
tography. SDS-PAGE analysis of the resulting active fraction revealed several 
proteins (Fig. A14-1B), which were identified by mass spectrometry following 
digestion with trypsin. This analysis identified several dozen E. coli proteins in 
the CdiA-CT-activating fraction, although most were present at very low levels 
(Supplemental Table S1). To identify the activating factor, we screened S100 
lysates prepared from E. coli strains deleted for genes that encode candidate 
proteins. We focused on the most abundant candidate proteins, testing those with 
>35 unique tryptic peptides and >60% sequence coverage in the mass analysis 
(Table A14-1). The S100 lysates from ΔsucC, ΔsucD, ΔahpC, and ΔtreC mutants 
all supported tRNase activity to a level similar to that of the lysate prepared from 
wild-type cells (Fig. A14-2A). In contrast, there was dramatically less tRNase 
activity in the S100 lysate from E. coli ΔcysK cells (Fig. A14-2A). These results 
suggest that CysK plays a role in activating the CdiA-CT tRNase. 

CysK Activates the CdiA-CT tRNase In Vitro 

To determine whether CysK is sufficient to stimulate tRNase activity, 
we overproduced and purified His6-tagged CysK protein for in vitro assays. 
 Equimolar mixtures of CysK-His6 and CdiA-CT were able to cleave purified 
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Figure A14-1.eps
bitmap

FIGURE A14-1 CdiA-CT tRNase activity requires a cofactor. (A) In vitro tRNase assays. 
S100 lysates or isolated tRNA (purified by either GITC-phenol or DEAE-cellulose chro-
matography) were incubated with CdiA-CT and CdiI-His6 (where indicated) as described 
in the Materials and Methods. The samples labeled DEAE tRNA+S100 protein contained 
a reconstituted S100 lysate in which the separated tRNA and protein fractions were recom-
bined. Reactions were run on denaturing polyacrylamide gels, and tRNAs were visualized 
by ethidium bromide staining. The migration positions of full-length and cleaved tRNAs 
are indicated. (B) Purification scheme for enrichment of the CdiACT-activating factor. 
Proteins from E. coli S100 lysates were fractionated by anion exchange (DEAE-cellulose) 
and hydrophobic interaction (butyl-Sepharose) chromatography as illustrated in the flow 
chart. The final peak activating fraction was analyzed by SDS-PAGE, and proteins were 
visualized by staining with Coomassie blue.
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tRNA, and this activity was blocked by the CdiI immunity protein (Fig. A14-
2B). CysK is a PLP-dependent enzyme that catalyzes the second and final step 
of cysteine synthesis from serine. To address whether O-acetylserine sulfhy-
drylase activity is required for tRNase activation, we tested a mutated version 
of CysK in which Lys 42 had been changed to an alanine residue (K42A). Lys 
42 forms a Schiff base with PLP and is required for enzymatic activity (Rabeh 
and Cook 2004). Although catalytically inactive, purified CysK(K42A)-His6 
protein still supported tRNase activity in vitro (Fig. A14-2B). E. coli contains 
an additional O-acetylserine sulfhydrylase isoenzyme encoded by the cysM 
gene (Tai et al. 1993). We tested purified E. coli CysM-His6 and found that it 
did not support tRNase activity (Fig. A14-2B). Together, these results show that 
nuclease activation requires CysK, but is not dependent on its O-acetylserine 
sulfhydrylase activity. 

Because both CysK and CdiA-CT are required for tRNA cleavage in vitro, it 
is formally possible that CysK is in fact the tRNase and that CdiA-CT is the acti-
vating factor. We used BLAST analysis to identify CdiA-CT homologs, reasoning 
that multiple sequence alignment with related proteins could identify conserved 
residues required for tRNase activity. This analysis revealed that the CdiA-CT is 
bipartite, with the N-terminal and C-terminal regions sharing sequence identity 
with two distinct sets of proteins (Fig. A14-3A; Supplemental Figs. S1, S2). 
The N-terminal region of CdiA-CT (residues Val 1–Tyr 82) is homologous to 
the corresponding region in CdiA proteins from Yersinia pestis, Photorhabdus 
luminescens, and Enterobacter cloacae, but the extreme C-terminal sequences of 
these proteins are divergent (Fig. A14-3A; Supplemental Fig. S1). Because the 

TABLE A14-1 Proteins Identified in the Cdi-CT Activating Fractiona

Identified Protein Gene

UniProt 
accession 
number

Molecular  
mass

Unique 
peptides

Sequence 
coverage

Alkyl hydroperoxide 
reductase subunit C

ahpC P0AE08 21 kDa 37 94%

O-acetylserine 
sulfhydrylase A

cysK P0ABK5 34 kDa 40 90%

Succinyl-CoA ligase 
(ADP-forming)  
subunit α

sucD P0AGE9 30 kDa 36 80%

Succinyl-CoA ligase 
(ADP-forming)  
subunit β

sucC P0A836 41 kDa 44 74%

Trehalose-6-phosphate 
hydrolase

treC P28904 64 kDa 40 64%

a This includes proteins with >35 unique tryptic peptides and >60% sequence coverage. See Supple-
mental Table S1 in the Supplemental Material for a complete list of identified proteins.
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CDI systems from these other bacteria encode distinct CdiI immunity proteins 
that are unrelated to the UPEC536 CdiI, we concluded that the shared N-terminal 
region of CdiA-CT is not required for tRNase activity. To test this prediction, we 
purified a truncated version of CdiA-CT lacking the N-terminal 82 residues and 
tested its nuclease activity in vitro. Remarkably, the truncated CdiA-CT cleaved 
tRNA in a CysK-independent fashion, and its activity was completely blocked by 
equimolar CdiI immunity protein (Fig. A14-3B). Multiple sequence alignment of 
the C-terminal tRNase domain with related sequences from γ-proteobacteria and 
Grampositive bacteria revealed a handful of completely conserved residues that 
could be involved in catalysis (Fig. A14-3A; Supplemental Fig. S2).We changed 
the conserved His 178 residue in CdiA-CT (His 3193 in full-length CdiA) to ala-
nine and found that the resulting protein lacked tRNase activity in vitro even in 
the presence of CysK-His6 (Fig. A14-3A,B). The loss of nuclease activity was not 
the result of gross structural perturbation, because the mutant CdiA-CT(H178A) 
still bound tightly to the cognate CdiI-His6 immunity protein (data not shown). 

Figure A14-2.eps
bitmap

FIGURE A14-2 CysK is necessary and sufficient for tRNase activity. (A) CysK is re-
quired for tRNase activity. E. coli S100 lysates from the indicated genetic backgrounds 
were incubated with purified CdiA-CT (and CdiI-His6) and then analyzed by gel electro-
phoresis and ethidium bromide staining to assay tRNase activity. The migration positions 
of full-length and cleaved tRNAs are indicated. (B) CysK and CdiA-CT are sufficient for 
tRNase activity in vitro. GITC-phenol-extracted tRNA was treated with purified CysK-
His6, CysK(K42A)-His6, and CysM-His6 in combination with CdiACT and CdiI-His6 
where indicated. Buffer was added to the mock treatment control in place of CysK/CysM. 
Reactions were analyzed by denaturing gel electrophoresis as described for A.
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Figure A14-3.eps
landscape, bitmap

FIGURE A14-3 CdiA-CT is an intrinsic tRNase. (A) Multiple sequence alignment sug-
gests that UPEC536 CdiA-CT is comprised of two domains. Homologous CdiA-CT re-
gions from various proteobacteria were aligned with UPEC536 CdiA-CT using ClustalW. 
The N-terminal region of UPEC536 CdiA-CT (Val 1–Tyr 82) shares sequence identity 
with the corresponding regions in CdiA proteins from Y. pestis (Uniprot Q74T84), P. 
 luminescens (Q7MB60), and E. cloacae (D5CBA0). The C-terminal region (Asn 89–Ile 
227) is homologous to CdiA-related proteins from E. coli MS 153-1 (E6AEZ0), Entero-
bacter sp. 638 (A4W4W8), and Pseudomonas syringae (F3FGM0). UPEC536 CdiA-CT 
residues Gly 83 and His 178 (numbered with respect to Val 1 of the VENN motif) are 
highlighted in red. The alignment was rendered with 50% conservation visibility using 
Jalview 2.7. (B) The C-terminal domain of CdiA-CT has intrinsic tRNase activity. GITC-
phenol-extracted tRNA was treated with the C-terminal domain of CdiA-CT (residues 
Gly 83–Ile 227) and CdiI-His6 in the presence and absence (mock control) of CysK-His6, 
and reactions were analyzed by denaturing gel electrophoresis. The migration positions 
of full-length and cleaved tRNAs are indicated. (C) The His178Ala missense mutation 
ablates CdiA-CT tRNase activity. GITC-phenol-extracted tRNA was treated with purified 
CdiA-CT(H178A) and CdiI-His6 in the presence and absence (mock control) of CysK-
His6. Reactions were analyzed by denaturing gel electrophoresis.
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Taken together, these results demonstrate that tRNase activity is intrinsic to the 
C-terminal 145 residues of UPEC536 CdiA. 

CysK and CdiA-CT Form a Stable Complex In Vitro 

Because the biosynthetic function of CysK is not required for tRNase acti-
vation, we asked whether CysK and CdiACT form a stable complex. We incu-
bated CdiA-CT with CysK-His6 and then subjected the mixture to Ni2+-affinity 
chromatography. SDS-PAGE analysis of the bound and free fractions revealed 
that untagged CdiA-CT was retained with CysK-His6 on the Ni2+-NTA column, 
suggesting a physical interaction between the proteins (Fig. A14-4A). Copuri-
fication assays also showed that CdiA-CT forms a stable complex with mutant 
CysK(K42A)-His6 protein but not CysM-His6 (Supplemental Fig. S3), consistent 
with the results from the in vitro tRNase assays. The only known binding partner 
of CysK is CysE, the serine O-acetyltransferase that catalyzes the first step in 
cysteine biosynthesis. CysK and CysE form the cysteine synthase complex in 
many bacteria and higher plants (Kredich et al. 1969; Droux et al. 1998; Zhu et 
al. 1998). Structural and biochemical studies of the cysteine synthase complex 
indicate that the C terminus of CysE binds in the active site cleft of CysK (Mino 
et al. 2000a; Campanini et al. 2005; Huang et al. 2005; Francois et al. 2006; 
Zhao et al. 2006; Kumaran et al. 2009). Notably, the C terminus of UPEC536 
CdiA shares some sequence identity with the C terminus of CysE (Fig. A14-4B), 
raising the possibility that CysK binds the C-terminal Gly–Tyr–Gly–Ile (GYGI) 
peptide of CdiA-CT. In accord with this hypothesis, CdiA-CT proteins lacking 
the GYGI sequence (ΔGYGI) or the C-terminal isoleucine residue (ΔI) failed to 
copurify with CysK-His6 (Fig. A14-4A) and exhibited no in vitro tRNase activity 
in either the presence or absence of CysK (Supplemental Fig. S4). The cysteine 
synthase complex dissociates in the presence of the CysK substrate O-acetyl-L-
serine (Kredich et al. 1969), presumably because this small molecule displaces 
the C-terminal tail of CysE upon binding the CysK active site. Similarly, we 
found that preincubation of CysK-His6 with O-acetyl- L-serine blocked CdiA-
CT/CysK-His6 complex formation, whereas pretreatment with L-serine had little 
effect on the binding interaction (Fig. A14-4C). Taken together, these results 
suggest that the CdiA-CT GYGI motif mimics the C terminus of CysE to bind 
the CysK active site. 

We next asked whether the CdiI immunity protein blocks tRNase activity by 
disrupting the CysK/CdiA-CT complex. We incubated untagged CdiI with CdiA-
CT and CysK-His6 and found that all three proteins copurified as an apparent 
ternary complex during Ni2+-affinity chromatography (Fig. A14-4D). CdiI does 
not appear to interact directly with CysK because these proteins do not copurify 
in the absence of CdiA-CT (Fig. A14-4D). These results indicate that CysK and 
CdiI bind to nonoverlapping sites on CdiA-CT and that immunity function does 
not entail dissociation of the tRNase complex. 
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CysK is Required for CdiA-CT Toxicity In Vivo 

The cleavage of tRNA should block protein synthesis and is presumably the 
molecular basis of CdiA-CT-mediated growth inhibition. To induce CdiA-CT 
tRNase activity in vivo, we used the controlled proteolysis system of McGin-
ness et al. (2006) to specifically degrade the CdiI immunity protein. Briefly, CdiI 
was tagged at its C terminus with the ssrA(DAS) peptide, which targets tagged 
proteins for degradation by the ClpXP protease only in the presence of the SspB 
adaptor protein (McGinness et al. 2006). Coexpression of CdiA-CT and CdiI-
DAS did not inhibit E. coli ΔsspB cell growth, but production of SspB from a 
plasmid-borne PBAD promoter resulted in growth inhibition after ~2 h of induction 
(Fig. A14-5A). No growth inhibition was seen in cells expressing SspB(Δ47), 
which binds the ssrA(DAS) peptide but is unable to deliver tagged proteins 
to ClpXP (Wah et al. 2002, 2003; McGinness et al. 2006). These results show 
that growth inhibition is dependent on CdiI degradation. Gel analysis of RNA 
from the inhibited cells revealed that their tRNAs were degraded (Fig. A14-5B). 
Northern blot hybridization and S1 nuclease protection assays showed that tRNA 
was cleaved in the anti-codon loop upon activation of CdiA-CT (Fig. A14-5B; 
Supplemental Fig. S5). The appearance of cleaved tRNA in vivo was coincident 
with growth inhibition, strongly suggesting that tRNase activity is cytotoxic. This 
conclusion was supported by a similar controlled degradation experiment using 
the inactive H178A variant of CdiACT, which did not inhibit cell growth (data 
not shown). 

Because tRNase activity arrests cell growth, we next asked whether CysK is 
required to activate the CdiA-CT toxin in vivo. We repeated the CdiI-DAS deg-
radation experiment in ΔcysK cells and found that SspB induction had no effect 
on cell growth in this background (Fig. A14-6A). Northern blot analysis showed 
no evidence of tRNase activity in ΔcysK cells, whereas tRNA2

Arg was cleaved 
and ultimately degraded in the cysK+ background (Fig. A14-6B).We also tested 
CdiA-CT proteins lacking C-terminal residues for growth inhibition activity. The 
ΔGYGI version of CdiACT had no effect on cysK+and ΔcysK cell growth (data 
not shown), consistent with its lack of tRNase activity in vitro (Supplemental Fig. 
S4). Although the ΔI version of CdiA-CT did not form a stable complex with 
CysK-His6 and had no detectable tRNase activity in vitro (Supplemental Fig. S4), 
this protein inhibited cell growth in a cysK-dependent manner (Fig. A14-6A). This 
growth inhibition was associated with tRNase activity, although at a significantly 
lower level than that observed with fulllength CdiA-CT (Fig. A14-6B). Together, 
these results suggest that CdiA-CT(ΔI) retains tRNase activity, but its reduced 
affinity for CysK limits growth inhibition to an intermediate level. 

We next sought to complement the ΔcysK mutation with a plasmid-borne 
copy of the gene. We introduced plasmid pCH450-CysK (which expresses cysK 
under the control of an arabinose-inducible promoter) into ΔcysK sspB+ and 
ΔcysK ΔsspB backgrounds and then tested whether the resulting cells could be 
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Figure A14-5.eps
bitmap

FIGURE A14-5 Activation of CdiA-CT in E. coli cells results in growth arrest and tRNA 
degradation. (A) E. coli cysK+ DsspB cells producing the CdiA-CT/CdiI-DAS complex 
were treated with L-arabinose (L-ara) to induce synthesis of either SspB or SspB(Δ47) 
from plasmid vectors. Wild-type SspB delivers DAStagged CdiI immunity protein to the 
ClpXP protease, whereas the SspB(Δ47) variant does so less efficiently. Cell growth was 
monitored by measuring the OD600 as a function of time. (B) Cells from the experiment in 
A were removed at various times, and total RNA was isolated for analysis by denaturing 
gel electrophoresis and Northern blot hybridization. The top panel shows total cellular 
RNA visualized by ethidium bromide staining. The bottom panels are Northern blots 
using probes specific for E. coli tRNA2

Arg and tRNA3
Gly. The gel migration positions of 

ribosomal RNAs (rRNAs) and tRNAs are indicated.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

 397

F
ig

ur
e 

A
14

-6
.e

ps
la

nd
sc

ap
e,

 b
itm

ap

F
IG

U
R

E
 A

14
-6

 C
ys

K
 i

s 
re

qu
ir

ed
 f

or
 C

di
A

-C
T-

m
ed

ia
te

d 
gr

ow
th

 i
nh

ib
it

io
n 

an
d 

tR
N

as
e 

ac
tiv

it
y 

in
 v

iv
o.

 (
A

) 
T

he
 D

A
S-

ta
gg

ed
 C

di
I 

im
m

un
it

y 
pr

ot
ei

n 
w

as
 t

ar
ge

te
d 

fo
r 

pr
ot

eo
ly

si
s 

by
 S

sp
B

 p
ro

du
ct

io
n 

(i
nd

uc
ed

 b
y 

L
-a

ra
bi

no
se

 a
t 

th
e 

in
di

ca
te

d 
ti

m
e 

po
in

t)
 t

o 
li

be
ra

te
 e

it
he

r 
C

di
A

-C
T

 o
r 

C
di

A
-C

T
(D

I)
 p

ro
te

in
s 

in
 c

ys
K

+
 a

nd
 Δ

cy
sK

 c
el

ls
. 

C
el

l 
gr

ow
th

 w
as

 m
on

it
or

ed
 b

y 
m

ea
su

ri
ng

 t
he

 O
D

60
0 

as
 a

 f
un

ct
io

n 
of

 t
im

e.
 (

B
) 

C
el

ls
 f

ro
m

 
th

e 
ex

pe
ri

m
en

t s
ho

w
n 

in
 A

 w
er

e 
re

m
ov

ed
 a

t v
ar

io
us

 ti
m

es
, a

nd
 to

ta
l R

N
A

 w
as

 is
ol

at
ed

 f
or

 N
or

th
er

n 
bl

ot
 a

na
ly

si
s.

 T
he

 g
el

 m
ig

ra
ti

on
 p

os
it

io
ns

 
of

 f
ul

l-
le

ng
th

 a
nd

 c
le

av
ed

 t
R

N
A

2A
rg

 a
re

 i
nd

ic
at

ed
. 

(C
) 

C
om

pl
em

en
ta

ti
on

 o
f 

th
e 

Δc
ys

K
 m

ut
at

io
n.

 E
. 

co
li

 Δ
cy

sK
 c

el
ls

 e
xp

re
ss

in
g 

th
e 

C
di

A
C

T
/

C
di

I-
D

A
S 

co
m

pl
ex

 w
er

e 
tr

an
sf

or
m

ed
 w

it
h 

pl
as

m
id

s 
th

at
 p

ro
du

ce
 C

ys
K

, C
ys

K
(K

42
A

),
 o

r 
C

ys
M

 u
nd

er
 c

on
tr

ol
 o

f 
th

e 
ar

ab
in

os
e-

in
du

ci
bl

e 
P

B
A

D
 

pr
om

ot
er

. T
ra

ns
fo

rm
an

ts
 w

er
e 

se
le

ct
ed

 o
n 

L
B

 a
ga

r 
pl

at
es

 s
up

pl
em

en
te

d 
w

it
h 

0.
2%

 L
-a

ra
bi

no
se

 a
nd

 th
e 

ap
pr

op
ri

at
e 

an
ti

bi
ot

ic
s.

 T
ra

ns
fo

rm
at

io
n 

of
 E

. c
ol

i 
Δc

ys
K

 Δ
ss

pB
 c

el
ls

 s
er

ve
s 

as
 a

 c
on

tr
ol

 to
 d

em
on

st
ra

te
 th

at
 C

di
ID

A
S 

de
gr

ad
at

io
n 

is
 r

eq
ui

re
d 

fo
r 

gr
ow

th
 in

hi
bi

ti
on

.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

398 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

transformed with a compatible plasmid expressing the CdiA-CT/CdiI-DAS toxin/
immunity pair. Control cells carrying the pCH450 vector plasmid without cysK 
were readily transformed with the CdiA-CT/CdiI-DAS plasmid (Fig. A14-6C). 
In contrast, no stable transformants were obtained with ΔcysK sspB+ pCH450-
CysK cells when plated on selective medium supplemented with L-arabinose to 
induce CysK synthesis (Fig. A14-6C). However, the ΔcysK ΔsspB pCH450-CysK 
cells could be readily transformed with the CdiA-CT/ CdiI-DAS plasmid (Fig. 
A14-6C), reconfirming that SspB-dependent degradation of the DAS-tagged CdiI 
immunity protein is required for growth inhibition. This transformation assay was 
also used to examine growth inhibition in cells carrying plasmid-borne copies 
of the cysK(K42A) and cysM genes. Consistent with the in vitro tRNase experi-
ments, we found that cysK(K42A) supported growth inhibition, whereas cysM did 
not (Fig. A14-6C). Together, these results demonstrate that CysK is required for 
CdiA-CTmediated growth inhibition. 

CysK Is Required for UPEC536 CdiA-Mediated CDI 

The toxicity of the CdiA-CT tRNase suggests that this nuclease activity is 
responsible for growth inhibition during cell-mediated CDIUPEC536. However, the 
UPEC536 CdiA protein is very large (~331 kDa) and could possess multiple toxic 
activities that act in concert to inhibit target cell growth. Therefore, we examined 
the role of tRNase activity by performing growth competitions using inhibitor 
cells that express full-length CdiA proteins from cosmid-borne CDIUPEC536 sys-
tems. Viable target cell counts were reduced ~100-fold after coculture with in-
hibitor cell expressing wild-type CdiA, whereas target cell growth was unaffected 
by inhibitor cells that express the His3193Ala version of CdiA lacking tRNase 
activity (Fig. A14-7A). Immunofluorescence staining using antibodies specific for 
the CdiA-CT confirmed that CdiA(H3193A) protein was expressed on the cell 
surface at approximately the same level as wild-type CdiA (Supplemental Fig. 
S6). These data strongly suggest the CdiA tRNase activity is solely responsible 
for growth inhibition during CDIUPEC536. 

We next tested whether CysK is required to activate CdiA tRNase activity 
during cell-mediated CDI. Target cells carrying the ΔcysK mutation were com-
pletely resistant to inhibitor cells expressing UPEC536 CdiA (Fig. A14-7B), con-
sistent with the toxin-activating function of CysK. Susceptibility to CDIUPEC536 
was almost completely restored by providing ΔcysK target cells with a plasmid-
borne copy of the cysK gene (Fig. A14-7B). In contrast, the ΔcysK mutation pro-
vided no protection against the E. coli EC93 CDI system (Fig. A14-7B), which 
delivers a different CdiA-CT toxin that is thought to inhibit cell growth by form-
ing a pore in the inner membrane of target cells (Aoki et al. 2009, 2010). Thus, 
CysK plays a critical and specific role in CDI mediated by the CDIUPEC536 system. 
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Figure A14-7.eps
bitmapFIGURE A14-7 CysK is required for growth inhibition during CDIUPEC536. (A) tRNase 

activity is required for the inhibition of target cell growth during CDIUPEC536. Target cells 
were cocultured with inhibitor cells expressing either wild-type CdiA or a variant carrying 
the His3193Ala missense mutation, which ablates tRNase activity. Growth inhibition was 
assessed by quantifying the number of viable target cells as colony-forming units per mil-
liliter (CFU/mL) at 0 and 4 h of coculture. The CDI� competition contained mock inhibi-� competition contained mock inhibi- competition contained mock inhibi-
tor cells carrying a cosmid vector with no CDI system. (B) CysK is required for growth 
inhibition during CDIUPEC536. Inhibitor cells expressing either the UPEC536 or EC93 
CDI system were cocultured with cysK+, ΔcysK, and pCysK-complemented ΔcysK target 
cells. Viable target cells were determined (CFU/mL) at 0 and 4 h of coculture.
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Discussion

The results presented here demonstrate that the CdiACT from UPEC536 is 
an anti-codon nuclease responsible for the inhibition of target cell growth dur-
ing CDI. Remarkably, the cytotoxic tRNase activity of CdiA-CT is latent and 
requires activation by the biosynthetic enzyme CysK. CdiA-CT and CysK bind 
stably to one another, and this complex appears to be required for tRNase activity 
in vitro and in vivo. CdiA-CT variants lacking one to four C-terminal residues 
have a much lower affinity for CysK and exhibit no tRNase activity in vitro. Of 
course, the C-terminal deletions could also interfere with CdiA-CT structure and 
ablate tRNase activity independently of the CysK-binding defect. However, three 
observations argue against this latter possibility. First, both C-terminal deletion 
variants copurify with His6-tagged CdiI immunity protein during Ni2+-affinity 
chromatography, indicating that CdiA-CT structure is not grossly perturbed by 
these changes. Second, although CdiA-CT(ΔI) (which lacks the C-terminal Ile 
residue) has no detectable tRNase in vitro, it significantly interferes with cell 
growth when expressed in E. coli. This growth inhibition is dependent on CysK 
and is associated with the partial degradation of cellular tRNAs. These findings 
suggest that CdiA-CT(ΔI) remains an intrinsic tRNase, but its activity is limited 
by a lower binding affinity for CysK. Last, appending a Flag peptide epitope 
onto the C terminus of CdiA-CT also blocks CysK binding and abrogates tRNase 
activity (EJ Diner and CS Hayes, unpubl.). As with the other CdiA-CT variants, 
the Flag-tagged domain has high affinity for CdiI, again suggesting that it retains 
the wild-type fold. Thus, the CysK/CdiA-CT complex is likely to represent the 
functional tRNase. Importantly, these findings are relevant to cell-mediated CDI. 
Target cells deleted for the cysK gene are completely resistant to inhibitor cells 
expressing UPEC536 CdiA, demonstrating that CysK is critical for growth inhibi-
tion during CDIUPEC536. This function is unique and distinct from the roles played 
by other target cell proteins that act as receptors and/or mediators of CdiA-CT 
translocation. Thus, CysK acts as a permissive factor during CDIUPEC536, allowing 
the toxic tRNase activity of CdiA-CT to be manifest in the target cell cytoplasm. 

Although CysK-binding is required to activate the CdiACT tRNase domain, 
the precise mechanism of activation is not clear. Initially, we hypothesized that the 
N-terminal domain of CdiA-CT suppressed the activity of its C-terminal tRNase 
domain and CysK binding altered the orientation of the two domains to relieve 
inhibition. This model is consistent with the observation that the C-terminal 145 
residues of CdiA exhibit tRNase activity in the absence of CysK.However, dele-
tion of the C-terminal Ile residue in the context of the CysK-independent tRNase 
domain significantly reduces activity in vitro (EJ Diner and CS Hayes, unpubl.), 
indicating that the GYGI peptide does not function simply as a toggle switch for 
nuclease activity. Perhaps CysK binding induces a rearrangement of active site 
residues to promote catalysis. Presumably, these conformational changes in the 
tRNase domain are subtle because CysK-bound CdiA-CT retains its affinity for 
the CdiI immunity protein. Alternatively, CysK could facilitate substrate binding, 
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perhaps even making direct contacts with tRNA. Finally, it is possible that the 
oligomerization of CdiA-CT is required for activation. CysK is a dimeric protein, 
and the proposed CdiA-CT-binding sites are presented on the same side of the 
homodimer (Rabeh and Cook 2004; Francois et al. 2006). Therefore, binding to 
CysK would tether two CdiA-CT proteins together in close approximation to one 
another. It is not immediately clear why an anticodon nuclease should require 
dimerization for activity, but this mechanism may explain why the truncated 
tRNase domain (Gly 83–Ile 227) requires 10-fold higher concentrations to attain 
the same activity of the CysK/CdiA-CT complex.We are currently testing these 
models using biochemical approaches and high-resolution crystallography. 

In many bacteria and higher plants, CysK also binds stably to the CysE 
protein to form the cysteine synthase complex (Kredich et al. 1969; Droux et al. 
1998; Zhu et al. 1998; Mino et al. 2000b; Kumaran et al. 2009). The molecular 
basis of the CysK/CysE interaction has been examined in detail, and these stud-
ies have demonstrated that the C terminus of CysE binds in the active site cleft 
of CysK (Bogdanova and Hell 1997; Mino et al. 2000a; Campanini et al. 2005; 
Huang et al. 2005; Kumaran et al. 2009). The C-terminal Ile residue of CysE is 
particularly critical for complex formation and mediates many of the contacts 
with CysK (Francois et al. 2006; Salsi et al. 2010). CdiA-CT contains a C-
terminal GYGI peptide motif that is similar to the GDGI sequence in CysE, and 
like the cysteine synthase complex, the CdiA-CT/CysK interaction requires the 
C-terminal Ile residue of CdiA-CT and can be disrupted by O-acetyl-L-serine. 
These observations suggest that CdiA-CT and CysE both bind CysK in the same 
manner. The evolutionary significance of this molecular mimicry is unclear, but 
perhaps the CdiA-CT has coopted a well-conserved protein–protein interaction 
to ensure activation in a wide variety of bacteria. The CysK proteins from other 
bacterial species are capable of promoting CdiA-CT nuclease activity, but CDI 
growth inhibitory activities appear to be restricted to the same or closely related 
species (EJ Diner, ZC Ruhe, and CS Hayes, unpubl.). Intriguingly, the CdiA-CT 
tRNase domain shares significant sequence identity with a handful of predicted 
proteins from the Gram-positive species Ruminococcus lactaris, Clostridium ace-
tobutylicum, Listeria innocua, and Geobacillus sp. Y412MC10 (see Supplemental 
Fig. S2). In Ruminococcus, Geobacillus, and C. acetobutylicum, the genes encod-
ing the CdiA-CT homologs are immediately followed by genes for proteins that 
are clearly related to UPEC536 CdiI, suggesting that these genes encode toxin/
immunity pairs. The function of these gene pairs has not been examined, but they 
may represent a growth competition system analogous to CDI. The CdiA-CT 
homolog in Geobacillus contains a WXG100 domain (Pfam PF06013) in its N 
terminus, suggesting it is exported through an ESX/type VII secretion pathway 
(Simeone et al. 2009; Sutcliffe 2011). It is unclear whether these Gram-positive 
tRNase domains also require activation by CysK. Although each Grampositive 
homolog contains the GYGI motif, these proteins are predicted to have additional 
C-terminal residues, which should prevent CysK binding. However, CysK from 
Bacillus subtilis activates CdiA-CT in vitro and in E. coli cells (EJ Diner and 
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CS Hayes, unpubl.), suggesting that the same activation mechanism could oper-
ate in Gram-positive bacteria, provided the C terminus of the tRNase domain is 
processed to expose the GYGI motif. 

If growth inhibition is the sole function of the CDIUPEC536 system, then the 
benefit conferred by CysK-mediated toxin activation is not immediately obvi-
ous. In fact, toxin activation provides an additional opportunity for target cells to 
evolve resistance to CDIUPEC536 because cysK is not an essential gene. In contrast, 
soluble bacteriocins also deliver toxic domains into bacteria to inhibit growth, but 
typically only require cell envelope proteins for recognition and translocation of 
the toxin (Cascales et al. 2007; Chauleau et al. 2011). One exception appears to be 
colicinM(an inhibitor of peptidoglycan synthesis), which is remodeled into its ac-
tive conformation by a peptidylprolyl cis-trans isomerase (FkpA) in the periplasm 
of target cells (Schaller et al. 1982; El Ghachi et al. 2006; Hullmann et al. 2008; 
Helbig et al. 2011). CysK has no known chaperone activity, but could perhaps 
stabilize the CdiA-CT in target cells. The hydrophobic C-terminal GYGI sequence 
resembles known recognition determinants for the ClpXP and ClpAP proteases 
(Sauer et al. 2004; Sauer and Baker 2011). Therefore, CysK could accentuate 
growth inhibition by protecting the tRNase domain from proteolysis. However, E. 
coli ΔclpX and ΔclpP mutants are no more sensitive to CDIUPEC536 than wild-type 
cells (CM Beck, JS Webb, DA Low, and CS Hayes, unpubl.). Perhaps the CysK/
CdiA-CT complex serves other functions in addition to its characterized role in 
growth inhibition. For example, the interaction with CysK provides a possible 
mechanism to modulate sulfur metabolism and cysteine biosynthesis, which influ-
ence stress responses, antibiotic resistance, and biofilm formation (Ren et al. 2005; 
Ackerley et al. 2006; Fuentes et al. 2007). According to this model, the delivery of 
CdiA-CT between immune CDI+ cells would serve a contact-dependent signaling 
function to coordinate cellular activities in the same manner as quorum-sensing sys-
tems. Prior work with E. coli EC93 indicates that there is no exclusion mechanism 
to prevent CdiA-CT delivery between CDI+ bacteria (Aoki et al. 2010), suggesting 
that toxin exchange between isogenic cells is common. Intriguingly, we also found 
that UPEC536 carrying the His3193Ala missense mutation in cdiA exhibits a defect 
in biofilm formation compared with wild-type CDI+ cells (JS Webb, T Smith, and 
DA Low, unpubl.). We are currently exploring how tRNase activity impinges on the 
regulatory pathways that control biofilm formation and whether CdiA-CT exchange 
between UPEC536 serves an intercellular signaling function. 

Materials and Methods

Bacterial strains and plasmids 

All bacterial strains used in this study are listed in Supplemental Table S2. The 
ΔcysK::kan, ΔsucC::kan, ΔahpC::kan, ΔtreC::kan, and ΔsucD::kan gene disrup-
tions were obtained from the Keio collection (Baba et al. 2006) and transduced into 
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E. coli strains CH1944 (Garza-Sánchez et al. 2006) or JCM158 wzb::kan (Aoki et 
al. 2008) using bacteriophage P1-mediated generalized transduction. Kanamycin 
resistance cassettes were excised using FLP recombinase as described (Datsenko 
and Wanner 2000). All plasmids and cosmids are listed in Supplemental Table S2, 
and construction details are outlined in the Supplemental Material. 

Protein Purification 

All CdiA-CT/CdiI-His6 complexes were overproduced and purified under 
nondenaturing conditions in reaction buffer (20mMsodium phosphate at pH 7.0, 
150 mM NaCl, 10 mM b-mercaptoethanol) as described previously (Aoki et al. 
2010). Each complex was denatured in reaction buffer containing 6 M guanidine-
HCl, and the CdiA-CT variants were isolated from CdiI-His6 by Ni2+-affinity 
chromatography. Purified CdiA-CT and CdiI-His6 proteins were refolded by 
dialysis into reaction buffer. Untagged CdiI was purified in the same manner 
from a complex with His6-tagged CdiA-CT. The various CysK-His6 and E. coli 
CysM-His6 proteins were purified by Ni2+-affinity chromatography under nonde-
naturing conditions. All His6-tagged proteins were eluted from Ni2+-NTA resin 
using reaction buffer supplemented with 250 mMimidazole. Imidazole was sub-
sequently removed by dialysis against reaction buffer, and the purified proteins 
were quantified by absorbance at 280 nm. 

Protein–Protein Interaction Assessed by Ni2+-Affinity Chromatography 

Binding interactions between CdiA-CT and His6-tagged CysK proteins were 
assayed by copurification on Ni2+-NTA resin. Briefly, His6-tagged ‘‘bait’’ (i.e., 
CysK or CysM) and untagged ‘‘prey’’ CdiA-CT proteins were mixed together 
at a final concentration of 10 µM in reaction buffer. An aliquot of the protein 
mixture was removed (for subsequent SDS-PAGE analysis), and then Ni2+-NTA 
resin was added and the mixture was incubated at room temperature for 1 h. The 
reactions were centrifuged to collect the resin, and the supernatant was removed 
and analyzed as the ‘‘free’’ fraction. The resin was then washed three times with 
reaction buffer supplemented with 20 mM imidazole. Resin-bound proteins were 
eluted with reaction buffer supplemented with 250 mM imidazole. For the CdiA-
CT/CysK complex- blocking experiments, CysK-His6 was preincubated for 15 
min with 50 mM O-acetyl-L-serine (or 50 mM L-serine) in 100 mM Tris-HCl (pH 
6.5) prior to the addition of CdiA-CT. All fractions (input, free, and bound) were 
analyzed by SDS-PAGE and staining with Coomassie brilliant blue. 

In Vitro tRNase Assays 

Dialyzed S100 fractions were used for tRNase activity assays, as described 
previously (Aoki et al. 2010). Purified tRNA substrates were prepared by either 
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GITC-phenol extraction (Garza-Sánchez et al. 2006) or DEAE-cellulose chro-ánchez et al. 2006) or DEAE-cellulose chro-nchez et al. 2006) or DEAE-cellulose chro-
matography of E. coli S100 lysates (as described below). Reactions contained 
0.1 µM CdiACT (and equimolar CdiI-His6, where indicated) and 130 ng/µL 
tRNA in reaction buffer supplemented with 10 mM MgCl2. The truncated CdiA-
CT(G83-I227) domain was used at a higher concentration (1 µM final) for in vitro 
tRNase assays. Where indicated, CysM-His6 and CysK-His6 protein variants were 
included at a final concentration of 0.1 µM. Reactions were extracted with GITC-
phenol extraction, and the isolated tRNAs were analyzed by gel electrophoresis 
on 8.3 M urea/6% polyacrylamide gels in 1×Tris-borate-EDTA (TBE) buffer. 
Gels were stained with ethidium bromide to visualize nucleic acids. 

Purification of the CdiA-CT-Activating Factor 

E. coli strain X90 was grown to OD600 ~1.0 in LB medium at 37°C and 
harvested over crushed ice. Cells were broken by French press, and the S100 frac-
tion was prepared by ultracentrifugation at 100,000g for 4 h at 4°C as described 
(Powers and Noller 1991). Following ultracentrifugation, the S100 fraction was 
dialyzed against 20 mM Tris-HCl (pH 6.0) and 250 mM NaCl. The dialyzed S100 
was passed over a DEAE-cellulose 52 column pre-equilibrated in 20 mM Tris-
HCl (pH 6.0) and 250 mM NaCl. The flowthrough fraction (fraction A) contained 
most of the proteins present in the original S100 fraction (as determined by SDS-
PAGE). Fraction B (which contained tRNAs and some proteins) was eluted from 
the DEAE-cellulose column with 20 mM Tris-HCl (pH 6.0) and 500 mM NaCl 
and dialyzed against reaction buffer for use as substrate tRNA for in vitro tRNase 
assays. Fraction A was dialyzed against 20 mM sodium phosphate (pH 7.0) and 
75 mM NaCl and further fractionated by DEAE-cellulose chromatography to 
enrich for the CdiA-CT-activating factor. Proteins were eluted using a linear gra-
dient of 75–150 mM NaCl in 20 mM sodium phosphate (pH 7.0), and individual 
fractions from the gradient were tested for the ability to stimulate the tRNase 
activity. The activating fractions were pooled, adjusted to 0.8 M (NH4)2SO4, and 
applied to a HiTrap butyl-Sepharose hydrophobic interaction column (GE Health-
care). Proteins were eluted by decreasing the (NH4)2SO4 concentration using a 
step gradient. Each fraction was dialyzed against reaction buffer and assayed for 
tRNase activity with 0.1 µM purified CdiA-CT. The fraction eluting at 0.6 M 
(NH4)2SO4 activated CdiA-CTand was analyzed by SDS-PAGE. This protein frac-
tion (35 µg) was dialyzed into 50 mM ammonium bicarbonate and lyophilized 
for trypsin digestion and liquid chromatography–mass spectrometry analysis. 

Growth Inhibition Activity of CdiA-CT 

E. coli strains X90 ΔsspB and X90 ΔsspB ΔcysK carrying plasmids 
pCH410::sspB or pCH410::sspB(Δ47) (Poole et al. 2011) were transformed with 
plasmid pTrc99a::CdiA-CT/CdiI-DAS, and the resulting cells were grown to 
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mid-log phase in LB supplemented with 150 µg/mL ampicillin and 10 µg/mL 
tetracycline and then diluted to OD600 of 0.05 in fresh LB medium supplemented 
with ampicillin and tetracycline. Cells were grown for 30 min and then adjusted 
to 0.4% L-arabinose to induce the synthesis of SspB or SspB(Δ47). The OD600 
was measured every 30 min following induction to monitor cell growth. Cell 
samples from each culture were removed and fixed with an equal volume of 
ice-cold methanol. Whole-cell RNA was then extracted by GITC-phenol for 
analysis by denaturing polyacrylamide gel electrophoresis. Specific tRNAs were 
also analyzed by Northern blot hybridization using end-labeled oligonucleotide 
probes as described (Hayes and Sauer 2003; Garza-Sánchez et al. 2006). Comple-ánchez et al. 2006). Comple-nchez et al. 2006). Comple-
mentation experiments were performed with E. coli X90 ΔcysK and X90 ΔsspB 
ΔcysK strains carrying plasmid pTrc99a::CdiA-CT/CdiIDAS. These cells were 
made chemically competent and then transformed with plasmid constructs that 
express cysM and cysK variants under control of the L-arabinose-inducible PBAD 
promoter. Transformed cells were selected on LB agar plates supple-A permis-
sive factor for CDI mented with L-arabinose (0.2%), ampicillin (150 µg/mL), and 
tetracycline (10 µg/mL). 

Growth Competition Assays 

Inhibitor and target E. coli strains were grown separately to midlog phase 
(OD600 ~0.5) at 37°C in LB medium without antibiotics. Inhibitor and target 
cells were then diluted to ~3 × 107 colony-forming units (CFU) per milliliter and 
mixed at a 1:1 ratio in 10 mL of fresh LB medium. The coculture was then incu-
bated with shaking in a 125-mL baffled flask at 37°C. Samples were taken at the 
0-h and 4-h time points for serial dilution and quantification of viable cells (CFUs 
per milliliter) on LB agar plates supplemented with the appropriate antibiotics to 
select for either inhibitor or target cells. All inhibitor cells were based on E. coli 
strain EPI100 carrying cosmids pWEB-TNC (CDI�), pDAL866 (CdiAUPEC536), 
pDAL660Δ1-39 (CdiAEC93), and pDAL893 [CdiA(H3193A)UPEC536]. All target 
cells were based on the JCM158 Δwzb background. For the ΔcysK complemen-
tation studies, target cells carrying pTrc99A::cysK (or pTrc99A vector control) 
were grown in 1 mM IPTG prior to coculture with inhibitor cells. 

Cell Surface Immunofluorescence 

Cells expressing UPEC536 CdiA were grown to OD600 ~0.8 in LB medium 
at 37°C with aeration. Cells were harvested by centrifugation and resuspended 
in 0.2 mL of 4% formaldehyde in phosphate-buffered saline (PBS). After fixa-
tion for 15 min at room temperature, the cells were washed twice with 0.2 mL 
of PBS and resuspended in 1% bovine serum albumin in PBS. Rabbit polyclonal 
antisera specific for the CdiA-CT (1:50 dilution) were added and incubated at 
room temperature for 30 min. Cells were washed twice with 0.2 mL of PBS 
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and resuspended in 1% bovine serum albumin in PBS. Anti-rabbit Alexa- Fluor 
488 antibody was added and incubated on ice for 30 min. Cells were washed, 
resuspended in PBS supplemented with 0.02% sodium azide, and pipetted onto 
poly-D-lysine slides. After drying for 5 min, slides were washed three times with 
50 µL of Nanopure water and dried once more. One drop of FluoroGel in TES 
buffer (Electron Microscopy Sciences) was applied, followed by the cover slip. 
Slides were allowed to dry overnight at 4°C prior to fluorescence microscopy. 
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A15

CHEATS AS FIRST PROPAGULES: A NEW HYPOTHESIS FOR THE 
EVOLUTION OF INDIVIDUALITY DURING THE TRANSITION 

FROM SINGLE CELLS TO MULTICELLULARITY58

Paul B. Rainey59,60 and Benjamin Kerr61

Abstract

The emergence of individuality during the evolutionary transition from single 
cells to multicellularity poses a range of problems. A key issue is how variation 
in lower-level individuals generates a corporate (collective) entity with Darwin-
ian characteristics. Of central importance to this process is the evolution of a 
means of collective reproduction, however, the evolution of a means of collective 
reproduction is not a trivial issue, requiring careful consideration of mechanistic 
details. Calling upon observations from experiments, we draw attention to proto-
life cycles that emerge via unconventional routes and that transition, in single 
steps, individuality to higher levels. One such life cycle arises from conflicts 
among levels of selection and invokes cheats as a primitive germ line: it lays the 
foundation for collective reproduction, the basis of a self-policing system, the 
selective environment for the emergence of development, and hints at a plausible 
origin for a soma/germ line distinction.

Introduction

The panoply of plant and animal form that defines life owes much to the rise 
of multicellularity (Conway Morris, 1998). From a genetically diverse range of 
starting positions, independent unicellular lineages have made the transition to 
multicellularity (Bonner, 2000). The most ancient transitions occurred in the major 
lineages of large multicellular eukaryotes approximately 1,000 million years ago 

58   Rainey and Kerr, “Cheats as first propagules: A new hypothesis for the evolution of individuality 
during the transition from single cells to multicellularity,” BioEssays, 2010, Volume 32, Pp. 872-880. 
Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.

59   New Zealand Institute for Advanced Study and Allan Wilson Centre for Molecular Ecology & 
Evolution, Massey University, Auckland, New Zealand. Email: Paul B. Rainey (p.b.rainey@massey.
ac.nz).

60   New Zealand Institute for Advanced Study, Massey University, Private Bag 102904, North Shore 
Mail Centre 0745, Auckland, New Zealand.

61   Department of Biology, University of Washington, Box 351800 Seattle, Washington 98195, 
USA.

Abbreviations: MLS, multi-level selection; WS, wrinkly spreader.
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(Wray, 2001). Multicellularity has also arisen in the ciliates, slime molds, diatoms, 
and certain groups of prokaryotes (Bonner, 2001; Kaiser, 2001; Keim et al., 2004; 
Shapiro, 1998; Tomitani et al., 2006); most recently it has occurred in the  volvocine 
algae (Bonner, 1998; Kirk, 1998; Herron and Michod, 2008; Sachs, 2008).

The evolution of multicellularity involved a hierarchical shift in Darwinian in-
dividuality during which individual cells relinquished their capacity to reproduce 
as independent units and came to reproduce as part of a larger whole (Maynard 
Smith and Szathmary, 1995; Okasha, 2006). Explaining this shift in selection—
from individual cells to groups of cells—poses a range of significant problems. 
Okasha (2006) summarizes: “The challenge is to understand […] transitions in 
Darwinian terms. Why was it advantageous for the lower-level units to sacrifice 
their individuality and form themselves into a corporate body? And how could 
such an arrangement, once first evolved, be evolutionarily stable?” Equally, one 
might focus on the higher level and ask how individuality emerges at the level 
of the corporate body. In placing the emphasis on individuality at the higher 
level (Michod, 1999) there is recognition that individuality is a derived character 
and one that requires an evolutionary explanation (Buss, 1987). The key issue is 
to explain how variation in lower-level individuals generates a corporate entity 
with Darwinian characteristics (Dennett, 1995). In this context we argue that the 
critical problem is the evolution of a means of collective reproduction.

The obvious solution is a life cycle: life cycles involving single-cell bottle-
necks are a ubiquitous feature of multicellular life (Buss, 1987; Wolpert, 1990; 
Wolpert and Szathmary, 2002): life cycles allow collectives to produce offspring. 
Despite their biological significance, the evolutionary origins of life cycles are 
unclear (Buss, 1987; Minelli and Fusco, 2010). Here, informed by experimental 
studies, we draw attention to critical issues and mechanistic problems that lie at 
the heart of life cycle evolution. We suggest solutions—albeit of an unconven-
tional sort—and even go so far as to suggest that one route to a proto-life cycle 
may have been fueled by the tension inherent in levels of selection and may have 
involved cheating genotypes as propagules.

The Multi-Level Selection Framework

Multi-level selection (MLS) theory (Damuth and Heisler, 1998; Heisler and 
Damuth, 1987; Okasha, 2006; Sober and Wilson, 1998) provides a powerful theo-Sober and Wilson, 1998) provides a powerful theo- provides a powerful theo-provides a powerful theo-
retical framework within which to consider major evolutionary transitions. Dur-
ing initial stages of the transition from single cells to multicellularity, the focus 
is individual cells. Given appropriate ecological conditions (Bell, 1985; Boraas 
et al., 1998; Rainey and Rainey, 2003), selection favors the evolution of simple 
undifferentiated groups—arising, for example, from the production of adhesive 
glues (Rainey and Rainey, 2003; Rokas, 2008; Sebe-Pedros et al., 2010, Velicer 
and Yu, 2003). The cause of cooperation (production of adhesive glues) is the 
property of the individual cells. Selection at the higher (group) level affects the 
spread of the trait, but group fitness is nothing more than the average (or sum) of 
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the fitness of the individual cells that comprise the group. From a formal perspec-
tive the spread of cooperation is readily explained by kin selection and traditional 
group selection theory and is encompassed by MLS-1 theory. Within this MLS-1 
framework, the fittest groups are those that contribute the greatest number of 
 individual cells to the next generation (Damuth and Heisler, 1988; Okasha, 2006).

However, the transition to multicellularity is far more than the evolution of 
cooperation. Critical for the evolution of multicellular organisms is the evolution 
of group level adaptations including group reproduction, mechanisms to suppress 
cheating, and the emergence of development and differentiation. The focus of 
attention thus shifts from traits that are defined by the properties of individual 
entities to traits that are the properties of groups of cells. This shift marks a sig-of cells. This shift marks a sig-
nificant alteration in perspective and a move to the MLS-2 framework (Damuth 
and Heisler, 1988). However, in MLS-2, group fitness is defined independently 
of particle fitness. The most successful groups are those that contribute the great-
est number of group offspring to the next generation irrespective of the number 
of cells those groups contain. Thus, fitness in MLS-1 and MLS-2 contexts is 
different: in the MLS-1 context, fitness is the number of offspring particles, 
whereas, in MLS-2, the number of offspring collectives defines fitness. While 
this makes intuitive—and theoretical—sense (Okasha, 2006), it does not amount 
to an explanation: just how individuality transfers from particles to collectives is 
a profound problem.

Theoretical studies of Michod and Nedelcu have made important contribu-
tions, particularly the concept of fitness decoupling: the need—during an evo-
lutionary transition—for fitness at the higher level to become decoupled from 
the fitness of lower level (Michod and Nedelcu, 2003). While being a seminal 
insight, the mechanism by which it comes about is unclear. For example, Mi-
chod (1999) uses a simple model for the evolution of multicellularity that begins 
with “adult” organisms comprised of two cell types (cooperate and defect). Al-
though the adult organisms are capable of producing offspring propagules, the 
production of propagules is not a consequence of adult functionality, but rather 
is dependent on the average fitness of the individual entities of which each adult 
is comprised. As Okasha (2006) remarks, this is “a sort of gray area between 
MLS-1 and MLS-2.” Gradually, as the transition proceeds, fitness becomes “de-
coupled” from the lower level and with this, individuality emerges at the level of 
the adult, to the point where the capacity to leave offspring is a product of adult 
functionality and independent of the reproductive properties of the individual 
cells. While such a scenario describes plausible changes, the model assumes that 
the capacity to leave group offspring is already in place. But how such a new level 
of reproduction emerges requires explanation.

The Evolutionary Emergence of Group Reproduction

From a theoretical perspective the shift from MLS-1 to MLS-2 encapsulates 
an evolutionary transition in individuality. The transition completes when the 
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higher-level entities become Darwinian individuals, that is, when populations of 
these organisms display variation, heritability, and reproduction. Thus, one criti-
cal trait that marks individuality at the higher level is the capacity for groups to 
leave offspring groups.

Reproduction of collectives requires development and a life cycle, which is 
not something that newly formed groups are necessarily born with (Buss, 1987; 
Griesemer, 2000; Minelli and Fusco, 2010). When considering the evolutionary 
origins of such a capability—particularly via natural selection—problems arise. 
The evolution of traits adaptive at a given level of biological organization requires 
the existence—at that level—of the necessary prerequisites for Darwinian indi-
viduality (Dawkins, 1982; Dennett, 1995; Hull, 1980; Lewontin, 1970; Maynard 
Smith, 1988). When the trait whose origin we wish to explain is reproduction we 
face a dilemma: appeals to natural selection would seem to presuppose the exis-
tence of collective reproduction—the very trait whose evolution requires explana-
tion. Griesemer foresaw precisely this problem when he argued that explaining 
the emergence of a new level of organization is necessary before invoking the 
evolution of adaptations specific to that new level (Griesemer, 2000).

Below we outline two adaptive solutions in which individuality emerges at 
the very same moment that the capacity for groups to leave collective offspring 
evolves. However, we also recognize the potential for non-adaptive solutions. 
A third possibility is that evolution of a means of collective reproduction is not 
necessary and that selection on group viability alone is sufficient. This final op-
tion we consider unlikely and explain why in the next section.

The Inadequacy of Viability Selection

The absence of a means of collective reproduction does not mean that selec-
tion cannot act on collectives, but its capacity to do so is limited to selection at 
the level of collective viability. Provided that simple undifferentiated groups can 
evolve repeatedly from the ancestral state (which is readily envisaged), then se-
lection will favor the most viable groups (Figure A15-1A). Although such groups 
are seen by selection, the connection between the consequences of selection at the 
level of groups at one point in time and the properties of groups at a latter point in 
time is lacking. The only connection is via the lower-level entities. It is difficult 
to see how viability selection alone could result in the evolution of true group-
level traits such as the capacity for group reproduction, let alone self-policing, 
development, and differentiation.

Imagine, however, that the viability process operates in tandem with a pro-
cess by which groups are created from the lower-level parts of pre-existing groups 
(Figure A15-1B). For selection to work creatively—and potently—on the higher 
level it is crucial for groups to beget groups. But this returns us to the paradoxical 
situation described above: namely, that the capacity of groups to beget groups 
requires groups to have evolved this capacity.
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Figure A15-1.eps
bitmap

FIGURE A15-1 The role of group reproduction in group adaptation. A: A scenario is 
shown in which loose groups form from individual cells (given as red and blue circles). 
These groups do not beget new groups, nor do they contribute individual cells back to 
the cell population. Natural selection can certainly act on these groups. For example, in 
the picture, groups with more blue cells live longer and therefore the frequency of blue 
cells within groups remains high (this occurs even though the blue cells are at a frequency 
equal to the red cells within the “free cell” population). However, there is no way for 
evolutionary innovations at the group level to propagate through this form of group vi-
ability selection (given finite group lifetimes). For example, it is not the case that groups 
with blue cells are more likely to form in future generations because they have a viability 
advantage at the group level. B: A scenario is shown where group reproduction occurs. 
This opens the door for fecundity selection at the level of groups. In this picture, if a group 
possesses an innovation improving its survival or reproduction, then the innovation can 
be passed on to daughter groups. For example, the production of specialized cell types 
(shown in green) leads to a proliferation of groups with these specialized cells. Such a 
scheme requires both group reproduction and heredity of the developmental program. In 
this figure we surround the constituent cells with a solid outer circle as they now have 
some of the properties associated with a higher-level individual (i.e. differentiation of parts 
and capacity to reproduce). If these groups compete with their free cell cousins and group 
formation confers advantages, then this population could shift from lower-level individuals 
to higher-level individuals, thereby accomplishing a major transition.
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Insights from Experiments

Our experimental work uses populations of the bacterium Pseudomonas 
fluorescens. When propagated in a spatially structured environment, the ancestral 
bacterium diversifies producing a range of niche specialist genotypes (Rainey and 
Travisano, 1998). Among the numerous emergent forms is a class of genotypes 
collectively known as wrinkly spreader (WS), which form a self-supporting mat 
at the air-liquid interface (Figure A15-2).

WS genotypes arise from a wide range of simple mutations that result in 
over-activation of adhesive factors (a cellulosic polymer and a proteinaceous fac-
tor (Spiers et al., 2003; Spiers et al., 2002; Spiers and Rainey, 2005). The overpro-
duction of “glues” causes cells to remain attached after cell division. While there 
is a significant fitness cost to each individual WS mutant (Knight et al., 2006; 
MacLean et al., 2004; Rainey and Rainey, 2003), WS cells nonetheless increase 
in frequency ultimately out-competing the ancestral genotype. They achieve this 
because the cost to individual cells is traded against a benefit that accrues to the 
group of WS cells. It works as follows: the production of adhesive glues means 
that upon binary fission, daughter cells remain linked. Continuing cell division 
causes the population of cells to expand in a single-cell layer across the air-liquid 

Figure A15-2.eps
bitmap

FIGURE A15-2 The rise, fall, and destruction of a simple undifferentiated group. Left: 
The wrinkly spreader mat is the cumulative product of the cooperative interactions of mil-
lions of cells. By working together the cells in the mat colonize the air-liquid interface—a 
niche that is unavailable for the ancestral (broth-colonizing) type. In colonizing this new 
niche the cells of the mat are rewarded with an abundance of oxygen. Middle: When the 
mat becomes too heavy, it collapses into the broth (it is not buoyant). The collapse is has-
tened by the presence of cheating genotypes that grow like a cancer within the mat adding 
no structural strength, but reaping the benefits (access to oxygen). Right: A mat is far more 
than the sum of the individual parts. This photo was taken immediately after disturbing 
(with a brief shake) a microcosm with an intact mat. The mat breaks into many pieces (just 
visible on the bottom) and does not spontaneously reform. While a mat will eventually 
re-emerge, it will do so by a process of growth and development from a limiting inoculum.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

APPENDIX A 415

interface ultimately joining and becoming attached to the edge of the glass vial. 
Once the surface is colonized, the mat grows in thickness, becoming a robust 
structure that is the cumulative product of the cooperative interactions of many 
millions of cells. By working together, the cells in the mat colonize a niche un-
available to the ancestral type. In colonizing this new niche the cells of the mat 
are rewarded with an abundance of oxygen (Rainy and Rainey, 2003).

The evolution of a WS mat involves the evolution of cooperation—de 
novo and in real time—from an ancestral state that is asocial and unicellular. The 
spread of polymer production is readily explained by kin selection (Hamilton, 
1964a, 1964b). Baring mutation, clonal reproduction means that WS mats are 
comprised of individuals whose relatedness is complete, the mat being a clone 
of genetically identical cells. Given mutation, the evolution of cheating (selfish) 
types is to be expected. Such types evolve and grow as a cancer within the mat. 
Cheats do not produce adhesive polymers and therefore grow rapidly—they are 
also highly motile. Provided they arise within the fabric of the mat then they 
reap the benefits of group membership (access to oxygen) while forgoing the 
cost of polymer production: in doing so they make no contribution to the net-
work of polymeric strands required for maintenance of mat integrity. As might 
be anticipated, the cancerous growths compromise the WS mat, and it ultimately 
collapses (Rainey and Rainey, 2003) (Figure A15-2): a classic tragedy of the 
commons (Hardin, 1968).

The emergence of groups leads to questions as to their further evolution. At 
this point, standard (MLS-1) group selection models are invoked, but it becomes 
apparent that such models fail to fit with the biological reality of newly formed 
WS groups. Standard group selection models effectively explain the maintenance 
of cooperation in the face of selfish types that emerge as a consequence of se-
lection at the lower level. In the absence of population structure, selfish types 
ultimately out-compete cooperating types causing their extinction. If population 
structure exists, then cooperating types can be maintained provided there is pe-
riodic dispersal of cells into a global population, reassortment, followed by the 
formation of new groups (Maynard Smith, 1964; Wilson, 1975). This requires 
that the cells within each group periodically switch off traits that determine social 
behavior and then reactivate their expression to form new groups. This requires 
the existence of developmental control—a group-level trait—the evolution of 
which raises the problems discussed above. In the absence of a means of regu-
lating social behavior, newly formed groups are driven extinct by selfish types.

One way forward would be for group reproduction to be effected by an 
external factor, for example, stochastic disturbance of microcosms. Individual-
ity of a kind would therefore be endowed to the groups, but it is difficult to see 
how this haphazard means of reproduction would be effective. Dawkins (Hull, 
1980) comes to a similar conclusion regarding the diffi culty of organismal adapta-comes to a similar conclusion regarding the difficulty of organismal adapta-
tion given reproduction through a type of slapdash fissioning.
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Life Cycles: Solutions and Transitions

For Dawkins, adaptive evolution at the level of the multicellular organism re-
quires a developmental cycle (e.g. multicellular differentiation from a single-cell 
origin each generation). However, to avoid the pitfall of invoking group reproduc-
tion as a precondition for its own evolution any adaptive solution to the evolution 
of a life cycle would appear to require the emergence of a life cycle concomitant 
with the transition in individuality. While seemingly improbable, we outline two 
scenarios, the first arising directly from experimental studies.

Consider the model Pseudomonas populations: the moment the number of 
WS cells become sufficient to form a mat the stage is set for the evolution of 
cheating types. Cheats, while being the nemesis of the mat, are also its potential 
savior. Cheats have characteristics of propagules: they can disperse from the 
mat—like a germ line they can regenerate WS, albeit upon further mutation 
(Figure A15-3). Indeed, in the case of Pseudomonas, the modular nature of the 
genetic architecture underlying the evolution of WS genotypes provides consid-
erable evolutionarily flexibility (Beaumont et al., 2006; McDonald et al., 2009). 
Ancestral genotypes readily give rise to WS genotypes, which in turn lose the 
mat-forming phenotype by simple mutations that suppress production of the 
adhesive glues. The effects of these suppressor mutations can be readily reversed 
by mutations at additional loci (Beaumont et al., 2009). Thus, from the tension 
among levels of selection, a proto-life cycle emerges spontaneously (given ap-
propriate ecological conditions) and with no requirement to invoke group-level 
reproduction as a precondition.

A life cycle that requires mutation to transition the emerging “organism” be-
tween phenotypic states is a far cry from a developmentally regulated life cycle; 
however, its existence is sufficient to allow selection to operate at the level of the 
collective. Indeed, we suggest that the proto-life cycle might provide the basis for 
the evolutionary emergence of development—a “kick-start”—that establishes the 
ecological conditions necessary for the eventual integration of “life cycle” phases 
within a single cohesive organism (Boxes A15-1 and A15-2). Indeed, a recent ex- A15-1 and A15-2). Indeed, a recent ex-A15-1 and A15-2). Indeed, a recent ex-
periment in which P. fluorescens cells were “forced” to transition between groups 
gives reason for optimism. After just four cycles, in two (of twelve) replicate 
lines, genotypes arose that evolved the capacity to switch stochastically between 
states by an epigenetic mechanism (Beaumont et al., 2009).

The emergence of such phenotype switching is a critical event in the 
evolution of developmental control (Schlichting and Pigliucci, 1993; West-
Eberhard, 2003). While the end product remains to be experimentally realized, 
we envisage developmental control emerging as a multi-step process, the first 
stage being the realization of a novel phenotypic state (the mat-forming pheno-
type)—the result of selection in an “extraordinary environment” (Lande, 2009). 
Mutation brings the existing pathway to an expression (and phenotypic) state 
inaccessible to the ancestral genotype (Bantinaki et al., 2007). While adaptive 
in the new environment, the trait is not environmentally responsive. Critical 
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evolutionary events are thus required to “rewire” the organism, such that mat 
formation comes under developmental control. We suggest that continued selec-
tion in an environment that favors alternate phenotypic states (mat-forming and 
cheating) provides such an opportunity. In outlining this scenario we recognize 
both parallels and differences with traditional and emerging ideas surround-
ing the evolution of developmental control (Lande, 2009; Minelli and Fusco, 
2010; Pigliucci et al., 2006; Schmalhausen, 1949; Snell-Rood et al., 2010; 
Waddington, 1942; West-Eberhard, 2003).

Figure A15-3.eps
bitmap

FIGURE A15-3 A putative life cycle for mat-forming bacteria. We start with a single 
bacterium (given in blue) capable of producing an extracellular adhesive. (1) It reproduces 
at the interface between liquid and air (in the case shown, starting at the inner surface of a 
glass tube). Daughter cells stick together because of the adhesive they produce. (2, 3) The 
resulting mat spreads over the liquid’s surface as a single-cell layer. (4) Due to prime access 
to oxygen, a robust mat forms. Mutation generates “cheats” (green cells that do not produce 
any adhesive polymer and grow faster as a consequence). (5) These cheats spread like a 
cancer within the mat and contribute to (6) the collapse of the mat. Because the cheats do 
not produce the adhesive, they are liberated from the mat upon collapse. (7) Back mutation 
from one of these cheats to a mat-producing cell completes the life cycle. Of course, we do 
not imagine such a life cycle playing out in an environment where only a single mat can 
form (like a single tube). Rather, the back mutants from the liberated cheats could establish 
mats in different locations from their parent mat. Here the cell type leading to the death of 
the group also leads to its rebirth. The cheats amount to propagules (‘‘germ line’’), arising 
de novo from the mat-forming ‘‘soma’’ of an incipient multicellular individual.
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BOX A15-1 
Model for the Development of a Single Mat

Here we develop a simple discrete-time model to track differentiation within 
a mat and its eventual collapse. The model follows two cell types: mat formers 
and cheats. We begin by describing the population dynamics within a single mat. 
Assuming that every mat is initialized by a single mat former cell, then over time, 
mutation generates cheats. Let m(t) and c(t) be the sizes of the mat former and 
cheat populations, respectively, in a single mat at time t. Populations within a mat 
grow according to the following branching process (Haccou et al., 2005):
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The sets {X1, X2, X3, . . .} and {Y1, Y2, Y3, . . .} contain independent and identi-
cally distributed (i.i.d.) Poisson-distributed random variables (X~Poisson(βm) and 
Y~Poisson(βc)). The ith mat former has Xi offspring cells, whereas the jth cheat has 
Yj offspring cells. In this model, βm and βc are the average number of offspring cells 
per mat-forming cell and cheat, respectively, per unit of time (β′s are birth factors). 
Because cheats reproduce without contributing to the integrity of the mat, we as-
sume that these cells have a birth rate advantage, i.e. βc > βm. 

The sets {F1, F2, F3, . . .} and {G1, G2, G3, . . .} contain i.i.d. binomially distrib-
uted random variables (F(n)~Binomial(n,μm,c) and G(n)~Binomial(n,μc,m)). Of its Xi 
offspring, the ith mat former has Fi cheating mutants, and of its Yj offspring, the 
jth cheat has Gj mat former mutants. For simplicity, we let the probability of muta-
tion from mat former to cheat (μm,c) and from cheat to mat former (μc,m) be equal:  
μm,c= μc,m= μ (Box A15-2).

The cell dynamics within a microbial mat are given by equations (1) and (2). 
In addition, we assume that any mat has a finite lifetime (t*). The probability that 
a mat collapses at time t* = T is given by:

 Pr(t* = T) = 1−exp{−(αmm(T) + αcc(T))} (3)

Thus, as the number of cells in a mat increase, the mat is more likely to collapse. 
Again, because cheats do not contribute to mat integrity, they have a dispropor-
tionate negative effect on the lifetime of the mat, i.e. αc > αm.

Additional scenarios for the evolution of life cycles that might effect the 
transition from MLS-1 to MLS-2 can be envisaged. Before considering non-
adaptive models for life cycle evolution, we describe an alternative hypothesis in 
which, unlike the model above where the “germ line” is interrupted by mutation, 
here the germ line is uninterrupted by mutation. From the outset such a model is 
appealing because it removes the potentially restrictive requirement of mutation 
for the transition between stages of the life cycle.
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Once again we make use of the model Pseudomonas populations as a vehicle 
for our ideas, but this time we take as the focus of interest the lower-level (cheat-
ing) entities. Consider the cheating type as a totipotent germ line. Imagine that 
during the course of its growth it produces, by chance mutation, a cell type with 
which it interacts, either directly, or indirectly, and which, via that interaction, 
aids its own reproductive output. We might consider this a “helper” type; indeed, 
we might consider the WS genotype an exemplar of such a helper, although in 
so doing we add a level of complexity (and selection) that is not necessary: the 
helper may be any kind of reproductive altruist. An interesting example is pro-
vided by the suicidal altruists of Salmonella typhimurium that die while preparing 
the ground for infection (Ackermann et al., 2008).

Nonetheless, returning to the familiar WS: as the mat forms it becomes infil-
trated by cells of the germ line which reap the advantage that accrues from growth 
at the air-liquid interface. Eventually the mat collapses and the WS lineage goes 
extinct; nonetheless, the germ line remains and in time gives rise to further WS 
types which it again exploits for its own advantage. Such a scenario captures as-
pects of an earlier hypothesis in which the germ line originates as a consequence 
of “other cell lineages altruistically removing themselves from the reproductive 
line to perform some somatic benefit to the organism” (Queller et al., 2000). From 
one perspective, the WS is an extreme altruist, sacrificing its life for the germ line 
(altruism being an indirect consequence of the short-term advantage gained from 
colonization of the oxygen-replete air-liquid interface). From another perspective, 
the WS is an unfortunate pawn, sacrificed by the germ line.

Thus from different starting positions we arrive at essentially the same end 
point: in both, interrupted and uninterrupted models, there exists potential for the 
evolution of a life cycle and with that exists potential to arrest in the germ line 
stage: individuality in an MLS-2 sense is apparent. There are, however, some dif-
ferences. For example, the interrupted model carries with it the initially burden-
some requirement for mutation to mediate the transition between different stages 
of the life cycle, whereas the uninterrupted model requires only one-way mutation 
(to dead-end helper cells). The uninterrupted model thus seems to offer a lower 
hurdle for an evolutionary transition. However, things get more complex when 
one considers a second distinguishing feature, namely the origin of multicellular 
differentiation. The uninterrupted model requires the emergence of extreme al-
truism via mutation in the presence of would-be cheats. On the other hand, the 
interrupted model involves nothing more than the advent of cheats in the face of 
cooperation. We do, however, note that for both models, the reliance on mutation 
sets a lower limit to the number of cells that comprise each collective.

In outlining these two models our intention has been to portray possible sce-
narios for the evolution of life cycles, particularly the selective conditions favor-
ing ecologically distinct phenotypes, that might eventually evolve to come under 
regulatory (developmental) control. The molecular details by which such control 
could emerge are unknown but are likely to depend on non-adaptive processes such 
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BOX A15-2 
Adaptive Developmental Programs in Mat Populations

A life cycle initially dependent upon mutation and fueled by conflicts among 
levels of selection appears understandably restrictive. In particular, there is the 
thorny issue of heritability, which arises from the mutational lottery that determines 
the fate of cells. However, this problem is not as great as it may first seem: the 
critical issue is the rate of transition between states and this rate is heritable. In-
deed, the way a mat consigns cells to different categories via mutation defines its 
developmental program. In turn, this yields the life history of the mat. Thus, we fo-
cus on how changes in mutation rate (μ) affect mat fitness. Here we show how the 
developmental program can be adaptively tuned to specific ecological conditions. 

Mat-level fitness is the ability of the mat to generate offspring mats and is 
proportional to the number of cheats contained in the mat upon its collapse. This 
fitness metric is fully adequate if mats always have the same generation time. 
However, the generation time of a mat is specified (at least probabilistically) by its 
developmental program [Eq. (3) in Box A15-1].

All else being equal, a shorter generation time is beneficial within a growing 
population of mats. However, because cheats simultaneously contribute to mat 
reproduction and expiration, all else is not equal. For instance, if a slightly longer-
lived mat can have many more cheats upon collapse, then it may be advantageous 
to live longer. Different ecological circumstances will favor different developmental 
programs. Here, we consider two ecological conditions. In the first (r-selection), 
sites for mat formation are always available, so there is a premium on a short mat 
generation time. Production of cheats should be adjusted as to maximize growth 
rate within an expanding population of mats. In the second condition (K-selection), 
sites for mat formation are rarely encountered and there is pressure to lengthen 
mat generation time to maximize the absolute number of cheat cells produced 
by a mat. We use the model from Box A15-1 to identify the optimal mutation rate 
under r- and K-selection.

As in Box A15-1, assume a given mat collapses at t*. There are c(t*) cheats 
at this time, which we label c*. Under r-selection, we maximize growth rate of mats 
within a mat population. To do this, we consider the joint distribution of t* and c*. 
Specifically, for any mat, we have:

Pr(t* – T and c* = C) = π(T,C)

Armed with this distribution, the long-term growth rate (r) of a mat population 
with a specified developmental program is given by the solution to the Euler-Lotka 
equation (Euler, 1760; Fisher, 1930; Lotka, 1925):

CT 00
∑∑
∞∞

==
π(T, C) µCE

–rT
=1

For simplicity, we assume that a fraction μ of the cheats mutate back to mat 
formers directly after the mat collapses.

We use a Monte Carlo simulation approach to generate the joint distribu-
tion π. Specifically, we generate 50,000 points (t*, c*)i using equations (1)–(3). An 
example of this joint distribution is shown in Fig. A15-2-1. In the figure we see the 
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life history tradeoff faced by the mat: higher fecundity requires a longer generation 
time. With this joint distribution, we solve the following equation for r:

C e

50,000
1j

rt*

i 1

50,000 j*

∑ µ
=

−

=

We then look for the mutation rate (μ) that maximizes r. For K-selection, we 
search for the mutation rate that maximizes c*.We employ the same Monte Carlo 
approach to generate 50,000 c* values, then we look for the mutation rate that 
maximizes the average c* value. 

Figure A15-2-2 shows the results of this analysis: under rselection, high 
mutation rates are favored; under K-selection, lower mutation rates are favored. 
Under r-selection, longevity is sacrificed for a quick investment in cheats allow-
ing a rapid explosion of mats. Under K-selection, longerlived mats are selectively 
favored to maximize cheat output.

Figure A15-2-1.eps
bitmap

FIGURE A15-2-1  The joint distribution of mat longevity and mat fecundity. These 
points were generated from simulations of mat development given by Eqs. (1), (2), 
and (3)  (βm = 4.0, βc = 6.0, αm = 10-6, αc = 10-5).

Figure A15-2-2.eps
bitmap

FIGURE A15-2-2 Optimal mutation rates in mat development. A: Long-term growth 
(in an r-selected environment) is shown as a function of the mutation probability. 
Here we see higher mutation rates yielding faster growth of lineage of mats. B: Mat 
fecundity (favored in a K-selected environment) is maximized at lower rates of 
mutation. In parts A and B, the parameters of the model are the same as those 
in Fig. A15-2-1.
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as mutation and genetic drift (Lynch, 2007), opportunities for co-option (True and 
Carroll, 202; Wu et al., 2007) (facilitated by mutation and drift) and the existence 
of plasticity (West-Eberhard, 1989, 2003). Under some circumstances it is even 
possible that the plasticity inherent in the genomic and regulatory organization of 
certain unicellular entities might be sufficient to produce a simple life cycle with 
minimal involvement from selection. For example, single cells driven to group 
formation as a mechanism of predation-avoidance might—given an appropriately 
organized and pre-prepared regulatory system—be capable of utilizing gradients 
generated across the colony as a means of, for example, regulating the transition 
between clumping and dispersing behaviors (Hochberg et al., 2008).

An idea like this involving co-option of a life history gene has been sug-
gested to explain the evolution of reproductive altruism in the higher volvocine 
algae (Nedelcu and Michod, 2006). The central idea is that in the ancestral (uni- (Nedelcu and Michod, 2006). The central idea is that in the ancestral (uni-. The central idea is that in the ancestral (uni-
cellular) state expression of the life history gene is conditioned on an environ-
mental cue, but during the transition to multicellularity it evolves to come under 
the control of spatial (developmental) signals. Such a scenario makes a good deal 
of sense and is even supported by studies of regA expression (a regulator of chlo-expression (a regulator of chlo-
roplast expression) in unicellular versus multicellular volvocine algae (Nedelcu 
and Michod, 2006). However, just how such a change comes about—particularly 
the change necessary to bring differentiation under the control of endogenous 
signals—still requires an evolutionary explanation (see Michod et al., 2006 and 
Michod, 2006 for a possible mechanism based on a viability-fecundity tradeoff).

Conclusion

Darwinian transitions in individuality, particularly those originating from a 
fraternal alliance among lower-level entities (Queller, 2000), pose some of the 
most tantalizing problems in biology. Here we have drawn attention to the need to 
explain, in mechanistic terms, how variation in lower-level individuals generates 
a corporate entity with Darwinian characteristics (Dennett, 1995). Our emphasis 
on this issue stems from the recognition that any explanation for the evolution of 
multicellularity from unicells—for the transition between MLS-1 and MLS-2—is 
dependent upon explaining how collectives evolve the capacity to leave collective 
offspring. The life cycle, we argue, is the critical innovation: life cycles decouple 
fitness—they transition individuality.

The unconventional life cycles that span the MLS-1 to MLS-2 juncture are 
founded in experimental reality. The interrupted life cycle model can operate in 
experimental Pseudomonas populations and, via its operation, WS mats can as-
sume the role of “organisms”—organisms whose fitness is measured, not by the 
number of bacterial cells within each mat, but by the number of mat offspring 
left by parents. In advocating this model as one route to a proto-life cycle we 
recognize the irony. Tensions between levels of selection are typically viewed as 
significant impediments to evolutionary transitions (Jablonka and Lamb, 2006; 
Maynard Smith and Szathmary, 1995; Michod, 1996) but our altered perspective 
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reveals a creative role for conflict. This conflict generates in a single step a 
means of collective reproduction, a life cycle, the basis of a self-policing system 
(Boxes A15-1 and A15-2), and ecological circumstances possibly conducive to 
the eventual emergence of development. In addition, the hypothesis provides 
a plausible scenario for the origin of a soma/germ line distinction, and for se-
questration of the germ line by soma—the latter arising from the fact that WS 
“soma” is under strong selection to check increased replication of cheating germ 
line types. In this context it is interesting to note recent ideas on the evolution of 
ageing as a deprivation syndrome driven by the tension between soma and germ 
line (Heininger, 2002)—a tension that perhaps, at least for some evolutionary 
transitions, may have an ancient past. 
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A16

AN ECOLOGICAL AND EVOLUTIONARY PERSPECTIVE 
ON HUMAN-MICROBE MUTUALISM AND DISEASE62

Les Dethlefsen,63 Margaret McFall-Ngai,64 and David A. Relman63,65,66

The microbial communities of humans are characteristic and complex 
mixtures of microorganisms that have co-evolved with their human hosts. 
The species that make up these communities vary between hosts as a result 
of restricted migration of microorganisms between hosts and strong eco-
logical interactions within hosts, as well as host variability in terms of diet, 
genotype and colonization history. The shared evolutionary fate of humans 
and their symbiotic bacteria has selected for mutualistic interactions that are 
essential for human health, and ecological or genetic changes that uncouple 
this shared fate can result in disease. In this way, looking to ecological and 
evolutionary principles might provide new strategies for restoring and main-
taining human health.

Nowhere in the study of human biology are basic concepts changing more 
rapidly than with respect to the human microbiota. Microorganisms were first 
shown to cause disease in humans in the 1800s, and after this finding, the popu-
lar and scientific views of the microbial world became dominated by the quest 
to understand, prevent and cure microbial disease. This led to millions of lives 
being saved through improved hygiene, vaccinations and antibiotics. However, 
most interactions between humans and microorganisms do not result in disease. 
Beneficial host–microbe interactions have been studied for more than a century, 
but it was not until the advent of molecular biology that the pathogen-dominated 
view of human-associated microorganisms began to change. Gene-sequence-
based approaches have recently allowed complex microbial communities to be 
characterized more comprehensively and have removed the constraint of being 
able to identify only microorganisms that can be cultured, greatly increasing 
knowledge about commensal microorganisms and mutualistic microorganisms 
of humans (Aas et al., 2005; Bik et al., 2006; Eckburg et al., 2005; Gao et al., 

62   Reprinted with kind permission from Nature Publishing Group.
63   Department of Microbiology and Immunology, Stanford University, Stanford, California 94305, 

USA.
64   Department of Medical Microbiology and Immunology, Symbiosis Cluster, 4835A
Medical Sciences Center, 1300 University Avenue, University of Wisconsin, Madison, Wisconsin 

53706, USA.
65   Department of Medicine, Stanford University, Stanford, California 94305, USA.
66   Veterans Affairs Palo Alto Health Care System 154T, 3801 Miranda Avenue, Palo 

Alto, California 94304, USA.
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2007; Pei et al., 2004; Verhelst et al., 2004; Zhou et al., 2004; Lay et al., 2005; 
Matsuki et al., 2004; Palmer et al., 2007; Vanhoutte et al., 2004; Zoetendal et al., 
2001) (that is, organisms in a relationship in which one partner benefits and the 
other is unharmed, and organisms in a relationship in which both partners benefit, 
respectively), as well as human pathogens (Leavis et al., 2006; Miragaia et al., 
2007; Callaghan et al., 2006; Robinson and Enright, 2004; Robinson et al., 2006; 
Wirth et al., 2006). Researchers are now finding that host–microbe interactions 
are essential to many aspects of normal “mammalian” physiology, ranging from 
metabolic activity to immune homeostasis (Bäckhed et al., 2004; Cash et al., 
2006; Guarner et al., 2006; Kelly et al., 2004; Martin et al., 2007; Mazmanian 
et al., 2005; Rakoff-Nahoum et al., 2004). With the availability of new tools to 
investigate complex microbial communities and the expanded appreciation for 
the importance of the human indigenous microbiota, this is an opportune time to 
apply ecological and evolutionary principles to improve the current understanding 
of both health and disease.

So far, the human microbiota has not been fully described, but it is clear that 
microorganisms are present in site-specific communities on the skin and mucosal 
surfaces and in the intestinal lumen. Each community contains microorganisms 
from certain families and genera that are found in the same habitat in many or 
most individuals, although at the species and strain levels the microbiota of an 
individual can be as unique as a fingerprint (Eckburg et al., 2005; Ley et al., 
2006; Vanhoutte et al., 2004). The microbial communities of other terrestrial 
vertebrates mainly contain lineages that are related to, but distinct from, those in 
humans (Gong et al., 2007; Maackie et al., 2004; Nelson et al., 2003; Uenishi et 
al., 2007; Wilson et al., 2006). These characteristics indicate that humans have 
co-evolved with their microbial partners. In this review, we examine evolution-
ary and ecological principles that are relevant to these relation- ships, and we 
consider microbial pathogenesis in this context.

Evolution of Mutualism

In the 1960s, evolutionary biologists rejected the idea that natural selection 
would generally favour the good of the species (or any group), because individual 
types with the greatest reproductive success in a population increase in relative 
abundance regardless of the consequences for the population as a whole (Wilson, 
1997). Since then, the evolution of traits that benefit individuals other than the 
trait bearer has been extensively researched, both theoretically and empirically. 
Although the field has been contentious at times, there is now general agreement 
about the conditions that promote cooperation, including mutualism between spe-
cies (Wilson, 1997; Foster and Wenseleers, 2006; Sachs et al., 2004).

Organisms can have traits that contribute directly to their own fitness and 
also incidentally benefit members of another species. When such “by-product 
benefits” occur in both directions, the result is a no-cost mutualism (Sachs et al., 
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2004). For example, plant polysaccharides that are not digestible by humans are 
the main substrates for microbial growth in the colon, whereas butyrate and other 
products of microbial fermentation are important energy sources for the host 
(Flint, 2004; Flint et al., 2007). Intestinal symbionts are selected to be effective 
consumers of available resources through direct effects on their fitness, but this 
also benefits the host because resource competition provides an additional barrier 
to colonization by potential pathogens (Fons et al., 2000; Reid and Bruce, 2006; 
Brook, 2005; Servin, 2004; Tilman, 2004).

If mutualistic by-product interactions such as the example above are possible, 
but not ecologically inevitable, then traits that improve the likelihood or stability 
of a relationship (for example, site-specific attachment molecules) might evolve 
in one or both partners. A species might also evolve to increase its own fitness by 
increasing the fitness of a mutualistic partner (Sachs et al., 2004). For example, 
microbial symbionts that secrete molecules that inhibit host pathogens (known 
as pathogen interference) (Reid and Bruce, 2006; Brook, 2005; Servin, 2004) or 
detoxify compounds that harm the host (Pool-Zobel et al., 2005) can augment the 
lifespan and reproductive capacity of the host, thereby giving the symbionts more 
opportunities to spread. Evolution to increase mutualistic benefits has been called 
“partner fidelity feedback,” and it is strengthened if the same lineages of partners 
interact across multiple generations (Foster and Wenseleers, 2006; Sachs et al., 
2004). Unlike traits that sup-port mutualism incidentally, traits that evolve spe-
cifically to improve mutualism, such as the production of compounds dedicated 
to pathogen interference, can impose a direct fitness cost, although a net benefit 
would be expected in the context of the evolved mutualism (Sachs et al., 2004).

Mutualism-promoting traits with a direct cost for the bearer, however, create 
the potential for “cheating.” When organisms interact to create a shared benefit, 
cheaters are organisms that obtain the benefit without helping to create it. For ex-
ample, a cheating microbial phenotype could result from a mutation that redirects 
resources towards faster growth of the microorganism itself instead of detoxifica-
tion or pathogen interference. The cheater therefore increases its relative fitness 
in a host by avoiding costly contributions towards host fitness while benefiting 
from the improved host fitness that results from the mutualistic contributions of its 
competitors (Foster and Wenseleers, 2006; Sachs et al., 2004). Various evolutionary 
outcomes are possible, including the absence of costly contributions to mutual-
ism, contributions to mutualism that are below the level that would maximize the 
 mutualistic benefit, and the coexistence of mutualists and cheaters in the com-
munity (Doebeli et al., 2004). A possible example of this dynamic balance is that 
certain benefits attributed to probiotic bacterial species are characteristic of only a 
subset of the strains that make up the species (Reid and Bruce, 2006; Servin, 2004). 
For any mutualism that is not cost free, the partners can evolve mechanisms to pro-
tect their relationship from being exploited by cheaters (Wilson, 1997; Sachs et al., 
2004; McFall-Ngai, 2007), and mutualism can be stronger and more stable where 
ecological features limit the potential for exploitation (discussed later).
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The immune system is the most conspicuous set of anti-exploitation adapta-
tions involved in human–microbial symbiosis. The gastrointestinal mucosa is 
intimately associated with the most abundant and diverse microbial communities 
in the human body, but the gut-associated immune system neither controls the 
composition of the gut microbiota nor remains ignorant of it. Instead, specialized 
tissues and cells actively sample the intestinal contents and initiate local immune 
responses that help to confine the microbiota to the gut, avoiding a damaging 
systemic inflammatory response to the microorganisms present in the healthy 
gut (Macpherson et al., 2005). However, if host tissue is damaged (Matzinger, 
2002) or if microorganisms spread to normally sterile sites (Macpherson et al., 
2005), then there is a vigorous systemic response to clear the infection. Therefore, 
microorganisms are free to compete for resources in the gut, generating a robust 
and disease-resistant community (Fons et al., 2000; Tilman et al., 2004), but are 
prevented (usually) from exploiting the host to obtain additional resources. Re-
cent work has also shown that the normal development and activity of the “host” 
immune system is itself a result of mutualistic interactions (Cash et al., 2006; 
Guarner et al., 2006; Kelly et al., 2004; Mazmanian et al., 2005; Rakoff-Nahoum 
et al., 2004).

Humans and their collective microbiota are segmented into many local com-
munities, each comprising an individual human with his or her symbionts. This 
ecological pattern, characterized by strong interactions within distinct local com-
munities and limited interactions or migration between them, is described as a 
metacommunity. Another level of metacommunity organization exists because 
individual humans belong to social groups that tend to share a similar microbiota 
(O’Keefe et al., 2007; Moore and Moore, 1995). At both levels, the metacommu-
nity structure allows selection to occur between the local units (that is, between 
individuals or between social groups), which promotes mutualism and restrains 
cheating within the human–microbe symbiosis (Swenson et al., 2000; Wilson, 
1997). Such selection occurs when a local symbiotic community succeeds or 
fails together, with more successful communities increasing in abundance or 
prevalence relative to less successful communities (Wilson, 1997). For example, 
a human individual or social group that carries a microbiota with strong defences 
against an abundant pathogen is likely to leave more progeny than those lack-
ing such defences. If the progeny tend to carry the parental microbiota, then 
mutualistic microorganisms that make costly contributions to pathogen defence 
are favoured by selection between distinct local symbiotic communities. This 
community-level selection opposes the tendency for cheating non-defenders to 
increase in relative abundance within each local symbiotic community (Wilson, 
1997). The greater similarity of the microbiota within a human family than be-
tween human families (Zoetendal et al., 2001) (and within, rather than between, 
chimpanzee social groups; Uenishi et al., 2007) shows that there is, indeed, a 
shared evolutionary fate. The individualized microbiota of each person has a 
stake in his or her fitness.
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Human–microbe mutualism often involves more than two partners, although 
the same principles apply. For example, the colonic degradation of polysaccha-
rides that provides butyrate for the host is a cooperative microbial process (Flint, 
2004; Flint et al., 2007). Extracellular enzymes from multiple species are required 
for complete hydrolysis of the polymers. In addition, some of the resultant sugars 
are consumed by strains that do not produce extracellular enzymes but provide 
growth factors to strains that do (Flint, 2004). Some fermenters such as Bifido-
bacterium spp. release lactate as waste. Their fermentation efficiency is increased 
by lactate fermenters, such as Eubacterium hallii, that release butyrate as waste, 
and this butyrate is then used by the host (Flint et al., 2007). Sugar-fermenting 
lactobacilli that produce neither hydrolytic enzymes nor growth factors could be 
considered cheaters from the perspective of polysaccharide degradation, but they 
could be considered mutualists of the entire symbiotic community if they inter-
fere with the colonization of pathogens (Servin, 2004). The butyrate-producing 
consortium as a whole is a mutualist of the host and would be favoured by 
community-level selection over consortia producing less-desirable fermentation 
products (Flint et al., 2007). However, selection for mutualistic functional traits 
such as butyrate production cannot entirely determine the composition of the 
microbiota, because communities of different composition can have similar func-
tional characteristics in a given context. Not only selection on community-level 
traits but also competition within the community and chance colonization events 
affect the structure of the microbiota (Dethlefsen et al., 2006).

Human Microbial Communities and Health

The distribution of microorganisms in and on the human body reflects adap-
tations to life on land, which were made about 400 million years ago. Terrestrial 
vertebrates developed skin, lungs, internal fertilization, and protective membranes 
around the embryo. The skin became relatively impermeable, and mucous mem-
branes were confined to protected sites. Because microorganisms generally thrive 
only in moist environments, these adaptations to a mostly dry environment have 
shaped the abundance, location and phenotypes of human-associated microor-
ganisms and have limited the exchange of microorganisms between individuals.

The current understanding of the human microbiota relies heavily on culti-
vation-based approaches and therefore is biased and incomplete. Although im-
perfect, molecular approaches that identify microorganisms from small-subunit 
(16S) ribosomal RNA gene sequences offer advantages over cultivation. The 16S 
rRNA gene is typically chosen because it is present universally and can provide 
a taxonomic identification ranging from the domain and phylum level to ap-
proximately the species level. However, these methods have been used to study 
human microbial ecology for only a decade, and the available data are limited. 
There are few deep surveys of microbial-community membership in any human 
habitat and even fewer assessments of functional potential or activity. In general, 
16S rRNA gene-sequence data have been collected from one site in a few humans 
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at one time, representing a narrow range of health and disease states (Bik et al., 
2006; Pei et al., 2004; Verhelst et al., 2004; Zhou et al., 2004), although there 
are studies that include several temporal or spatial samples per individual (Aas 
et al., 2005; Eckburg et al., 2005; Gao et al., 2007; Young and Schmidt, 2004). 
Sequence-dependent approaches that are less labour-intensive but yield lower-
resolution data have been applied to a larger number of individuals, at various 
time points and under various conditions (Lay et al., 2005; Matsuki et al., 2004; 
Vanhoutte et al., 2004; Zoetendal et al., 2001; Li et al., 2004). Even so, the mi-
crobial communities associated with only a small proportion of the diversity of 
human genotypes, lifestyles, diets and diseases have been investigated. One high-
throughput method for obtaining information about bacterial communities is to 
use phylogenetic microarrays, which yield high-resolution data, but this method 
also depends on adequate 16S rRNA gene-sequence databases (Palmer et al., 
2007). Like these microarray studies, metagenomic and proteomic analyses are 
just beginning to be published (Gill et al., 2006; Klassens et al., 2007). Technical 
and ethical constraints restrict sampling from humans; therefore, model systems 
will continue to be important, and examples of these are listed in Table A16-1.

Despite the limited data available, analyses of the human microbiota have 
revealed intriguing features. Most of the phylogenetic diversity is found in shallow, 
wide radiations in a small subset of the known deep lineages (Ley et al., 2006). 
Specifically, there are more than 50 bacterial phyla on Earth, but human-associated 
communities are dominated by only 4 phyla (Firmicutes, Bacteroidetes, Actino-
bacteria and Proteobacteria), with 9 other phyla (Chlamydiae, Cyanobacteria, 
Deferribacteres, Deinococcus–Thermus, Fusobacteria, Spirochaetes, Verrucomi-
crobia, and the candidate phyla TM7 and SR1) found in some sites and individu-
als (Figure A16-1). In contrast to the paucity of phyla represented, the human 
microbiota contains an abundance of species and strains. Uniform probabilities 
of speciation and extinction over time would result in an exponential increase 
in the number of lineages throughout evolution. However, in humans, there is 
a marked excess of phylotype diversity at the species and strain level compared 
with the trends in more inclusive taxa (Figure A16-2); there are similar patterns 
in other vertebrate hosts (Ley et al., 2006). This finding might reflect a long his-
tory of stability in the types of microbial niche associated with terrestrial animals, 
together with factors (such as host heterogeneity and metacommunity structure) 
that promote diversification among organisms in similar niches. In contrast to the 
remarkable diversity of bacterial species, a striking but unexplained finding is that 
the only Archaea found frequently in humans are several species of methanogens. 
Methanobrevibacter smithii is abundant in the colon of some humans (Eckburg 
et al., 2005; Gill et al., 2006). Also, Methanobrevibacter oralis and close rela-
tives can be found within the subgingival crevice in the human mouth but only in 
the setting of moderate to severe disease (Lepp et al., 2004). Overall, the human 
 microbiota is similar to that of other mammals at the phylum level, but most bacte-
rial families and genera seem to be distinct (Figure A16-3).
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Figure A16-1.eps
bitmap

FIGURE A16-1 Site-specific distributions of bacterial phyla in healthy humans. The 
area of the chart for each site represents the average number of distinct phylotypes (ap-
proximate species-level taxa, based on 16S rRNA gene-sequence analysis) per individual. 
(The mean number of phylotypes per individual is shown in parentheses; 3–11 individuals 
were studied per habitat.) The coloured wedges represent the proportion of phylotypes 
belonging to different phyla. More than 50 bacteria phyla exist, but human microbial com-
munities are overwhelmingly dominated by the 4 that are shown. The relative abundance 
of these phyla at most sites tends to be consistent across individuals: for example, in 
almost all humans studied so far, Bacteroidetes and Firmicutes predominate in the colon. 
By contrast, the composition of the vaginal microbiota is more variable; most women 
have a preponderance of Firmicutes with few other representatives, whereas a minority 
of women have a preponderance of Actinobacteria with few other representatives. An 
estimated 20–80% of human- associated phylotypes (depending on habitat) are thought to 
have eluded cultivation so far. Data taken from Aas et al., 2005; Bik et al., 2006; Eckburg 
et al., 2005; Gao et al., 2007; Pei et al., 2004; Verhelst et al., 2004; Zhou et al., 2004).
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Figure A16-2.eps
bitmap

FIGURE A16-2 Patterns of human-associated microbial diversity. a, Lineage-by- distance 
analysis of 16S rRNA gene-sequence data from human microbial communities in specific 
habitats. The x axis shows the percentage difference threshold (Olsen correction), over 
1,241 nambiguously aligned positions of near full-length 16S rRNA gene sequences, for 
delineating separate lineages. The y axis shows the number of distinct lineages that exist 
at the distance threshold. If speciation and extinction occur with constant probabilities 
as 16S rRNA gene sequences diverge, this would result in an exponentially increasing 
number of lineages with diminishing evolutionary distances between them (a straight line 
on a semi logarithmic plot). Such a pattern seems to hold from the phylum level (largest 
distances between lineages) to approximately the species level. However, relative to this 
trend, all sites have an excess of recently diverged lineages. The excess lineages accumu-
late in the range of 16S rRNA gene divergence that is typically associated with species 
and strains. The inset depicts a portion of the same data at a larger scale. Samples were 
taken from 3–11 individuals, depending on the site. Data taken from refs 1–5. b, When 
displayed as a dendrogram, 16S rRNA gene-based patterns of microbial diversity in soil 
and aquatic environments generally resemble the tree shape on the left, with new branches 
arising at all distances from the root. Patterns of diversity in vertebrate-associated com-
munities resemble the tree shape on the right, with few branches arising close to the root 
and many branches arising close to the branch tips.
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Figure A16-3.eps
bitmap

FIGURE A16-3 Relation-
ships between bacterial 16S 
rRNA gene sequences from 
the intestinal microbiota of 
animals. A set of aligned, 
high-quality, full-length 
sequences was obtained from 
 Greengenes. (DeSantis et 
al., 2006) Sequences derived 
from one human stool sample 
and caecal samples from one 
mouse family were chosen 
to obtain approximately the 
same number of sequences 
as obtained from multiple 
studies of the bovine rumen 
and pig caecum and colon 
(range 617–748 sequences per 
host species). a, A neighbour-
joining tree was created 
from 1,241 unambiguously 
aligned positions in all 2,735 
sequences, with selected taxa 
indicated. Mollicutes, Lacto-
bacillaceae and Clostridium 
clusters IV and XIVa are 
within the irmicutes (Collins 
et al., 1994). b, Host- specific 
trees were created with the 
same topology as the entire 
tree, shown in part a, but they 
depict only the sequences 
derived from the indicated 
host species. Branches shared 
with at least one other host 
species are shown in black, 
and branches specific to a 
single species are coloured. 
The same phyla and classes 
predominate in these animals 
(evident from the overlapping 
tree topologies and shared 
branches), although their 
relative abundances vary. By 
contrast, most genera and 
many families are specific to a 
single host species (coloured 
branches).
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Multiple samples of the microbiota that are taken separated in time or space 
from a single body habitat within one individual are generally more similar to 
each other than they are to samples from the same habitat in another individual 
(Eckburg et al., 2005; Matsuki et al., 2004; Vanhoutte et al., 2004), although tem-
poral variation in the skin microbiota of an individual is as great as the variation 
between individuals (Gao et al., 2007). In addition, the bacterial communities 
at a given site are more similar between human family members than between 
unrelated individuals (Zoetendal et al., 2001), but more studies are necessary 
to distinguish the effects of genetic relatedness and a shared early environment 
(Dethlefsen et al., 2006). Antibiotics can markedly affect the composition of the 
microbiota in the short term, with most (but not all) families and genera of gut 
microorganisms returning to typical levels within weeks of exposure (Young et 
al., 2004; Jemberg et al., 2005). However, pathogens can exploit the reduced 
competitiveness of a community disturbed by antibiotics, thereby establishing 
themselves in the host (Brook, 2005; Pepin et al., 2005). The degree to which the 
unique bacterial communities of an individual are re-established after antibiotic 
treatment is unclear, but particular antibiotic-resistant strains that colonize or 
evolve during treatment can persist for years (Lofmark et al., 2006; Sjolund et 
al., 2005).

A human infant acquires its microbiota from the environment. In humans, 
symbionts are not vertically transmitted (that is, transmitted through the germ 
line), as they are in some invertebrate animals. Colonization, succession and 
diversification occur within characteristic windows of time in the various mi-
crobial habitats in the body, ranging over the first weeks, months or years of life 
(Palmer et al., 2007; Kolenbrander et al., 2006; Savage, 2005). The composition 
of faecal communities in early infancy, for example, is dynamic and reflects op-
portunistic environmental exposures, especially to the mother. The introduction 
of solid foods then begins the transition to an individualized, adult-like micro-
biota (Palmer et al., 2007). The assembly of bacterial communities on tooth 
surfaces also follows a consistent pattern as teeth emerge (Canfield et al., 2000), 
as well as after the removal of pre-existing biomass (that is, plaque) (Li et al., 
2004;  Kolenbrander et al., 2006). The horizontal transfer of microorganisms to 
every human generation favours strains that are locally abundant at that time (for 
example, those present in parents and kin), but colonization remains somewhat 
stochastic (Dethlefsen et al., 2006). The mixing of lineages from different sources 
that occurs during community assembly is analogous to the reassortment of pa-
rental alleles during sexual reproduction (Swenson et al., 2000), and it promotes 
the adaptation of community composition to local conditions and the rapid spread 
of beneficial strains. However, strains that become locally abundant by cheating 
can also spread.

Competition for niches within the human microbiota is ubiquitous and oc-
curs together with the selective forces that promote mutualism in the community 
as a whole. Microorganisms can even compete and cooperate simultaneously. 
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For example, Bacteroides thetaiotaomicron and M. smithii facilitate each other’s 
growth by complementary energy metabolism, while competing for nitrogen 
(Samuel and Gordon, 2006). Cooperatively crosslinked biofilms containing multi-
ple species promote the colonization of tooth surfaces, even while the constituent 
species compete with each other for individual binding sites (Kolenbrander et al., 
2002). Symbionts that are highly prevalent and abundant probably have effective 
mechanisms for competing for resources: for example, B. thetaiotaomicron (Xu et 
al., 2003) and Bifidobacterium longum (Schell et al., 2002) have a wide variety of 
inducible genes encoding factors involved in the binding, uptake and degradation 
of plant- and host-derived polysaccharides. Competition within the human micro-
biota involves not only resources but also interference; that is, the direct inhibition 
of one strain by another in a resource-independent manner. In some cases, the 
metabolic byproducts of one species (such as lactate or short-chain fatty acids) 
inhibit other microorganisms. In other cases, dedicated compounds are generated 
solely because of their inhibitory effect: for example, reactive oxygen species and 
the peptide antibiotics known as bacteriocins (Brook, 2005; Servin, 2004). The 
immediate fitness costs and context-dependent benefits of dedicated interference 
compounds result in selection for diversity: for example, the capacity to produce 
and resist bacteriocins evolves rapidly among closely related strains (Czárán et 
al., 2002; Gordon et al., 1998). Both resource competition and interference com-
petition contribute to the resistance of the intact microbiota to colonization by 
pathogens (Fons et al., 2000; Reid and Bruce, 2006; Brook, 2005; Servin, 2004).

Microbial Evolution and Human Disease

Microbial symbionts occupy a complex adaptive landscape. Many traits af-
fect fitness, and many different trait combinations can generate a local optimum 
fitness (that is, a fitness peak). Natural selection generally acts on subtle pheno-
typic differences to move microorganisms ‘uphill’ towards a fitness peak, but 
larger changes can move an organism onto the slope of a different fitness peak 
(Figure A16-4). The fitness of a symbiont depends on environmental features that 
can change, such as the coexisting microbiota, the diet of the host, and which 
species and even particular individual is the host. Thus, the adaptive landscape 
is dynamic. 

Changes in the genotype or environment of a non-pathogenic symbiont can 
result in the invasion of host tissue. The usual outcome is then an immune re-
sponse that eliminates the infection. This high rate of microbial mortality imposes 
a strong selective pressure: the rare changes that enable a symbiont to survive 
such a challenge would involve avoiding immune recognition or circumventing 
immune control, at least until some progeny have been transmitted to a new 
host. Alternatively, changes that increase the opportunities for a non-pathogen 
to be transmitted to a new host reduce the dependence of the microorganism on 
the fate of the current host. In this case, the selective pressures on the fitness of 
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Figure A16-4.eps
bitmap

FIGURE A16-4 Adaptive landscapes. The plane is a conceptual representation of the 
multidimensional phenotypes that are available to a microorganism. The height of the 
surface above the plane represents the fitness of the corresponding phenotypes in a given 
ecological context, including biotic and abiotic components of the environment. In a given 
environment (context A, upper panel), for mutations that have a small effect, a phenotype 
(circle) under natural selection will tend to evolve along the steepest path uphill towards 
higher fitness (solid arrow), eventually moving the mean phenotype of a population to a 
local fitness maximum. Mutations that have a large effect, such as horizontal gene trans-
fer, can shift a phenotype to the slope of a different fitness peak (dashed arrow).This can 
markedly alter the outcome for the host; for example, it can result in pathogenesis instead 
of mutualism. The valley separating the peaks represents phenotypes of low fitness, such 
as those that are likely to elicit an immune response but lack the adaptations necessary 
to survive it. For a given phenotype, a change in context (for example, a change in host 
diet, alterations in coexisting microbial populations, or transfer to a different host or host 
species; context B, lower panel) can have subtle or marked effects on fitness. A phenotype 
near a fitness peak in context A might be in a valley of low fitness in context B. If the 
microorganism survives, the subsequent course of evolution might depend on the direction 
of phenotypic change caused by the next mutation.
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the symbiont are less constrained by the need to preserve host fitness as well. 
In either case, the microorganism can begin adapting towards a fitness peak as 
a pathogen. 

All human microbial symbionts must be able to establish themselves in new 
hosts. The adaptations of mutualistic or commensal microorganisms towards 
this end can facilitate a pathogenic lifestyle as well. For example, the biochemi-
cal mechanisms for sensing host environments, interacting with host surfaces 
and even communicating with the host are often the same in human pathogens, 
commensal microorganisms and mutualistic microorganisms (Callaghan et al., 
2006; Sperandio et al., 2003; Shiner et al., 2005; Rendon et al., 2007). Not sur-
prisingly, many common human pathogens are closely related to non-pathogenic 
symbionts: examples are found in the genera Staphylococcus, Streptococcus, 
Neisseria and Enterococcus, and in the family Enterobacteriaceae (Leavis et al., 
2006; Miragaia et al., 2007; Callaghan et al., 2006; Robinson and Enright, 2004; 
Robinson et al., 2006; Wirth et al., 2006). It is not coincidental that these taxa 
tolerate the aerobic environment between hosts, whereas the more abundant, but 
less aerotolerant, taxa of the colon have fewer known pathogens as close relatives. 
The greater ability of aerotolerant taxa to be transmitted to a new host weakens 
the selection for mutualism in the current host (Foster and Wenseleers, 2006; 
Sachs et al., 2004). In general, the pathogenic phenotypes in taxa that contain 
abundant nonpathogenic symbionts have multiple evolutionary origins (Leavis 
et al., 2006; Miragaia et al., 2007; Callaghan et al., 2006; Robinson and Enright, 
2004; Robinson et al., 2006; Wirth et al., 2006), emphasizing that pathogenicity 
is not necessarily a considerable evolutionary barrier for microorganisms. By 
contrast, other pathogens have originated only once (Wren, 2003; Monot et al., 
2005), but the continued emergence of new diseases is a reminder that there might 
be many unoccupied pathogen fitness peaks at present. 

The evolution of pathogen virulence has received considerable attention, 
largely centred on the paradox that pathogens both harm and depend on their 
hosts (Brown et al., 2006). The view that highly virulent pathogens originated 
recently, with selection inevitably reducing virulence over time, has been sup-
planted by the realization that there is an optimal level of virulence (for the 
pathogen) that depends on the biology of its host interactions (Brown et al., 2006; 
Woolhouse et al., 2002). For example, if pathogen transmission is inherently 
damaging to the host (as occurs with Salmonella enterica serovar Typhimurium; 
Wickham et al., 2007), then selective pressure on the pathogen balances the ben-
efit of higher transmission against the loss of host viability as a result of higher 
virulence. By contrast, pathogens with environmental reservoirs (for example, 
Vibrio cholerae), transmission vectors (for example, Plasmodium falciparum) or 
environmentally resistant propagules (such as spores; for example, Clostridium 
tetani) might be able to afford a higher level of virulence than those that depend 
on direct transmission (Walther and Ewald, 2004). For pathogens that depend on 
normal host activity for transmission, such as sexually transmitted pathogens (for 
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example, Chlamydia trachomatis and Treponema pallidum), low virulence and/
or long latencycan promote the spread of pathogen. In host populations with a 
reduced potential for pathogens to encounter new hosts, the optimal virulence is 
reduced to allow the host to survive long enough to ensure pathogen transmission 
(Boots and Mealor, 2007).

The observed level of virulence for a pathogen, however, does not necessarily 
correspond to its evolutionary optimum. Many pathogens are zoonotic (that is, 
transmitted from animals to humans) (Taylor et al., 2001) and can be adapted to 
a low-virulence niche in their primary host; an example is enterohaemorrhagic 
Escherichia coli in cattle (Naylor et al., 2005). Unless transmission by humans 
contributes to the evolutionary success of the pathogen, excessive (or suboptimal) 
virulence in humans exerts no selective pressure on the microorganism. Com-
petition between different strains of a pathogen (as a result of co-infection, as 
occurs with Plasmodium spp., or in-host evolution, as occurs with human immu-
nodeficiency virus) can affect virulence, because an optimally virulent pathogen 
(as measured by transmission success) might not be the best competitor during 
mixed infections in a single host (Read and Taylor, 2001). A rapidly replicating, 
excessively virulent strain might kill the host or provoke a successful immune re-
sponse before transmission of a co-infecting, less virulent strain, even if the latter 
strain is optimally virulent when infecting a host alone (Read and Taylor, 2001). 
Competition between pathogens can also decrease virulence. The production of 
extracellular iron-scavenging molecules (known as siderophores) contributes to 
the virulence of many bacterial pathogens, but cheating lineages that consume 
siderophores without producing them reduce virulence, thereby benefiting the 
host (West and Buckling, 2003). The diverse biology of host–pathogen and patho-
gen–pathogen interactions precludes simple predictions about the effect of inter-
pathogen competition on virulence (Read and Taylor, 2001; Gardner et al., 2004). 

The importance of opportunity for the origin of pathogens is emphasized by 
a recent analysis of the 25 infectious diseases that cause the most human death 
and disability (Wolfe et al., 2007). The preferred host of a pathogen is thought 
to change most easily to a species closely related to the current host (Woolhouse 
et al., 2001). Indeed, although primates constitute only a small proportion of all 
animal species on Earth, they are the origin of a large proportion of these serious 
human diseases. However, an even larger proportion of these diseases originated 
from domestic animals, reflecting greater opportunities for the symbionts of do-
mesticated species to be transmitted to humans (Wolfe et al., 2007). With the ad-
vent of agriculture, changes in human populations simultaneously created a new 
niche for deadly pathogens. Ten of these 25 major infectious diseases could have 
arisen only after urbanization, because they depend on human–human transmis-
sion and quickly kill infected individuals or leave them with lifelong immunity 
(Wolfe et al., 2007). Such “crowd” diseases could not have survived in the small 
dispersed human societies present before agriculture. Common pathogens derived 
from human mutualistic microorganisms have also exploited these changes in 
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the human population, with many clonal lineages being disseminated globally 
(Leavis et al., 2006; Miragaia et al., 2007; Callaghan et al., 2006; Robinson and 
Enright, 2004; Robinson et al., 2006; Wirth et al., 2006). 

Urbanization and global travel have eroded some of the barriers to microbial 
transmission between social groups that contribute to the metacommunity struc-
ture of the human–microbe symbiosis. The diminished fidelity of host and sym-
biont lineages to each other (both within and between generations) and reduced 
opportunities for community-level selection between human social groups have 
reduced the strength of selection for mutualism. Microbial cheaters that allocate 
resources to their own growth and dissemination instead of pathogen interference 
or other costly contributions to host fitness can now spread globally, instead of 
merely within a tribe. Symbionts that colonize an infant who resides in an urban 
area include many microorganisms that are not derived from the infant’s relatives, 
much less from an extended kin group with a consistent lifestyle and geographic 
range over generations. This disruption of co-evolved mutualism between humans 
and human microbiota, as a result of changes in human ecology, contributes to 
the increasing prevalence of chronic and degenerative disease in industrialized 
countries (Guarner et al., 2006; O’Keefe et al., 2007).

Paths Forward

Researchers have only just begun to describe the microbial communities that 
are associated with humans and the extent of the interactions between host and 
microbiota. Understanding this symbiotic “landscape” will require research that 
spans the biological hierarchy from molecules to communities and is informed 
by ecological and evolutionary theory. Only with an integrated approach will it 
be possible to comprehend the complex ecology of human health and the many 
ways in which interactions between humans and microorganisms can go awry.

The first step in improving our understanding is to describe the composition 
of microbial communities in each habitat of the human body and how this var-
ies over time, among individuals and with respect to variables such as diet, host 
genotype and health status. This project is now in its early stages, with the first 
successful forays having laid the groundwork for more ambitious studies, such 
as the Human Microbiome Project.

Several recent studies highlight remarkable examples of how a co-evolved 
microbiota can markedly affect host biology at the molecular level (Bäckhed et 
al., 2004; Cash et al., 2006; Guarner et al., 2006; Kelly et al., 2004; Martin et 
al., 2007; Mazmanian et al., 2007; Rakoff-Nahoum et al., 2005), and these find-
ings call for a complete re-examination of human physiology and immunology 
(McFall-Ngai, 2007). Attributes that were assumed to be human traits have been 
shown to result from human–microbe interactions.

Although human studies are essential, the technical and ethical limitations 
of carrying out experiments and obtaining samples from humans mean that 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

442 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

experimental model systems also need to be used. These two approaches offer 
complementary information. The relevance of human studies is clear. But experi-
mental model systems have two main advantages: they highlight evolutionarily 
conserved features that are likely to be crucial for function, and they show di-
versity (how a single ‘goal’ is accomplished differently), thereby exposing the 
essence of a characteristic. Models for the study of symbioses range from binary 
relationships between an invertebrate and one microbial species to complex 
vertebrate systems involving consortia of microorganisms (Table A16-1). For 
models with complex consortia, gnotobiotic techniques are used to manipulate 
the symbiosis experimentally. By contrast, using simpler consortia facilitates the 
molecular dissection of interactions in the intact natural setting. The genetic tools 
available for some model hosts allow the identification of genes and proteins that 
control host responses and manage the consortia.

From the microbial perspective, the host is a simply a complex environ-
ment — the distinction between human health and disease is important only as 
far as it affects microbial fitness. To think that we can intervene effectively in 
human–microbe relationships without considering microbial ecology and evolu-
tion is folly, as demonstrated by the spread of anti bioticresistant microorganisms 
(Leavis et al., 2006; Miragaia et al., 2007; Robinson and Enright, 2004; Robinson 
et al., 2006; Lofmark et al., 2006; Sjolund et al., 2005) and by the connections 
between some modern diseases and alterations in the human microbiota (Guarner 
et al., 2006; O’Keefe et al., 2007). The principles and mechanisms that underlie 
microbial community structure and host–symbiont relationships must become 
incorporated into our definitions of human health. It will be crucial to consider the 
role of microbial communities, and not just individual species, as pathogens and 
mutualists (Lepp et al., 2004). Moreover, one of the goals of medical intervention 
during disease should be minimizing damage to the health-associated homeo-
stasis between humans and their microbiota. Medical and general educational 
curricula will need to be modified accordingly. 
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disturbances, and how these changes compare with baseline temporal varia-
tion. We examined the distal gut microbiota of three individuals over 10 mo 
that spanned two courses of the antibiotic ciprofloxacin, analyzing more than 
1.7 million bacterial 16S rRNA hypervariable region sequences from 52 to 
56 samples per subject. Interindividual variation was the major source of 
variability between samples. Day-to-day temporal variability was evident 
but constrained around an average community composition that was stable 
over several months in the absence of deliberate perturbation. The effect of 
ciprofloxacin on the gut microbiota was profound and rapid, with a loss 
of diversity and a shift in community composition occurring within 3–4 d of 
drug initiation. By 1 wk after the end of each course, communities began to 
return to their initial state, but the return was often incomplete. Although 
broadly similar, community changes after ciprofloxacin varied among sub-
jects and between the two courses within subjects. In all subjects, the com-
position of the gut microbiota stabilized by the end of the experiment but 
was altered from its initial state. As with other ecosystems, the human distal 
gut microbiome at baseline is a dynamic regimen with a stable average state. 
Antibiotic perturbation may cause a shift to an alternative stable state, the 
full consequences of which remain unknown.

All mammals have evolved in the presence of a complex and intimately as-
sociated microbial ecosystem, with the highest cell densities found in the gut. 
The vertebrate gut was no doubt a microbial habitat even before the origin of 
mammals; during thislong coevolutionary history, distinct lineages of bacteria 
arose that are specialized for the gut habitat. Because the gut microbiota tends 
to be shared within families (Turnbaugh et al., 2009), these lineages can expand 
their habitat by enhancing the fitness of their hosts. Mammalian hosts have come 
to depend on microbial activities to assist digestion, provide vitamins, resist 
pathogens, and regulate metabolism and the immune system. Thus, there has been 
and continues to be selection for mutualism between the microbiota and its host 
(Dethlefsen et al., 2007; Ley et al., 2006).

Many aspects of the modern world influence the interactions of humans 
with their microbiota in ways that are unprecedented in our evolutionary history. 
These factors include urbanization, rapid global mobility, highly processed diets, 
improved sanitation and hygiene, nonfamilial child care, and medical therapies, 
especially antibiotics (Dethlefsen et al., 2007). There are a number of concerns 
related to the impact of antibiotics on the human microbiota. One is the spread of 
antibiotic resistance among pathogens, which is facilitated by transfer from and 
between mutualists (Salyers et al., 2004; Sommer et al., 2009). More generally, 
there is a concern that altering the composition of the microbiota will interfere 
with some of the human–microbe interactions that are integral to human physi-
ology (Blaser and Falkow, 2009). Although most courses of antibiotics result in 
no immediate signs or symptoms, acute (Beaugerie and Petit, 2004) and chronic 
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(Flöistrup et al., 2006; Marra et al., 2006) health problems are associated with 
antibiotic use. The hygiene hypothesis asserts that increasing rates of autoimmune 
disorders in the developed world, such as asthma and inflammatory bowel dis-
ease, are related to the disruption of the normal interactions within and between 
the human microbiota and the host (Gaumer et al., 2006).

The dynamics of a single complex community over time can reveal more 
about interactions between community members than a collection of one-time 
snapshot samples from distinct communities in similar habitats. The interpersonal 
variation in the composition of the human microbiota implies that the same spe-
cies may occupy somewhat different niches in different individuals and have dif-
ferent linkages to other taxa, thus displaying different responses to disturbance. 
However, averaging the effects of a disturbance across multiple individuals may 
inappropriately treat these diverse phenomena as a single, albeit noisy phenom-
enon. In contrast, measurements within an individual over time may reveal the 
range of variation possible in a system governed by the same set of interactions. 
Time series that span an experimental intervention in a complex community can 
be particularly useful, because the hypothesized relationships can be examined 
in potentially different states.

We present here a cultivation-independent survey through time of the com-
position of the distal gut microbiota of three individuals before, during, and after 
two exposures to the same antibiotic (in this case, ciprofloxacin). The findings 
reveal a dynamic ecological system with considerable resilience but also suggest 
that, in some cases, the system retains a memory of past disturbance; in all cases, 
repeated disturbance led to a persistent regime shift.

Results

We monitored bacterial communities in the distal gut of three subjects (D, E, 
and F) by collecting stool samples (52–56 per subject) over a 10-mo interval, dur-
ing which time these subjects took two 5-d courses of the antibiotic ciprofloxa-
cin (Cp) separated by 6 mo. Samples were collected daily for two 19-d periods 
surrounding each Cp course and weekly or monthly at other times (Table S1). 
Analysis of 18 samples before, during, and after the first Cp course in subjects 
A–C from the same study has been reported previously (Dethlefsen et al., 2008).

Colony Counts in the Presence of 0, 1, and 10 μg/mL Cp

Aliquots of fresh stool samples from immediately before, immediately after, 
and 4 wk after each Cp course were diluted and plated in duplicate on aerobic 
trypticase soy agar medium containing no, low, or high levels of Cp (0, 1, and 
10 µg/mL Cp). The density of cells capable of growth in these conditions ranged 
from 1.3 × 104 cfu/mL to 1.6 × 107 cfu/mL at times not associated with Cp and 
from 7.5 × 103 cfu/ mL to 2.2 × 105 cfu/mL immediately after Cp (Table S2). 
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The concentration of cultivable cells increased during the first Cp in subject D 
and then, fell over the next 4 wk. For the second Cp in D and both courses in 
the other two subjects, the cultivable population decreased by ~1–2 log with Cp 
administration and increased again over the subsequent 4 wk. The proportion of 
cultivable cells that were capable of growth in 10 µg/mL Cp was increased by 
Cp and fell over the subsequent 4 wk in all instances. The same pattern was ob-
served in most cases for cells capable of growth in 1 µg/mL Cp. For both courses 
in subjects D and F, the concentrations of bacteria capable of growth at both low 
and high Cp concentrations at 4-wk posttreatment were greater than they had 
been immediately before Cp exposure.

Sequencing Depth and Community Diversity

From PCR amplicons spanning the V1, V2, and V3 hypervariable regions 
of the 16S rRNA gene, 1.76 million pyrosequencing reads (5,901–41,901 per 
sample) (Table A17-1) were clustered into 2,582 reference operational taxonomic 
units (refOTUs; 1,610–2,019 per subject) (Table A17-1 and SI Text). Good’s cov-
erage (estimated probability that the next read will belong to a refOTU that has 
already been found) averaged 98.5% ± 0.5% (mean ± SD, range = 96.9–99.5%) 
for individual samples; coverage for each subject exceeded 99.99%. Fig. A17-1 
depicts refOTU relative abundance as a heat map for the Bacteroidetes phylum 
and subsets of Lachnospiraceae and Ruminococcaceae in the Firmicutes phylum; 
a heat map with all 2,582 refOTUs is provided in Fig. S1. The same clades of 
related refOTUs tended to be abundant across all samples and subjects; most 
 refOTUs declined in relative abundance immediately after Cp. On closer exami-
nation (Fig. A17-1 and Fig. S2), a variety of temporal patterns was evident, such 
as taxa that became more abundant after Cp (e.g., Moreyella and related refOTUs 
in the Lachnospiraceae), those that showed perturbations of different duration 
after the two courses (e.g., Faecalibacterium), those that recovered from the first 
Cp but not the second Cp (Alistipes in D), those that were no longer detected af-
ter the first Cp (e.g., Subdolilgranulum in F), and those that varied in abundance 
independently of Cp treatment (e.g., a clade within Lachnospira in E). Despite 
the traditional characterization of the gut microbiota as a stable community, few 
refOTUs maintained uniformabundance, even considering only the Cp-free in-
tervals of the experiment.

Of the 2,582 refOTUs detected in the study (Dataset S1), 1,089 (42%) were 
found at least one time in each of the three subjects, and 150 (5.8%) were detected 
in at least one-half of the samples of each subject. Only 120 refOTUs (4.6%) 
were found at a relative abundance of at least 10−3 in at least one sample from 
each subject, and 4 refOTUs (0.4%) attained at least that abundance in at least 
one-half of the samples of all three subjects. A taxon at 10−3 relative abundance 
has about a 99% probability of being detected in the sample with the fewest pyro-
sequencing reads. For questions related to the core microbiota, it makes sense to 
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consider only non-Cp samples rather than confounding the effects of a deliberate 
perturbation with comparisons of taxon representation across subjects. Individual 
non-Cp samples contained 91 ± 14, 96 ± 11, and 109 ± 21 refOTUs (mean ± SD) 
with relative abundance of at least 10−3 in subjects D, E, and F, respectively, with 
309, 336, and 351 refOTUs attaining that abundance at least one time over all 
non-Cp time points froma single subject. There were 111 refOTUs that attained 
10−3 relative abundance in at least one non-Cp sample of each subject. The list of 
abundant refOTUs (>10−3 relative abundance) in a single non-Cp sample typically 
contained about one-half or fewer of these 111 refOTUs that were shared among 
subjects and at least sometimes abundant (50%, 47%, and 43% on average for 
D, E, and F).

Between 49% and 56% of the reads in each subject were affiliated with the 
Bacteroidetes phylum (167 refOTUs), 37–48% with Firmicutes (2,266 refOTUs), 
1.2–3.1% with Proteobacteria (90 refOTUs), 1.2–2.7% with Verrucomicrobia 
(3 refOTUs), and fewer than 0.1% with Actinobacteria (35 refOTUs) (Fig. S3). 
The proportion of reads classified to the same refOTU correlated well between 
technical replicates (mean Pearson correlation = 0.9905 ± 0.0159 SD, range = 
0.9183–0.9991, n = 39 pairs of replicates) (Fig. S4 and Table S3). Additional 
discussion of the inferred community composition and the reproducibility of the 
results is found in SI Text.

The observed richness of refOTUs differed significantly between subjects (E 
> D > F, P < 10−6) when comparisons were made after rarefaction to the same 
number of reads (506,000/subject) to standardize sampling effort. Parametric 
estimation of total OTU richness per subject according to the best fitting of sev-
eral models (Bunge and Barger, 2008) showed the same relative order, although 
the difference between E and D was not significant (Table A17-1 and additional 
discussion in SI Text). The rank order was reversed for taxon evenness (F, 0.88; 
D, 0.85; E, 0.82; P < 10−6) and diversity (F, 6.47; D, 6.35; E, 6.22; P < 10−6) 
assessed through Shannon entropy. Within-subject (α) 1° diversity according to 
Jost (2006) showed the same pattern (F, 644; D, 584; E, 502; P < 10−6), with an 
average of 577 effective refOTUs/subject (i.e., average diversity per subject was 
equivalent to a community with 577 equally common taxa). Between-subject 
(β) 1° diversity across all subjects was 1.84 effective communities [i.e., the 1° 
diversity in the three subjects combined (γ diversity) was 1,062 refOTUs, which 
was 1.84 times the average α diversity for a single subject].

Effects of Cp on Diversity

Cp had a marked effect on the distal gut microbiota, despite the absence of 
any gastrointestinal symptoms reported by subjects. The Cp-associated distur-
bances shared some features across all subjects and both Cp courses, as indicated 
by plots of refOTU richness, phylogenetic diversity, and Shannon entropy over 
time (Fig. A17-2). Richness and diversity (assessed after rarefaction to 5,900 
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reads/sample to standardize sampling intensity) plunged rapidly 3–4 d after the 
subjects began Cp; the lowest values of these parameters occurred on the last 2 
d of Cp treatment or during the several days thereafter. Richness and diversity 
also rebounded rapidly, recovering much of their lost value in 1–2 d. Parametric 
estimation of total richness per treatment interval within each subject (Bunge and 
Barger, 2008) showed a drop in richness in each Cp-perturbed interval relative to 
the intervals immediately before and after; the drop was statistically significant in 
all cases except the comparison of pre-Cp with first Cp in E (Fig. S5 and SI Text). 
In addition to the obvious similarities between each Cp perturbation, however, 
there were less obvious differences between subjects and between courses in the 
effect of Cp on richness and diversity. Displacement from the pre-Cp values of 
these parameters was strongest in D and weakest in E (P < 10−6), and although 
the magnitude of the first and second perturbations did not differ significantly in 
D and E (P > 0.05), the second perturbation was smaller than the first in F (P 
< 10−6). The differences between subjects in the effects of Cp on diversity and 
richness had no obvious relationship to the initial richness and diversity values. 
The response to the first Cp course in E was unique, with wide day-today fluctua-
tions in the diversity of the microbiota (Fig. A17-2). A subset of taxa with daily 
oscillations in abundance was responsible for this phenomenon (e.g., refOTUs 
in the genera Blautia, Roseburia, and Dorea) (Fig. A17-1, Fig. S1, and SI Text).

The short-duration, asymptomatic drop in richness and diversity of the mi-
crobiota after Cp was consistent with our previously reported results (Dethlefsen 
et al., 2008). However, the restricted set of samples in the previous analysis lim-
ited the temporal resolution of recovery time to 4 wk after the first course of Cp 
and did not permit comparison of the Cp perturbation with non–Cp-associated 
temporal fluctuations in the diversity of the gut microbiota at a range of time 
scales. 

Effects of Cp on Community Membership

Similarities and differences between the membership of the distal gut mi-
crobial communities of the three subjects and between the first and second Cp 
responses are portrayed by principal coordinate analysis (PCoA) of unweighted 
UniFrac distances, a measure of community dissimilarity based on OTU pres-
ence/absence (community membership) that takes into account evolutionary re-
latedness among OTUs (Lozupone et al., 2006) (Fig. A17-3). As suggested by the 
diversity statistics (Fig. A17-2), the responses of the gut microbiota to Cp shared 
features across all subjects, despite interindividual community differences. On 
closer examination, differences in theCp response among subjects and between 
the first and second Cp course in some subjects were also apparent.

The first principal coordinate (PC1) explains 13.6% of intersample vari-
ance and is driven primarily by the response to Cp, with maximally perturbed 
samples on the right clearly separated from clusters of non-Cp (pre-Cp, interim, 
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Figure A17-2.eps
bitmap

FIGURE A17-2 Three measures of biological diversity for samples from subjects D (A), 
E (B), and F (C). Calculations were made after rarefying to an equal number of reads for 
all samples to control for unequal sampling effort. Narrow gray rectangles indicate the 
5-d Cp courses; daily sampling around these times allowed visualization of daily fluctua-
tions in diversity parameters that were not evident during less frequent sampling. RefOTU 
richness (number of refOTUs observed per sample) is shown on the left y axis; phyloge-
netic diversity (PD; total branch length of the phylogenetic tree relating all refOTUs in 
the sample) and the Shannon index of diversity are shown on the right y axis. The x axis 
reflects experiment day.
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Figure A17-3.eps
bitmap

FIGURE A17-3 PCoA of un-
weighted UniFrac distances, 
a phylogenetically aware 
measure of intersample (β) 
diversity. A covers the period 
encompassing the first Cp, 
with samples before Cp (pre-
Cp), during the first Cp course 
(first Cp), during the first week 
post-Cp (first WPC), and in 
the interim period between Cp 
courses (interim) progressing 
from darker to lighter shades. 
B covers the second Cp pe-
riod, with interim samples in 
the darkest shades and the sec-
ond Cp course, second WPC, 
and post-Cp periods becom-
ing progressively lighter. Data 
points from A are also shown 
on B with small gray sym-
bols to facilitate comparisons 
between the two parts of the 
experiment. Numbers adjacent 
to some samples track the Cp 
perturbation by indicating the 
number of days elapsed since 
the start of Cp administration; 
missing numbers indicate that 
samples were not collected on 
those days.
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and post-Cp) samples on the left. The community response to the first Cp in F is 
unique in that it required several months, not merely 1 wk, to approach a stable 
interim state; the prolonged transition represents slow directional change as op-
posed to prolonged instability. Both PC2 (10.5% of variance) and PC3 (9.7% of 
variance) (Fig. S6) reflect a mixture of the Cp response and interpersonal dif-
ferences. Most samples of the three subjects are separated into distinct regions 
on PC2. The gut microbiota of subjects D and F responded to the first Cp in the 
same direction along PC2, but whereas samples from D eventually regained their 
pre-Cp values and then responded similarly to the second Cp, samples from F did 
not rebound along PC2 after the initial Cp perturbation and were not influenced 
on this axis by the second Cp. Samples from E showed no obvious trend along 
PC2 in response to Cp. 

On PC3 (Fig. S6), non-Cp samples of D and F are offset only slightly from 
each other, and the Cp effects of both courses are reflected in vectors of simi-
lar direction and magnitude for these two subjects. The coordinates of non-Cp 
samples were lower and the Cp effect was smaller along PC3 for E than for the 
other subjects, but the direction of the effect was consistent. In contrast to the first 
three PCoA axes, PC4 (4.0%) captures an effect that differs in direction between 
the subjects. After each Cp course, samples from D shifted in a positive direc-
tion on PC4 and returned, whereas those from E did the opposite. The refOTUs 
that most differentiated the responses of D and E (SI Text and Dataset S1) were 
roughly evenly divided among the Bacteroidetes (particularly Bacteroides and 
Parabacteroides), the Lachnospiraceae (Blautia and uncharacterized), and the 
Ruminococcaceae (Faecalibacterium and several other genera.) The pattern was 
more complex in F and differed between the courses.

For comparison, previously reported results examining a single Cp course 
showed responses in the same direction for all subjects along the first ordination 
axis and in the opposite direction for one of three subjects along the second or-
dination axis, with the magnitude of the Cp response being much smaller in one 
of three subjects (Dethlefsen et al., 2008). Because only one or two Cp-affected 
samples were included in the earlier analysis, we were unable at that time to as-
sess the dynamics of the response and whether it followed a linear trajectory to 
the perturbed state and back or some more complicated pattern. 

Because the unweighted UniFrac distance between communities represents 
the absence of shared, related (or identical) taxa, samples with similar PCoA 
coordinates (i.e., low UniFrac distance between them) share a set of related taxa. 
A trajectory of changing coordinates over time represents the gain or loss of taxa, 
and therefore, Cp responses associated with vectors of similar direction on the 
first three axes indicate that most taxa that appeared or disappeared in response to 
Cp in one subject tended to behave similarly in other subjects, if they responded 
at all. The refOTUs that by their presence or absence most clearly differentiated 
the perturbed and nonperturbed samples across all subjects (Dataset S1) were 
dominated by taxa that were often present in non-Cp samples and absent in most 
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Cp-perturbed samples (and not taxa that appeared only in perturbed samples). 
About one-half of these disturbance-differentiating taxa are affiliated with the 
Ruminococcaceae in the Firmicutes phylum, and about one-half of these

Ruminococcaceae refOTUs can be assigned to the genus Faecalibacterium, 
a genus we found to be reduced or eliminated in response to Cp in other subjects 
as well (Dethlefsen et al., 2008). The second most common affiliation of refO-
TUs that differentiated non-Cp from Cp-perturbed samples by their presence or 
absence was uncultivated or uncharacterized Lachnospiraceae, highlighting the 
importance of continuing attempts to cultivate and characterize strains from this 
prominent family of intestinal microbes.

Effects of Cp on Community Composition

We assessed the changing community composition during different time pe-
riods of the experiment by using distance-based redundancy analysis (dbRDA) of 
Bray–Curtis intersample distances (BC). BC is a common metric of community 
dissimilarity because it makes the reasonable assumption that the shared absence 
of a taxon is not evidence of community similarity. dbRDA is a supervised ordi-
nation technique designed to handle ecologically meaningful but non-Euclidean 
measures of dissimilarity, such as BC (Legendre and Anderson, 1999). Taxon 
relative abundance was represented as the logarithm of the number of reads af-
filiated with each refOTU after rarefaction of the number of reads/sample to a 
consistent value to control for differences in sampling effort. Log weighting of 
counts is appropriate for organisms capable of exponential growth on the time 
scale of our sampling; comparisons of growth (or death) rates are measured by 
changes in the logarithm of organism abundance. Ordination followed by permu-
tation testing confirmed that the composition of the microbiota varied between 
subjects and between the time intervals defined with respect to Cp administration 
(P < 0.01 for each) and that the effect of Cp was not the same in each subject 
(P < 0.01 for interaction term), with 58.7% of intersample variance explained by 
these terms. dbRDA of datasets containing only samples from Cp-free intervals 
of individual subjects indicated that the composition of the pre-Cp, interim, and 
post-Cp communities differed in every subject (P < 0.01, P = 0.04, and P < 0.01 
for D, E, and F, respectively). Posthoc testing within each subject revealed that (i) 
for both courses in each subject, the composition of the Cp-perturbed microbiota 
differed from that of the preceding time interval, (ii) the maximally perturbed 
communities differed between the first and second courses for all subjects, and 
(iii) the composition of the pre-Cp and post-Cp communities was different in ev-
ery subject, but in D, the interim community resembled the pre-Cp state, whereas 
in E and F, the interim communities resembled the post-Cp community.

Visualization of the dbRDA ordination of BC distances (Fig. A17-4) shows 
that the first two components (together explaining 30.7% of intersample vari-
ance) primarily separate samples according to subject but also shows a Cp effect 
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Figure A17-4.eps
bitmap

FIGURE A17-4 Distance-based 
redundancy analysis (Legendre 
and Anderson, 1999) of Bray–
Curtis intersample distances cal-
culated with log2-transformed 
abundance data. As in Fig. A17-
3, A and B show samples sur-
rounding the first and second Cp 
course respectively, with interim 
samples appearing in both pan-
els. Symbol color and numbering 
are as described for Fig. A17-3.
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that varies in direction for each subject. Relative to other samples from the same 
subject, the perturbed samples from D, E, and F tended to be displaced left, 
down, and right, respectively. In contrast, the third component explaining 9.4% 
of variance was driven almost entirely by a Cp response that was similar in all 
subjects (Fig S7). The fourth component (3.8%) captures the unique phenomenon 
of a prolonged directional shift in the community of F after the first Cp, which 
was also evident along the first principal coordinate of the unweighted Unifrac 
analysis. Taken together, the dbRDA data show that community composition is 
influenced primarily by subject identity and secondarily by Cp effects and that 
the latter exhibits shared and unique features in these subjects. Plots of the BC 
intersample distances over time in comparison with a reference sample (Fig S8), 
chosen as the last sample before the first Cp, also show the relative stability of 
communities during Cp-free intervals and the shifts in community state that can 
occur in these communities when they are perturbed by Cp.

The taxa making the greatest contribution to the common Cp response 
among subjects (SI Text and Dataset S1) include 43 refOTUs that decrease and 
11 refOTUs that increase in relative abundance after Cp administration. These 
taxa include 11 of 20 most abundant refOTUs over all subjects. Within this set 
of 54 shared Cp responders, those that decrease in abundance after Cp include 
eight refOTUs in the genus Faecalibacterium and similar numbers of refOTUs 
elsewhere in the Ruminococcaceae and the Lachnospiraceae; most of these re-
fOTUs are closely related to butyrate-producing isolates from the gut. Seven of 
eleven shared Cp responders that increase in abundance after Cp are also affiliated 
with Lachnospiraceae, at least some of which are also closely related to known 
butyrate producers. The common Cp response also features representatives of 
the Bacteroidetes phylum, including some that decrease in abundance (seven 
refOTUs in the genus Bacteroides, four in the genus Alistipes, and two in the 
family Porphyromonadaceae) and some that increase (four Bacteroides refOTUs) 
as well as refOTUs affiliated with Sutterella (a β proteobacterium gut symbiont), 
Thalassospira (first described as an oligotrophic marine α-proteobacterium ge-
nus), and 4C0d-2, representing a little-known, deeply branching lineage related 
to Cyanobacteria, all of which decrease after Cp. 

Of note, the diversity statistics (Fig. A17-2), unweighted UniFrac PCoA (Fig. 
A17-3 and Fig. S6), and dbRDAof BC distances (Fig. A17-4 and Fig. S7) all 
showed differences between the responses to the first and second courses of Cp 
in all subjects. For example, after the first Cp, the diversity of the gut microbiota 
in D recovered in essentially 1 d. In contrast, after the second Cp, there was a 
biphasic response in measurements of diversity in D. In F, it was the opposite 
case: a biphasic response after the first Cp and a single-day return after the second 
Cp. The subject-specific Cp effects displayed along the first two components of 
the BC ordination differed subtly between the first and second Cp in D and E; 
for these subjects, the direction of the Cp displacement shifted 30–45° between 
courses, implying that within each subject, the taxa responding to the two courses 
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are not entirely the same. The difference between the two perturbations was not 
subtle in F; we have already noted the prolonged return to a stable state in F after 
the first Cp that is evident on the first UniFrac ordination axis and fourth BC ordi-
nation axis. Furthermore, a large proportion of the first Cp perturbation in F was 
changes from which no recovery was made; unidirectional displacement is found 
along the first dbRDA component and the second UniFrac component. After the 
second Cp, the community composition in F showed essentially no displacement 
along either of these axes. Another distinction between the first and second Cp 
in F is found along the third dbRDA component; the second perturbation has a 
similar direction but roughly one-half the magnitude of the first perturbation.

The taxa that differentiated the two Cp responses were typically found in low 
abundance in most samples and increased in abundance after Cp (SI Text and Da-
taset S1). Most such taxa increased dramatically with the first Cp course and less 
so, if at all, with the second. This pattern contrasts with that of the taxa that most 
effectively distinguished between Cp-associated and non–Cp-associated samples, 
which were typically abundant at most sampling times and then decreased in 
abundance after Cp. The most prominent taxa differentiating between the two Cp 
responses were refOTUs affiliated with Bacteroides dorei, Akkermansia munici-
philia, and several Roseburia species (a genus of butyrate-producing microbes) 
(Duncan et al., 2002, 2006) as well as other known butyrate producers. Fewer 
taxa increased to a greater extent during the second Cp course than they did dur-
ing the first, but among these refOTUs, there are also close relatives to the Rose-
buria species and to Bacteroides thetaiotaomicron. Intriguingly, this relatively 
small group of refOTUs included two in different phyla whose closest cultivated 
relative was named for the ability to degrade xylans (Bacteroides xylanisolvens 
and Clostridium xylanolyticum) and in general, included refOTUs more distant 
from their nearest cultivated relative than were the refOTUs showing a greater 
increase after the first Cp. For example, in addition to the C. xylanolyticum rela-
tive, the group included a refOTUclustered around a database clone sequence 
~95% (genus level) similar to a cultivated Oscillospira sp., another with ~8–9% 
(family level) sequence divergence from Eubacterium rectale, and a number of 
uncharacterized butyrate-producing isolates.

We examined the matrix of BC distances for temporal autocorrelation, find-
ing that, for the pre-Cp and interim periods, the composition of the microbiota 
was more similar on adjacent sampling days than it was on average over all pairs 
of samples over that Cp-free interval (P range from 0.001 to 0.043 for five of six 
comparisons; P = 0.054 for pre-Cp in E). The similarity between adjacent-day 
samples was significantly less than the similarity between technical replicates (P 
< 0.001). It is difficult to estimate the time required for autocorrelation of com-
munity composition to decay (i.e., the interval after which the community is, on 
average, as different from its starting composition as it ever becomes without a 
perturbation), both because of limited data for any given time interval between 
samples and because of variance in the BC data. Nonetheless, we took the average 
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BC distance between samples in the same Cp-free interval but separated by at 
least 2 wk as an estimate of the expected dissimilarity between uncorrelated 
samples. For subject D, intersample BC distances averaged over a sliding 3-d 
window (i.e., samples separated by 1–3 d, 2–4 d, etc.) were within an SD of the 
uncorrelated BC distance after samples were separated by 4–6 d and 5–7 d for 
pre-Cp and interim samples, respectively. Comparable intervals for F are 3–5 d 
and 4–6 d, but for E, average BC distances for samples separated by 1–3 d were 
already within 1 SD of the average for uncorrelated samples during both the pre-
Cp and interim intervals. Considering the human gut as a flow-through system 
with a retention time of about 1–2 d, the decay of autocorrelation over about three 
retention times is not surprising.

Discussion

The human distal gut is one of the most complex ecosystems on the planet. 
However, it may be a tractable and powerful system for the study of both basic 
ecological principles and health-related community interactions through the ex-
ploitation of disturbance. Daily sampling in each subject allowed us to compare 
day to day with longer term changes in the composition of the gut microbiota 
under both perturbed and nonperturbed conditions. We found that the composi-
tion of the gut microbiota is, on average, more similar on adjacent sampling days 
than on a random pair of days in the same disturbance-free interval and that this 
temporal autocorrelation decays over several days to a week, depending on the 
subject. Although most taxa changed in relative abundance from day to day, com-
munities were no more different when compared at times separated by 2–5 mo, 
on average, than they were at times separated by more than about 1 wk.

The dynamic composition of the gut microbiota over time makes it more 
difficult to address the concept of the core microbiota. The core microbiota has 
been taken to mean those components (taxa orgenes) common to all or the vast 
majority of humans (Turnbaugh et al., 2007), although others have used the 
term simply to mean those taxa present in a majority of their subjects (Tap et 
al., 2009). The incomplete characterization of these complex communities must 
be acknowledged when addressing questions about the core microbiota and 
especially, its absence (Turnbaugh et al., 2009); the problems are exacerbated 
if complete characterization requires sampling an individual over time. The ap-
parent conflict between our finding of considerable overlap of refOTUs between 
subjects and the recent conclusion of Turnbaugh et al. (Turnbaugh et al., 2009) 
that a core microbiota may not exist with respect to phylogenetic groups (Turn-
baugh et al., 2009) evaporates when one realizes that our comparison involves 
over 5 × 105 pyrosequencing reads per subject collected over many months from 
three subjects, whereas the Turnbaugh et al. (2009) paper involved an average of 
~1.2 × 104 reads collected at a single time from each of 154 subjects. 
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The routine fluctuations in community composition indicate that the long-
term stability of the distal gut community is not maintained by inertia, or resis-
tance to change, but rather, by the action of restoring forces that maintains the 
state of this dynamic system within a certain range. One might imagine that such 
restoring forces would be strong enough to allow the community composition to 
resist change in the face of disturbance. This was not the case for exposure to 
Cp, despite the fact that Cp is generally believed to have minimal effects on the 
anaerobic microbiota of the gut. Within 3–4 d of initiating Cp in each subject 
(perhaps the soonest that might be expected given the time required for Cp con-
centrations to rise in the cecum and large intestine and the transit time required 
for material to leave the colon), the community composition made a dramatic 
shift to a different state. After Cp was discontinued and a lag that must at least 
partially be explained by these same factors, the community began to return to 
a state more similar to its pre-Cp state. This return occurred despite the fact that 
abundant taxa accounting for 25–50% of the community before Cp exposure in 
the three subjects were essentially wiped out after Cp exposure. For Bacteroides 
and Lachnospiraceae and to a lesser extent, for Ruminococcaceae (although not 
Faecalibaterium), taxa closely related to those that had been eliminated surged in 
abundance at these times but were then rapidly replaced by the original taxa after 
Cp was withdrawn. At this time, intersubject differences were apparent. In subject 
D, there was a complete return to pre-Cp conditions after the first perturbation. 
In E, the first return was largely complete, but the composition of the interim 
samples remained slightly closer to the perturbed samples. In F, the first Cp per-
turbation included some taxa that largely rebounded to pre-Cp values (cf dbRDA 
component 2) and others that made no return at all (cf dbRDA components 1 and 
4). Furthermore, whereas 1 wk was sufficient time for samples of Dand E to attain 
the composition that they maintained during the interim between courses, samples 
from F continued to show directional change in composition for about 2 mo. 

The absence of any GI-related symptoms experienced by the subjects during 
these times supports the idea that the gut microbiota has functional redundancy 
among its constituent taxa (Kurokawa et al., 2007; Turnbaugh et al., 2009), at 
least for functions likely to generate symptoms within several days, such as the 
fermentation of various food- and host-derived resources entering the large in-
testine. Thus, the mechanisms responsible for the restoring forces on community 
composition would not seem to include deficiencies in substrate fermentation in 
the colon or overt intolerance of the altered communities by the host. 

By the end of the study, the community composition in each subject was dif-
ferent from what it had been before the first course of antibiotic, and it seemed 
to be stable in the new state over the final 2 mo of the study. The contrast with 
the initial community was most evident in F, where even interim samples never 
regained the position of pre-Cp samples along the primary ordination axes. This 
discrepancy was more evident in the dbRDA analysis than in the unweighted 
Uni-Frac analysis, suggesting that the change was driven more by altered taxon 
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abundance than by the gain or loss of community members. However, the re-
covery in F was more complete after the second Cp, with little change between 
the interim and post-Cp communities. In contrast, the microbiota of D made es-
sentially a complete recovery from the first Cp but stabilized in a state distinct 
from the initial composition after the second Cp. The stability of community 
composition over 2 mo in all three subjects before Cp exposure offered no clue 
as to the different degrees of resilience in the microbiota of the subjects after Cp 
exposure. However, the existence of sudden regimen shifts in ecosystems, some-
times triggered by perturbations, is a familiar ecological phenomenon, and the 
return of external conditions to their former state may not reverse such changes in 
community composition (Scheffer and Carpenter, 2003). Repeated perturbations 
may be particularly likely to cause such shifts, even when the community seems 
to have recovered from the initial perturbation (Paine et al., 1998).

One potential ramification of the altered community is an enhanced carriage 
of antibiotic-resistance genes in the human population (Salyers et al., 2004). The 
responses to Cp that we observed are likely to have included both direct effects 
because of intrinsic or acquired resistance of strains to Cp and indirect effects 
mediated through numerous ecological interactions among microbial popula-
tions (Flint et al., 2007). Although 16S rRNA surveys cannot track the spread of 
antibiotic resistance, the persistence of some changes in communitycomposition 
that occurred at the time of Cp may mean that the proportion of resistant strains 
was increased. The proportion of cfu that were able to grow in the presence of 1 
or 10 µg/mL Cp increased with Cp treatment, although the total number of cfu 
per mass of stool decreased in five of six cases for these three subjects. A higher 
proportion of Cp-resistant strains in the community is one possible explanation 
for an increased lag time between initiating Cp and community perturbation for 
the second Cp course in subjects D and F.

The functional consequences of the alterations that we observed in the com-
position of the gut microbiota are unclear. It seems likely that the ability of the 
community to ferment substrates in the colon was grossly unchanged, not only 
because of the absence of antibiotic-associated diarrhea (an osmotic effect after 
reduced colonic fermentation and thus, lower concentrations of short-chain fatty 
acids) (Beaugerie and Petit, 2004) but also because the presence of an unused 
fermentable substrate in the c olon is likely to stimulate the growth of strains that 
can use it. If the substrate is sufficiently abundant to attain a high concentration 
in the colon, there are likely to be many such strains. With respect to the use of 
growth substrates, competition among microbes is likely to ensure a rapid return 
to an efficient microbiota (Dethlefsen et al., 2007; Ley et al., 2006) if the collec-
tive ability of the microbiota to use the available resources is ever diminished in 
the first place. 

Other traits attributed to members of the gut microbiota, however, such as 
inhibiting the growth (Servin, 2004), attachment (Ingrassia et al., 2005), or viru-
lence (Medellin-Peña et al., 2007) of particular pathogens, helping to regulate 
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host immunity (Flint et al., 2007; Paine et al., 1998; Scheffer and Carpenter, 
2003) or energy balance (Servin, 2004), or participating with host enzymes in 
cometabolism of specific substances (Li et al., 2008; Ridlon et al., 2006), may 
be restricted to a small subset of the community. Unlike carbon use, these traits 
are not essential to the microbes; variation in the trait between close relatives is 
predicted by evolutionary theory (Velicer, 2003; West et al., 2006) and observed 
in practice (Peña et al., 2004; Reid and Bruce, 2006; Servin, 2004). If a trait 
is beneficial to the community as a whole (e.g., by keeping the host healthy), 
community-level selection acting over host generations can favor the mutualistic 
trait in the long term (Foster and Wenseleers, 2006; Sachs et al., 2004). However, 
if expression of the trait incurs some cost for the microbe, cheater phenotypes 
lacking the trait will have a fitness advantage over altruist phenotypes within a 
host generation (Velicer, 2003). If a cheater occupies the former niche of a mu-
tualist that has been eliminated by an antibiotic, host health is diminished. Every 
course of antibiotics may represent another roll of the dice, potentially allowing 
displacement of a mutualist with a strain that may or may not provide the same 
benefit. Although it is possible for a mutualist to replace a cheater, the dice are 
loaded in the opposite direction for altruistic traits that impose a cost on the 
bearer. Furthermore, to the extent that antibiotic treatment weakens the fidelity 
of the association between lineages of microbes and hosts across generations, it 
weakens community-level selection for mutualistic traits in the microbiota by 
eliminating some strains that were inherited from kin and allowing outside strains 
to enter the community (Foster and Wenseleers, 2006; Sachs et al., 2004).

The use of broad-spectrum antibiotics to treat acute infectious disease will 
undoubtedly continue because of immediate, undeniable benefits for human 
health. Nonetheless, the imminent and well-publicized threat of losing those 
benefits because of the spread of antibiotic-resistant microbes has led to con-
straints on antibiotic use. Even if the success of such resistance-control strategies 
could be assured, however, there would remain a less obvious but perhaps more 
important risk to antibiotic use. The antimicrobial agents that we deploy against 
pathogens also disrupt coevolved microbial communities that are integral to hu-
man health. Fortunately, our native microbiota can display considerable resilience 
as well as functional redundancy for at least some processes. However, because 
we have only a limited understanding of the ecosystem services provided to us by 
our resident microbiota, caution and additional research are warranted.

Materials and Methods

Participants and Sampling

Healthy adult participants were recruited from Stanford and the surround-
ing community; exclusion criteria included antibiotics within the previous 12 
mo, past reactions to fluoroquinolone antibiotics, pregnancy or nursing, and age 
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under 18. Written informed consent was obtained; the study was approved by 
the Stanford University Institutional Review Board. Participants provided stool 
samples over ~10 mo at frequencies varying from daily to monthly (Table S1). 
Daily samples were collected in the weeks before, during, and after each of two 
5-d courses of Cp (500 mg orally two times daily), which took place at 2 mo 
and 8 mo into the 10-mo study. Subjects collected samples in sterile vials, which 
were frozen immediately in their home freezers (−20 °C), and brought them to the 
laboratory within several days for storage at −80 °C. Participants were requested 
to report any symptoms co-occurring with Cp administration, including mild 
gastrointestinal symptoms; none were reported.

Cultivation

Unfrozen stool samples were collected by participants in tubes containing 
Cary-Blair medium (Medical Chemical) on six sampling dates: 1 d before, 1 d 
after, and 4 wk after each Cp course. Samples were transported to the lab and 
processed within no more than 6 h, most often within 2 h. Subsamples of ~1 g 
stool (wet weight) were suspended and diluted in neutral Hepes-buffered saline 
and plated in duplicate at dilutions ranging from 10−3 to 10−7 on trypticase soy 
agar plates containing 5 g/L glucose and 0, 1, or 10 µg/mL Cp. Plates were incu-
bated aerobically at 37 °C for 5 d, with colonies counted daily. Aerobic conditions 
were chosen because of the logistical constraints of rapidly transferring samples 
to anaerobic conditions. The intention was not to characterize the gut microbiota 
through cultivation but to examine the effect of Cp treatment on a consistent subset 
of the microbiota defined by the ability to grow under a particular set of conditions.

DNA Extraction, Amplification, and Pyrosequencing

DNA extraction was as described in ref. 11. Briefly, the QIAamp DNA stool 
mini kit (Qiagen) was used as directed for extraction of bacterial DNA, with the 
addition of a beadbeating step (FastPrep machine for 45 s at setting 5; Bio 101), 
which took place in the lysis buffer immediately before the initial incubation at 
95 °C. Controls treated identically but lacking fecal material uniformly failed to 
produce detectable bands after PCR and gel electrophoresis. PCR amplification 
of a region of the small subunit rRNA (16S rRNA) gene was performed with 
50 ng or 5 ng template DNA (Nanodrop) in 50 µL reactions as described (Roche). 
Fusion primers adapted for the general sequencing kit of the GS FLX Titanium 
pyrosequencing platform (Roche) comprised of A linker–10-mer barcode–di-
nucleotide spacer–533–515R reverse primer (proximal primer) or B linker–dinu-
cleotide spacer–8–27F forward primer (distal primer). (Forward and reverse refer 
to 16S rRNA orientation; sequencing was from the A-linked proximal toward the 
B-linked distal primer.) Spacers were chosen to match few or no dinucleotides 
adjacent to the priming site (with reference to public 16S rRNA databases) to 
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interrupt chance complementarity with the barcode or linker. Primer sequences 
are listed in Table S4. PCR amplicon libraries were gel purified, quantified using 
PicoGreen (Invitrogen) in 96-well plates on a Typhoon scanner (GE Healthcare), 
pooled in equal ratios by mass, and submitted for pyrosequencing. 

Data Analysis

Approximately 5 million raw pyrosequencing reads were processed using 
mothur version 1.7 (Foster and Wenseleers, 2006) to obtain 2.32 million filtered, 
quality-trimmed reads that were assigned unambiguously to a sample. Unique 
reads were clustered at a 5% genetic distance threshold using Uclust software 
(http://www.drive5.com/uclust) with non-default settings resulting in thorough 
searches for the optimal clusters and cluster seeds provided by a high-quality 
subset of the Silva 100 reference database (http://www.arb-silva.de/). The data-
base sequences were preclustered so that the 27,231 reference sequences were 
approximately uniformly spaced at 3% genetic distance in densely sampled re-
gions of bacterial phylogeny. About 0.34 million pyrosequencing reads failing to 
cluster with a reference sequence at the 5% distance threshold were omitted from 
the analysis to minimize the effect of pyrosequencing errors (Sachs et al., 2004; 
Pruesse et al., 2007). Another 0.21 million reads were derived from samples that 
were not analyzed as part of the time series dataset (control experiments, aber-
rant replicates, and data from other experiments), leaving 1,760,974 reads in the 
current dataset (Table A17-1 and Dataset S1). Data-processing parameters are 
described in greater detail in SI Text. 

Reads that clustered with the same reference sequence were defined as 
 refOTUs (Dethlefsen, 2008). An abundance matrix of refOTUs by subject and 
sample (Dataset S1) and a phylogenetic tree of reference sequences obtained by 
pruning the Silva 100 reference tree (Pruesse et al., 2007) to the observed cluster 
seeds were the basis of subsequent analysis. Quantitative Insights Into Microbial 
Ecology (QIIME) 0.8 (http://qiime.sourceforge.net/) was used to perform rarefac-
tions, calculate α and β diversity measures, and conduct PCoA of unweighted 
Uni-Frac distances between samples. Calculation of true diversity values as the 
effective number of taxa (α diversity) and effective number of communities (β 
diversity) according to Jost (2006, 2007) and simple tests of statistical signifi-
cance were performed using NeoOffice spreadsheet software. dbRDA (Legendre 
and Anderson, 1999) was performed using the capscale command of the vegan 
package (1.15–4) of R statistical software (2.9.1; http://cran.r-project.org).
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A18

STUDYING THE ENTERIC MICROBIOME IN 
INFLAMMATORY BOWEL DISEASES: GETTING THROUGH 

THE GROWING PAINS AND MOVING FORWARD71

Vincent B. Young,72 Stacy A. Kahn,73  
Thomas M. Schmidt,74 and Eugene B. Chang75

In this commentary, we will review some of the early efforts aimed at un-
derstanding the role of the enteric microbiota in the causality of inflammatory 
bowel diseases. By examining these studies and drawing on our own experiences 
bridging clinical gastroenterology and microbial ecology as part of the NIH-
funded Human Microbiome Project (Turnbaugh et al., 2007), we hope to help 
define some of the “growing pains” that have hampered these initial efforts. It is 
our sincere hope that this discussion will help advance future efforts in this area 
by identifying current challenges and limitations and by suggesting strategies to 
overcome these obstacles.

The notion that the indigenous enteric microbiota play an important role in 
the etiopathogenesis of inflammatory bowel diseases (IBD; Annese et al., 2005) is 
now well accepted. This realization has prompted a flurry of research activity that 
is aimed at determining the mechanisms by which changes in the gut microbiota 
contribute to the development and progression of IBD. Much of this research 
has been made possible by advances in culture-independent microbial ecology. 
Microbial ecologists who have been studying complex communities in natural 
environments such as soil and seawater have leveraged advanced molecular 
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microbiological techniques to profile the structure and dynamics of these micro-
bial consortia. However, the application of these techniques to human-associated 
microbial communities has not been particularly straightforward. Most clinicians 
and researchers who study clinically related problems are not familiar with the 
concepts and techniques employed by microbial ecology. Conversely, most mi-
crobial ecologists have not had a great deal of experience interpreting their data 
in a clinical context, therefore, both sets of investigators need to understand and 
develop new paradigms. By working together, clinical experts and microbial 
ecologists can design studies that will leverage their respective expertise and 
avoid potential pitfalls.

Clinical Considerations in Approaching This Area

IBD is Not a Single Disease

An inflammatory bowel disease is not a single disease, nor is it fully or ac-
curately represented by the commonly used classifications of Crohn’s disease and 
ulcerative colitis (UC). Crohn’s disease includes a wide range of presentations 
and can affect any part of the gastrointestinal tract from the mouth to the rectum. 
Crohn’s disease causes a transmural inflammation that can be associated with 
structuring, penetrating, and perianal disease. By definition, UC is limited to 
the colon and is characterized by confluent mucosal inflammation starting at the 
rectum and extending proximally to various lengths in the colon. The remaining 
10–15% of patients are given the diagnosis of “indeterminate colitis,” a classifica-
tion based on having features of both Crohn’s disease and UC, but also reflecting 
the ambiguities of clinical descriptors. None of the terms take into account the 
many types of genetic and pathophysiological processes that can lead to disease 
having similar clinical phenotypes. Thus, studies aimed at establishing a role of 
enteral microbial dysbiosis in the etiopathogenesis of “IBD” are not likely to be 
useful without recognition or consideration of the complexity and heterogeneity 
of IBD patient populations. The solution must involve designing studies where 
more homogeneous patient subsets can be defined. Unfortunately, this task re-
mains a difficult as few molecular and genetic markers have emerged that identify 
a clear disease subset. Thus, the challenge remains in developing better metrics 
to identify IBD patients that share genetic and/or pathophysiological features. 
When this is achieved, we can truly begin to understand the relationship of enteric 
microbiomes to etiopathogenesis and clinical outcomes.

Microbial Dysbiosis in IBD: Cause or Consequence?

Dysbiosis of the intestinal microbiota is commonly found in patients with 
IBD (Peterson et al., 2008), but in almost all cases, it cannot be determined 
whether these changes are causal or merely consequences of the activated 
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immune and inflammatory condition. Typically, large changes in 16S rRNA 
gene-based profiles are observed at the phylum level. These changes are charac-
terized by blooms of Proteobacteria and decline in Firmicutes and Bacteroidetes 
(Frank et al., 2007), the latter typically associated with the microbiota of a nor-
mal, healthy colon (Eckburg et al., 2005). Similar patterns have been observed 
in other non-IBD inflammatory states (Lupp et al., 2007; Sekirov et al., 2008) 
and in experimental colitis (McKenna et al., 2008; Hoffmann et al., 2009; Nag-
alingam et al., 2011), suggesting that these changes are largely a consequence 
of the altered immune and inflammatory state. Similarly, studies of healthy and 
IBD-associated microbial functional metagenomes have shown significant dif-
ferences (Manichanh et al., 2006). In the final analysis, however, these studies 
have resulted in the accumulation of large, descriptive datasets that have shed 
little light on fundamental mechanisms of IBD etiopathogenesis. What is needed 
are prospective studies, initiated at a time point before the onset of disease in 
order to capture information on functional and structural characteristics of the 
enteric microbiome that correlate with eventual development of disease or with 
maintained health. Unfortunately, these types of studies are difficult to do in IBD, 
because the means to identify subjects at risk do not yet exist. Moreover, long 
term, population-based studies that include microbiome analysis are impractical 
and cost-prohibitive. Nevertheless, a few opportunities exist for longitudinal stud-
ies of the enteric microbiome in IBD risk, particularly when the study questions 
and types of test subjects can be more precisely defined. As one example, the 
development of pouchitis in patients with UC is a condition where the incidence 
of disease is high and predictable (Hurst et al., 1996; Ferrante et al., 2008). Pou-
chitis is an inflammatory complication of the surgically created ileal pouch that 
serves as a pseudo-rectal vault in patients with UC who have undergone total 
colectomy. The condition is unique to UC, as it is rarely seen in patients with 
familial adenomatous polyposis (FAP) who undergo the same surgical procedure 
(Salemans et al., 1992). The study of pouchitis offers several advantages: (1) a 
clear “time-zero” can be defined when all patients are absent of disease and off 
medications, (2) each patient serves as his/her own control, (3) sampling of both 
luminal and mucosa-associated pouch microbiota is feasible, eliminating poten-
tial confounders such as the need for lavage preparation, and (4) the analysis of 
microbiome and host responses can be easily correlated with clinical outcomes.

Confounding Variables Associated with Clinical Research

Very few studies to date that have examined the relationship between IBD 
and intestinal microbial dysbiosis have taken into account confounding variables 
such as age of onset, disease duration, patient age, gender, life style, smoking 
history, ethnic background, diet, environmental exposures, surgical history, and 
medications. Each of these factors may be important in IBD patients and can 
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independently impact host biology and enteric microbiota, directly or indirectly. 
Conclusions drawn from data analysis in absence of careful multivariate analysis 
or patient stratification can be misleading and lead to both type I and type II 
errors. As one example, dietary modifications are common in the management 
or clinical course of IBD patients. Dietary components such as fat and carbohy-
drates have also been shown to have dramatic effects on the enteric microbiota 
in animal models (Hildebrandt et al., 2009; Turnbaugh et al., 2009). Since the 
diets of patients in remission versus those that have active disease are likely to 
be quite different, this introduces a variable that confounds interpretation of data 
aimed at defining a causal relationship between changes in enteric microbiota 
and disease activity. Few studies have taken into consideration the types of 
medications patients may be taking. IBD patients take a number of medications 
which are aimed at altering the immune response and promoting intestinal heal-
ing. Although no data exists to indicate how the various classes of medications 
impact the intestinal microbiome in IBD, preliminary data from animal models 
suggest that medications may have a dramatic and sustained impact (Croswell et 
al., 2009; Hill et al., 2010; Manichanh et al., 2010; Robinson and Young, 2010). 
The nature of these confounding variables are perhaps more significant in com-
plex immune-based disorders and challenge our ability to design studies that can 
yield unambiguous results. They underscore the importance of a team effort that 
involves clinician investigators, microbial ecologists, and biostatisticians in the 
design of microbiome-IBD studies in compiling, reviewing, and analyzing these 
important patient factors.

Technical Nuances and Challenges of  
Microbiome Research Related to IBD

Researchers who are considering embarking on studies of the microbiome in 
IBD need to consider numerous factors before initiating their studies. The plan-
ning and design phase are essential and arguably the most critical aspects of any 
research endeavor. The explosion of microbiome-based technologies provides 
numerous research opportunities and emphasizes the need for collaboration be-
tween clinical researcher and microbiologist, particularly in the early stages of 
study development.

These considerations can be divided into two main categories. The first 
involves the clinical (e.g., patient-oriented) aspects of the research. The second 
major category involves consideration of the technical aspects of microbiome 
research. Although most researchers who study clinical aspects of IBD might 
consider the latter category to be of prime importance, it is critical to realize that 
the nature of microbiome research requires re-evaluation of the patient-oriented 
components of IBD research.
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Clinical Considerations (Sampling, Replicates, etc.)

Microbiome research involves characterizing complex microbial communi-
ties that inhabit a particular ecological niche. A major concern with regards to 
this question is exactly what samples should be studied. Current evidence sug-
gests that in a genetically susceptible individual, IBD results from an abnormal 
interaction between the indigenous microbiota and the host epithelium/immune 
system (Sartor, 2008; Round and Mazmanian, 2009; Garrett et al., 2010). As 
such, consideration has to be given as to whether it is appropriate to sample lumi-
nal contents versus the microbes that are associated with the mucosa. It has been 
proposed that examination of fecal material is an appropriate surrogate for all of 
the microbial communities that are upstream of the rectum. In this manner, stool 
can be considered to be the “summary statement” of the entire gastrointestinal 
(GI) tract. However, while many of the organisms that inhabit the GI tract can be 
detected in feces, the relative abundance of these organisms in fecal material is 
likely to be quite different from that found either luminally or mucosal-associated 
in more proximal sections of the GI tract. Since the relative abundance of mi-
crobes in a community is important to the actual function of that community, 
stool may not be the most appropriate analyte for microbiota research in all types 
of IBD (Lepage et al., 2005). For example in patients with ileal Crohn’s disease, 
analysis of fecal material is likely to be a poor surrogate for the microbial com-
munity found in the terminal ileum.

Given the realization that fecal material may not be the most suitable sample 
for assessing microbial communities associated with IBD, despite the ease of ob-
taining this material and its relative abundance, many microbiome studies related 
to IBD utilize material retrieved via endoscopy. With regards to endoscopically 
harvested material, it should be noted that there is also an axial variation in the 
microbiota. Studies have demonstrated that the intestinal microbiota have both a 
structural and spatial organization that may be altered in patients with IBD and 
vary with disease activity (Swidsinski et al., 2002; Hu et al., 2010; Wang et al., 
2010a,b). In addition to the axial variation, the variation in communities along the 
GI tract, coupled with the known regional variation in IBD from region to region, 
makes it important to take these variables into consideration when designing stud-
ies. A comprehensive experimental design might therefore involve sampling from 
both mucosal and luminal communities.

Another important consideration arises when obtaining samples via endos-
copy; the standard bowel preparation regimens can have a significant impact on 
the gut microbiome. The washout of luminal intestinal contents can skew or abol-
ish both the longitudinal and axial gradients that are normally present within the 
GI tract (Wang et al., 2010a,b) and thus affect the entire gut microbial community. 
Although bowel preparation is required for standard diagnostic and interventional 
endoscopic procedures, its routine use may adversely affect research endoscopies 
performed to understand the role of the indigenous microbiota in IBD. Even local 
endoscopic washes prior to sample collection could alter the community structure 
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of the associated microbes and should be avoided or taken into consideration 
when interpreting findings. Furthermore, the exact sampling technique needs to 
be considered. Biopsies are commonly used, but cause local trauma (which may 
affect subsequent longitudinal samples) and survey a limited area. Brushings can 
be used, but it needs to be established whether these two techniques yield simi-
lar samples. Regardless of what types of specimens are obtained, investigators 
should carefully follow established protocols for collection, handling, and storage 
of samples. Inconsistencies in these steps may dramatically alter microbial com-
munities thereby decreasing the reliability and accuracy of the results.

In addition to these considerations regarding sample acquisition from an indi-
vidual patient, there are multiple considerations relating to overall planning and es-
tablishing a study population. It is becoming abundantly clear that although certain 
features of the gut microbiome are encountered in many normal individuals, there 
is also considerable person-to-person variation (Costello et al., 2009; Benson et 
al., 2010; Willing et al., 2010; Walker et al., 2011). As such, considerations related 
to replication, study size, and selection of controls related to microbiome research 
require significant attention. The analytic methods related to processing microbi-
ome data involve statistical methods that previously were not commonly applied to 
biomedical research (see below). Therefore, the standard power analyses that are 
applied to clinical research are not always easily translated to microbiome study 
design. Given that this field is in its infancy, there is no consensus yet on which 
statistical methods and power analyses are most appropriate. However, given the 
ongoing work in this area, clarification of which statistical methodology to use is 
forthcoming. In addition, because many early microbiome studies have been aimed 
at finding associations between aspects of the microbiome and health or disease, 
these studies have been “hypothesis generating”; once they are completed, appro-
priately powered confirmatory studies can be designed.

Experimental replication also requires significant consideration (Prosser, 
2010). Replication can be in the form of multiple samples from the same re-
gion from a given individual at a specific time, longitudinal sampling from an 
individual patient, or obtaining samples from multiple individuals stratified by 
specific clinical criteria. Each form of replication may be important depending 
on the actual clinical question posed. Selection of appropriate controls can also 
be problematic given the inherent individual variation in microbiome structure. 
Comparative studies of the microbiome in IBD have used “healthy” controls that 
included patients with irritable bowel syndrome (IBS), diverticulosis, acute self-
limited colitis, and a variety of other gastrointestinal conditions. Clearly many 
of these controls may also have perturbations in their microbiome, which must 
be accounted for in the data analysis and interpretation of results. In some cases, 
patients might be able to serve as their own controls, which will be useful for 
understanding how the microbiota changes correlate with the course of disease. 
With such a study design the status of the microbiome within a given patient 
prior to a particular intervention, for example treatment with a biologic agent or 
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antibiotics or surgery, could serve as the controls for subsequent samplings that 
were done in a longitudinal manner.

Finally, although study of human patients is a necessary component of IBD 
research, there is a distinct utility for using animal models of disease (Wirtz and 
Neurath, 2007). Animal models, including the wide variety of murine models 
of IBD, can be used in conjunction with human clinical and translations stud-
ies to address questions mechanism and causality in IBD pathogenesis. Specific 
hypotheses that arise from observations in human patients can be directly tested 
in appropriate animal models. The same considerations with regards to sampling 
need to be applied to animal model studies, especially to provide comparability 
with observations made in patients.

Analysis of the Microbiome: Where to Begin?

For investigators who have not conducted or even considered performing 
microbiome research the variety of analytic methods that are available can appear 
daunting (Robinson et al., 2010). Many of the culture-independent methods for 
studying microbial ecology have benefited from the advances in next-generation 
sequencing platforms (Andersson et al., 2008; Huse et al., 2008). Additionally 
advances in mass spectroscopy and other means for large-scale analysis of com-
plex mixtures of proteins and metabolites have been applied for microbiome 
research in order to try and make sense of which methods might be appropriate 
for specific biomedical questions. Investigators can start by understanding what 
types of questions each specific method is best suited to address. One way to 
consider the suite of methods for microbiome analysis available is to divide them 
into groups based on the specific types of information they provide about a given 
microbial community. There are several useful reviews that describe the available 
technologies (Zoetendal et al., 2008; Simon and Daniel, 2011). The first type of 
information available is information about the structure of a specific consortium 
of microbes. This can be thought of as a census of microbes both in terms of the 
number of different types of microbes and their relative abundance. The next type 
of information goes beyond community structure and provides a cataloging of 
functional capacity of the entire community. The final type of information that 
can be gained by certain analytic methods gives information regarding the in 
situ activity of the given microbial community. We will discuss each of these 
platforms in more detail as well as describe in general terms specific analytic 
methods that can provide each of these types of data.

16S Sequence Retrieval: Choosing the Appropriate Platform

Landmark ideas and research from Woese et al. (1990) and Pace (2009) 
established a common metric for identifying microbes—the nucleotide sequence 
of the small subunit (SSU) ribosomal RNA. The gene encoding the SSU rRNA 
has a sedimentation coefficient of 16S which is unique to bacteria and archaea 
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and allows distinction from the SSU rRNA from human eukaryotic cells. Initially, 
SSU sequences were obtained by amplification and sequencing of SSU genes 
from complex microbial communities and then compared to databases containing 
more than 2 million aligned rRNA gene sequences (DeSantis et al., 2006; Pruesse 
et al., 2007; Cole et al., 2009) to provide a census of microbes in each sample. 
More recently, the application of “next-generation” sequencing platforms has 
increased the number of sequences that can be obtained, as well as lowering the 
cost of analysis (Sogin et al., 2006; Huse et al., 2008).

Analysis of the data obtained by SSU sequence analysis continues to evolve, 
but two general approaches are used to bin or classify the sequences into micro-
bial populations. Sequences can be compared to reference taxonomic outlines 
and binned based on similarity to references sequences (“phylotyping”) or the 
sequences can be assigned to operation taxonomic units (OTUs) based on similar-
ity to other sequences within a given dataset. There are relative advantages and 
disadvantages of each method (seeSchloss and Westcott, 2011 for a discussion). 
It should be noted however, that the desire to “name” a given community member 
based on SSU analysis can be complicated by the fact that most existing taxono-
mies for bacteria are based solely on cultured organisms.

The number of sequences required to assess microbial communities depends 
both on the questions being asked as well as the spatial and temporal variability 
in a community. Deeper sequencing will uncover less common members of a 
community, which may be necessary to enumerate a particular pathogen, but 
shifts in overall community structure can be detected identified with many fewer 
sequences (Young and Schmidt, 2004; Antonopoulos et al., 2009). A critical 
factor in determining the depth of sequencing required to address a question 
is to assess variability within replicate samples and determine if the variability 
is less than that found in treatment level comparisons. Pilot studies with either 
clone libraries or high-throughput sequencing methods are essential to identify 
the degree of variability and will establish the extent of sequencing required in a 
full-scale experimental design.

The next step is to consider how the structure of the microbial community 
might relate to its function. 16S sequences on their own do not provide specific 
functional information. However, if there is a genome sequence available cor-
responding to a bacterium with a given 16S with a known function, it may be 
possible to infer the functional capacity. It should be noted that inference of the 
metabolic potential of an organism based on its SSU rRNA gene sequences may 
also be complicated by the lateral transfer of genes between microbes.

Looking at the “Big Picture”: Metagenomes, Metatranscriptomes, 
and in situ Analysis

Rather than inferring metabolic potential from 16S rRNA gene sequences, 
the genetic diversity of the microbiome can be accessed directly through shotgun 
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metagenomes (Handelsman, 2004; Riesenfeld et al., 2004; Streit and Schmitz, 
2004; Gill et al., 2006). In this approach, DNA extracted from a sample of 
the microbiome is sequenced directly, rather than following amplification of a 
specific gene (e.g., 16S rRNA). The absence of a specific amplification step to 
recover microbial genes often means that suitable amounts of DNA from micro-
bial communities are difficult to obtain, particularly without interference from 
host DNA. Physical methods for separating microbial communities from host 
tissue, including the user of lasers to remove attached microbes from epithelial 
cells in the GI tract (Wang et al., 2010a), can be effective, but typically provides 
insufficient DNA for direct sequencing. Fortunately, there are approaches for 
whole genome amplification that can be employed to produce sufficient DNA 
for metagenomic sequencing (Binga et al., 2008). Understanding the biases and 
variability introduced by each of these steps is essential for a meaningful analysis 
of the resulting sequences.

When sequences derived from metagenomes are compared to previously 
characterized genes, using platforms such as MG-RAST (Glass et al., 2010), a 
picture of the metabolic potential of a community emerges. Millions of sequences 
from shotgun metagenomes from the human GI tract (Qin et al., 2010) have been 
generated in an effort to identify those that are consistent with health and various 
disease states. It has been suggested that while the taxonomic structure of micro-
biomes can fluctuate considerably, the composition of metabolic genes remains 
consistent (Turnbaugh et al., 2009). The definition of OTUs for both rRNA genes 
and protein-encoding genes will certainly influence this interpretation of the data: 
defining the appropriate level of resolution in sequence analysis is central to fu-
ture analysis of microbiome sequences.

A logical extension of the metabolic potential suggested by community 
metagenomic sequencing is insight into the actual activity of a community gained 
through metatranscriptomic sequencing (Gilbert and Hughes, 2011; Gosalbes 
et al., 2011). In this case, total RNA is isolated and structural RNAs removed 
to enrich for mRNA, which is then reverse transcribed into cDNA for sequence 
analysis. Rather than just revealing the potential activity, this will indicate which 
of the potential metabolic pathways are actually being used on the basis of their 
transcription within the community. To move even closer to actual function, meta-
proteomics employs high-throughput, high-resolution mass spectroscopy to de-
termine which proteins are actually present in a given community (Verberkmoes 
et al., 2009). This approach generally requires some knowledge of the coding po-
tential of a community in order to make predictions about potential proteins based 
in mass/charge ratios, and thus is often combined with metagenomic sequencing. 
A final approach used to assess in situ function, often via mass spectroscopy, is 
to measure the complement of metabolites (e.g., short chain fatty acids, lipids, 
small molecules) associated with a community. This so-called metabolomics or 
metabonomics approach assesses function based on the presence of metabolites, 
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many of which will be produced by specific members of the community (Martin 
et al., 2007; Kinross et al., 2011).

The three dimensional structure of microbial communities in the GI tract, 
particularly those in close proximity to epithelial cells may also provide useful 
information about the function of the community, including cell–cell interactions 
among microbes and between microbes and their host. Extraction and purification 
of DNA for microbiome analysis obliterates the architecture of microbial com-
munities, but fortunately the sequence data gathered as part of a SSU microbial 
census can be used to design fluorescently labeled probes that permit visualiza-
tion of the structural organization of microbes in preserved samples. The recent 
application of combinatorial labeling of probes and spectral imaging (Valm et al., 
2011) offers the potential to visualize dozens of microbes in a community and 
holds considerable promise for microbiome studies.

Selecting the Appropriate Methodology; An Argument for the Team Approach

With this immense armamentarium of tools for microbiome analysis, the 
decision as to which method to employ must return to the most basic consider-
ations, namely, what is the scientific and/or clinical question(s) to be addressed? 
In some cases, associations with disease based on 16S sequence retrieval are an 
appropriate first step, in an exercise as we discussed earlier that can be thought 
of as being hypothesis generating. However, in order to specifically test a given 
hypothesis or to monitor the physiologic effects of specific microbiome altera-
tions, functional assessments via metagenomics or metabolomics might be more 
appropriate. To help in such decision making, a “team science” approach is often 
necessary, bringing together clinicians with expertise in IBD with microbial 
ecologists, bioinformatics specialists, statisticians, and microbial physiologists. 
As demonstrated by the NIH Human Microbiome Project (HMP) and the Euro-
pean MetaHIT projects, collaborative teams of scientists from a broad range of 
disciplines working together to address questions of the microbiome in health 
and disease are an important and effective approach. Similarly, the study of IBD 
using a “systems science,” with interdisciplinary teams and expertise will be 
essential for discovering the etiopathogenesis of these diseases, novel therapies, 
and potentially a cure.

Summary

We propose that collaboration between microbial ecologists and clinician 
investigators is critical and should be considered an essential component for 
translational studies of the role of the microbiome in IBD. We caution against 
overzealous claims about the significance of the findings based on our current 
evidence. Existing descriptive studies should be used to generate hypotheses 
and help us move toward mechanistic studies that will truly help us discover the 
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causes and potential cures for IBD and other gastrointestinal diseases. As our 
molecular techniques for evaluating the microbiome evolve and become more 
refined, the field needs to move beyond the descriptive studies which constitute 
the current state of microbiome-IBD research and toward mechanistic studies that 
will fundamentally improve and expand our understanding of IBD.
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A19

INTER-KINGDOM SIGNALLING: COMMUNICATION 
BETWEEN BACTERIA AND THEIR HOSTS76

David T. Hughes and Vanessa Sperandio77

Abstract

Microorganisms and their hosts communicate with each other through 
an array of hormonal signals. This cross-kingdom cell-to-cell signalling in-
volves small molecules, such as hormones that are produced by eukaryotes 
and hormone-like chemicals that are produced by bacteria. Cell-to-cell sig-
nalling between bacteria, usually referred to as quorum sensing, was initially 
described as a means by which bacteria achieve signalling in microbial com-
munities to coordinate gene expression within a population. Recent evidence 
shows, however, that quorum-sensing signalling is not restricted to bacterial 
cell-to-cell communication, but also allows communication between micro-
organisms and their hosts.

Prokaryotes and eukaryotes have coexisted for millions of years. It is esti-
mated that humans have 1013 human cells and 1014 bacterial cells (comprising 
the endogenous bacterial flora). Eukaryotes have a variable relationship with pro-
karyotes, and these interactions can be either beneficial or detrimental. Humans 
maintain a symbiotic association with their intestinal microbial flora, which is 
crucial for nutrient assimilation and development of the innate immune system 
(Hooper and Gordon, 2001). These mutually beneficial associations are possible 
because microorganisms and mammals can communicate with each other through 
various hormone and hormone-like chemical compounds. These signals, however, 
can be ‘hijacked’ by bacterial pathogens to activate their virulence genes.

The hormonal communication between microorganisms and their hosts, 
dubbed inter-kingdom signalling, is a recent field of research. This field evolved 
from the initial observation that bacteria can communicate with each other 
through hormone-like signals (Nealson et al., 1970), a process that was later 
named quorum sensing (QS) (Fuqua et al., 1996). This field expanded with 
the realization that these bacterial signals can modulate mammalian cell-signal 

76   Reprint permission granted courtesy of Nature Publishing Group.
77   Department of Microbiology, University of Texas Southwestern Medical Center, Dallas, Texas 

75235, USA. 
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transduction (Telford et al., 1998) and that host hormones can cross-signal with 
QS signals to modulate bacterial gene expression (Molina, 2006). In this Review, 
we discuss several mechanisms that are used for hormonal communication be-
tween microorganisms and their hosts. Owing to space constraints, we mainly 
consider pathogenic interactions. We focus primarily on acyl-homoserine lactones 
(AHLs) and aromatic (autoinducer78 (AI)-3) signals, because of the wealth of re-
ports that link these signals to inter-kingdom communication, but it is worth not-
ing that bacteria use an array of additional chemical molecules to communicate 
with one another, and it is expected that future research will implicate these in 
inter-kingdom signalling. After discussing bacteria–mammal and bacteria–plant 
interactions, we will discuss the evolutionary parallels between host and micro-
organism signalling systems. 

The Hormonal Signals

There are three broad categories of mammalian hormones: proteins (or pep-
tides), steroids (a subclass of lipidic hormones) and amino-acid derivatives (or 
amines). The structure of a hormone dictates the location of its receptor. Amine 
and peptide hormones cannot cross the cell membrane and bind to cell-surface 
receptors (such as receptor kinases and G-protein-coupled receptors (GPCRs)), 
whereas steroid hormones can cross plasma membranes and primarily bind to 
intracellular receptors.

Protein and peptide hormones constitute most of the hormones, contain 
3–200 amino acids and are usually post-translationally processed. Peptide hor-
mones include the epidermal growth factor (EGF), insulin and glucagons. Steroid 
hormones are derived from cholesterol, and amines are synthesized from tyrosine. 
Amine hormones include the catecholamines adrenaline, noradrenaline (NA) and 
dopamine (Molina, 2006). All of these hormones (Figure A19-1) are engaged in 
inter-kingdom signaling with microorganisms.

Communicating through Cell-Surface Receptors

Here, we summarize signalling through mammalian and bacterial extracel-
lular receptors that recognize hormones that do not cross the cellular membrane. 
Owing to the abundance of reports on inter-kingdom signalling through intracel-
lular receptors, these signalling mechanisms will be discussed separately.

Signalling through Receptor Kinases 

Receptor kinases are cell-surface receptors that possess intrinsic tyrosine- or 
threonine-kinase activity that becomes activated upon the binding of a hormone to 

78   Autoinducer: A bacterial hormone-like signalling molecule.
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the extracellular amino-terminal region of the receptor. This activation results in 
the recruitment and phosphorylation of intracellular downstream proteins, which 
initiates signalling cascades (Figure A19-2). One receptor tyrosine kinase that is 
important for host–microorganism communication is the EGF receptor (EGFR). 
EGFR exists on the cell surface and is activated by the binding of EGFs, small 
proteins that are widely used as signals by animal cells (Moghal and Sternberg, 
1999). Upon activation by EGF, EGFR undergoes a transition from an inactive 
monomeric form to an active homodimer, which stimulates the intrinsic intracellu-
lar tyrosine-kinase activity of EGFR. Autophosphorylation results in downstream 
activation and signalling by other proteins, which initiates the signal-transduction 
cascades, principally the mitogen-activated protein kinase (MAPK), Akt and Jun 
amino-terminal-kinase (JNK) pathways that lead to DNA synthesis and cell prolif-
eration. EGFR signalling is required for cell-fate specification, growth and survival 
at multiple steps of development (Moghal and Sternberg, 1999) (Figure A19-2). 

The membrane serine protease rhomboid (Rho) regulates EGFR signalling 
by allowing the secretion of EGFR ligands through the proteolytic activation of 

Figure A19-1.eps
bitmap with masks and reset labels

<<<NOTE indecipherable type in upper two compounds>>>
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Noradrenaline
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FIGURE A19-1 Chemical structures of bacterial and host signals. The bacterial signal 
autoinducer (AI)-3 is an aromatic aminated signal; its final structure is still unknown. 
Because AI-3 is, to a certain degree, hydrophobic, it is not thought to be able to cross 
the cell membrane. The bacterial signal acyl homoserine lactone (AHL) is composed 
of a conserved homoserine ring and a variable acyl chain, and usually can cross the cell 
membrane. The host hormones adrenaline and noradrenaline are cathecolamines that are 
synthesized from tyrosine and usually do not cross the cell membrane. The host signals 
progesterone and cholesterol are two examples of lipid host hormones that can cross the 
cell membrane and bind intracellular receptors.
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Figure A19-2.eps
bitmap

FIGURE A19-2 Mammalian signalling through membrane receptors. a | Membrane 
receptor kinases dimerize and autophosphorylate a tyrosine or threonine residue upon 
binding to a hormone. They then initiate a phosphorelay signalling cascade in the cell. 
These cascades can include the mitogen-activated protein kinase (MAPK), Akt and Jun 
amino-terminal-kinase (JNK) pathways, and often lead to DNA synthesis and cell pro-
liferation. b | G-protein-coupled receptors (GPCRs) are receptors that are coupled to 
guanine-binding proteins (G proteins) when they are inactive. G proteins consist of an 
α-, a β- and a γ-subunit. If a GPCR binds its signal (such as adrenaline or noradrenaline 
(NA)), the α-subunit of the G protein is uncoupled and exerts its effect. Different fami-
lies of the α-subunit associate with different effectors and exert different effects. The αi 
inhibits adenylate cyclase and diminishes the levels of intracellular cyclic AMP (cAMP), 
the αs activates adenylate cyclase to increase the levels of cAMP and the αq activates 
phospholipase C (PLC).
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EGF from the signal-emitting cells, and provides a link between eukaryotic sig-
nalling and host–microorganism communication (Table A19-1). Rho is conserved 
between eukaryotic and prokaryotic cells. The Providencia stuartii Aar protein is 
a Rho-related protease that can functionally substitute the Drosophila Rho (Gallio 
et al., 2002; Stevenson et al., 2007). Additionally, eukaryotic Rho can comple-
ment a P. stuartii aar mutant, which shows that the function of these proteins is 
conserved between prokaryotes and eukaryotes. Rho is involved in signalling in 
animal cells, and Aar is also required for the production of a bacterial QS signal 
(Gallio et al., 2002; Stevenson et al., 2007). QS in P. stuartii represses the expres-
sion of an acetyl-transferase that modifies peptidoglycan (an intrinsic component 
of the bacterial cell wall) (Rather et al., 1997, 1999). 

Signalling through GPCRs

Another type of cellsurface receptor that can be activated by hormones is the 
GPCRs. These receptors have seven transmembrane domains and are coupled to 
heterotrimeric guanine-binding proteins (G proteins), which consist of an α-, a β- 
and a γ-subunit. Hormone binding to a GPCR results in a conformational change 
that induces the receptor to interact with a regulatory G protein; this stimulates 
the release of GDP in exchange for GTP and results in G-protein activation. The 
activated G protein (bound to GTP) dissociates from the receptor, which is fol-
lowed by α–βγ dissociation, and activates its intracellular target, which can be 
either an ion channel or an enzyme. GPCR specificity is controlled by the type 
of G protein with which a GPCR is associated. G proteins can be divided into 
four families depending on their association with different effector proteins. The 
signalling pathways of three of these—Gαs, Gαi and Gαq—have been extensively 
studied. The Gαs family activates adenylate cyclase, the Gαi family inhibits ad-
enylate cyclase and the Gαq family activates phospholipase C. Within the largest 
class of the GPCRs are the mammalian adrenergic receptors, which change their 
conformation upon binding adrenaline or NA and thereby activate their coupled G 
protein to initiate a signalling cascade (Molina, 2006) (Figure A19-2).

Bacterial cells do not express adrenergic receptors, but many studies indicate 
that they respond to adrenaline and/or NA. Most of these studies were conducted 
in bacteria that inhabit the human gastrointestinal (GI) tract (Sperandio et al., 
2003; Lyte, 1992; Lyte and Ernst, 1992; Lyte et al., 1996; Lyte et al., 1997; Free-
stone et al., 2003; Freestone et al., 2000; Burton et al., 2002; Clarke and Speran-
dio, 2005(19); Clarke and Sperandio, 2005(20); Reading et al., 2007; Kendall et 
al., 2007; Clarke et al., 2006; Walters and Sperandio, 2006; Nakano et al., 2007; 
Furness, 2000), in which, notably, both adrenaline and NA are present. NA is 
synthesized in the adrenergic neurons of the enteric nervous system79 (Furness, 
2000). By contrast, adrenaline is synthesized in the central nervous system and 

79   Enteric nervous system: A nervous system that innervates the gastrointestinal tract.
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the adrenal medulla; it acts in a systemic manner after being released into the 
bloodstream, thereby reaching the intestine (Purves et al., 2001).

Although during homeostasis NA is probably the predominant signal in the 
intestine (as it is produced in the enteric nervous system), during stress, adrena-
line acts systemically and affects the whole body, including the human GI system 
(Purves et al., 2001). Both hormones modulate intestinal smooth-muscle contrac-
tion, submucosal blood flow and chloride and potassium secretion in the intestine 
(Horger et al., 1998). Freddolino and colleagues (2004) reported that the ligand-
binding sites for adrenaline and NA in a human adrenergic receptor are similar, 
and there is evidence to indicate that both adrenaline and NA are recognized by 
the same receptors and have important biological roles in the human GI tract 
(Horger et al., 1998). Furthermore, although these hormones are usually found 
at a nanomolar level in sera, the level of NA in the intestine is in the micromolar 
range; this is because the enteric nervous system is rich in adrenergic neurons, 
which have axon terminations that are close to the intestinal epithelia (Eldrup 
and Richter, 2000). 

Interpreting Adrenaline and NA

Bacteria sense and respond to adrenaline and NA to regulate a multitude of 
phenotypes that range from metabolism to virulence-gene expression. 

EHEC as a Case Study: Lessons from a Hijacker

NA induces bacterial growth, fimbriae and toxin expression in pathogenic 
Escherichia coli (Lyte, 1992; Lyte and Ernst, 1992; Lyte et al., 1996; Lyte et al., 
1997; Freestone et al., 2003; Freestone et al., 2000; Burton et al., 2002). There 
are also reports in the literature (albeit conflicting) that imply that NA functions 
as a siderophore80 (Freestone et al., 2000; Kinney et al., 2000). Recently, NA was 
implicated in the induced expression of enterobactin and iron uptake in E. coli, 
which suggests that this is the mechanism that is involved in growth induction 
(Burton et al., 2002). However, the role of NA in bacterial pathogenesis seems to 
be more complex, and the line that divides signalling and iron uptake is becoming 
increasingly blurred; for example, the siderophore pyoverdine in Pseudomonas 
aeruginosa also acts as a signalling molecule (Lamont et al., 2002). It has also 
been reported that during surgical trauma NA release into the intestine induces 
the expression of virulence traits in P. aeruginosa, which leads to gut-derived 
sepsis (Alverdy et al., 2002). The role of adrenaline and NA signalling in bacte-
rial pathogenesis was solidified by the discovery that both hormones induce the 
expression of flagella and the type III secretion system81 (T3SS) in the deadly 

80   Siderophore: A small organic molecule that is produced by bacteria to sequester iron.
81   Type III secretion system: A specialized syringe-like secretion system that is used to inject 

bacterial effectors into host cells.
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pathogen enterohaemorrhagic E. coli (EHEC) O157:H7. EHEC can sense either 
the host adrenaline and NA or a bacterial aromatic QS signal, dubbed AI-3, to 
express its virulence traits, which suggests that these host and bacterial signals 
are interchangeable (Sperandio et al., 2003). EHEC are food-borne pathogens that 
cause major outbreaks of bloody diarrhoea and haemolytic uraemic syndrome82 
throughout the world (Kaper and O’Brien, 1998). EHEC colonization of the large 
intestine causes attaching and effacing (AE) lesions on epithelial cells. These AE 
lesions are characterized by the destruction of microvilli and pedestal-like struc-
tures that ‘cup’ the bacterium (Moon et al., 1983; Knutton et al., 1987; Tzipori 
et al., 1986). The genes that are involved in the formation of the AE lesion are 
encoded by the locus of enterocyte83 effacement (LEE) chromosomal pathoge-
nicity island (McDaniel et al., 1995). The LEE region encodes a T3SS (Jarvis et 
al., 1995), an adhesion (Jerse et al., 1990) and its receptor (Kenny et l., 1997), 
and effector proteins (McNamara and Donnenberg, 1998; Kenny and Jepson, 
2000; Elliott et al., 2001; Tu et al., 2003; Kanack et al., 2005). The mortality that 
is associated with EHEC infections stems from the production and release of 
potent Shiga toxin. Shiga toxin induces cell death in endothelial cells, primarily 
in the urinary tract, thereby causing haemolytic uraemic syndrome (Karmali et 
al., 1983).

EHEC sense three signals to activate their virulence genes—the bacterial sig-
nal AI-3, which is produced by several species of bacteria in the normal human GI 
microbial flora, and adrenaline and NA, both of which are produced by the host 
(Sperandio et al., 2003; Walters et al., 2006; Tannock et al., 2005). Recognition 
of these three signals is essential for in vivo virulence expression, as shown using 
rabbit and bovine infection models (Clarke et al., 2006; Vlisidou et al., 2004). 
AI-3, adrenaline and NA are agonistic signals, and responses to all three can be 
blocked by adrenergic antagonists (Sperandio et al., 2003; Clarke et al., 2006; 
Walters and Sperandio, 2006). These signals are sensed by the histidine sensor 
kinases in the membrane of EHEC that activate a complex regulatory cascade. 
This cascade culminates in the activation of genes that are necessary for motil-
ity, the expression of the LEE (which results in intestinal colonization through 
the formation of AE lesions) and Shiga-toxin expression (Sperandio et al., 2003; 
Clarke and Sperandio, 2005; Clarke et al., 2006; Sperandio et al., 2001). QseC 
is one such sensor kinase.

Signal Interpretation through QseC and QseB 

QseC specifically senses AI-3, adrenaline and NA (to augment its phos-
phorylation state) by directly binding to these signals. Thus, QseC is a bacterial 
functional analogue of adrenergic receptors (Clarke et al., 2006). As a qseC 

82   Haemolytic uraemic syndrome: A complication, caused mostly by Shiga toxin, that can cause 
the kidneys to shut down and results in high morbidity and mortality.

83   Enterocyte: An epithelial cell in the intestine.
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mutant was attenuated for virulence in two rabbit animal models of infection 
(Clarke et al., 2006) (V.S., unpublished observations), QseC is essential for full 
virulence in EHEC.

Typically, sensor kinases constitute two-component systems that act in con-
cert with response regulators. In response to an environmental signal, the sensor 
autophosphorylates its own conserved histidine residue (Figure A19-3). Subse-
quently, the histidine-bound phosphoryl group of the sensor kinase is transferred 
onto a specific aspartate residue on the cognate response regulator for activation. 
The activated response regulator then directly regulates the transcription of its 
target genes. In bacteria, the two-component system is the major system of sig-
nal transduction (Igo et al., 1989). Importantly, mammals do not have histidine 
sensor kinases (Lyon and Muir, 2003; Roychoudhury et al., 1993). Upon sensing 

Figure A19-3.eps
bitmap

FIGURE A19-3 Adrenergic sensing in enterohaemorrhagic Escherichia coli. Autoinducer 
(AI)-3, adrenaline and noradrenaline (NA) bind the bacterial membrane receptor QseC, 
which results in its autophosphorylation. QseC then phosphorylates its response regulator 
QseB and initiates a complex phosphorelay signalling cascade that activates the expression 
of a second two-component system (QseEF), the locus of enterocyte effacement (LEE) 
genes (which encode various proteins, including the components of a type III section sys-
tem that are involved in attaching and effacing (AE) lesion formation), the motility genes 
(flhDC) and Shiga toxin (stxAB). The QseEF two-component system is also involved in 
the expression of the LEE genes, and although its activators have not yet been elucidated, 
it is possible that it senses adrenaline and/or NA.
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AI-3, adrenaline or NA, QseC phosphorylates the QseB response regulator, which 
activates the expression of motility genes (Clarke and Sperandio, 2005) and itself 
(Clarke and Sperandio, 2005). In addition, QseBC plays an important part in the 
regulation of the LEE genes, iron-uptake systems, several adhesins, other two-
component systems and Shiga toxin (D.T.H. and V.S., unpublished observations). 
These in vitro and in vivo data suggest that QseC has a pivotal role in EHEC 
pathogenesis and inter-kingdom signalling. The QseC sensor is the first example 
of a receptor for both a bacterial and a host signal, and, therefore, QseC integrates 
bacteria–host signalling at the biochemical level.

QseC homologues are present in several other bacterial pathogens, including 
Salmonella enterica serovar Typhi (S. typhi), Salmonella enterica serovar Ty-
phimurium (S. typhimurium), Vibrio parahaemolyticus and Francisella tularensis. 
The role of QseC in other bacterial pathogens is beginning to be elucidated. QseC 
regulates the expression of the PmrAB two-component system in S. typhimurium, 
which, in turn, regulates virulence-gene expression (Merighi et al., 2006). Also, 
a recent report demonstrated that a qseC mutant was defective in colonization of 
the swine GI tract (Bearson and Bearson, 2007). The important role that sensing 
adrenaline and NA has during Salmonella spp. infection and colonization was 
further highlighted by a report that, in swine, either social stress or stress induced 
by transportation reactivates subacute Salmonella spp. infections and can increase 
the faecal excretion of these bacteria (Callaway et al., 2006). F. tularensis qseC 
mutants are attenuated for the infection of mice (Weiss et al., 2007). Although it 
has not been associated with QseC, NA has been shown to induce the expression 
of the V. parahaemolyticus T3SS, cytotoxicity and pathogenicity in vivo, and 
these effects were blocked by adrenergic antagonists (Nakano et al., 2007). NA 
has also been shown to regulate the expression of the OspA protein in Borrelia 
burgdorferi, which is important for the survival of B. burgdorferi in the tick host 
and its infection of mice (Scheckelhoff et al., 2007). 

Signal interpretation through QseE and QseF

In EHEC, QseC autophosphorylation in response to the three signals that 
are discussed above can only be blocked by an α-adrenergic antagonist (phen-
tolamine) (Clarke et al., 2006). However, AE lesion formation can be blocked by 
a β-adrenergic antagonist (propranolol) (Sperandio et al., 2003). These findings 
suggest that there is a second sensor for these signals. The interaction of AI-3, 
adrenaline and NA with more than one sensor kinase could also provide a “tim-
ing” mechanism during infection, which is desirable, as it would be inefficient 
for EHEC to express attachment and motility genes simultaneously. In addition 
to controlling the expression of the motility genes, the LEE and Shiga toxin, 
QseC also activates the transcription of a two-component system (QseEF), which 
is involved in AE lesion formation (Reading et al., 2007). QseE is a membrane-
bound sensor kinase, and QseF is its response regulator. Although the signals 
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that are sensed by this two-component system have not yet been elucidated, the 
expression of QseE is essential for AE lesion formation by EHEC (Reading et 
al., 2007) and it could constitute a second adrenaline and/or NA sensor in E. coli.

AI-3 Signalling—Talking Back to the Host? 

AI-3 is a bacterial signal that activates the expression of the EHEC virulence 
genes. AI-3 signalling in EHEC can be substituted by the hormones adrenaline and 
NA, which suggests that AI-3 might also be involved in inter-kingdom signalling 
(Sperandio et al., 2003). As the host hormones adrenaline and NA signal to EHEC, 
it would be expected that AI-3 can signal to eukaryotic cells. In the human intes-
tine, enterocytes express the α2-adrenergic receptor. This receptor is expressed 
preferentially in the basolateral compartment of the polarized intestinal cells, but 
is also found in the brush border of these cells. It is expressed at higher levels in 
the proximal and transverse colon of the human intestine, which are, coincidently, 
the sites of microbial flora and EHEC colonization (Valet et al., 1993). A general 
pathway of α2-adrenergic-signal transduction is the depression of intracellular cy-
clic AMP levels by the inhibition of adenylate cyclase. The α2-adrenergic receptor 
is coupled to both the Gi2 and Gi3 signalling proteins, and the activation of Gi2 is 
predominantly responsible for the inhibition of adenylate cyclase by α2-agonists 
and natural ligands (adrenaline and NA) (Remaury et al., 1993). Future studies 
will investigate whether AI-3 can inhibit adenylate cyclase through α2-adrenergic 
receptors in enterocytes. Such an inhibition would suggest that AI-3 functions in 
the human GI tract as a natural α-agonist that is produced by the resident microbial 
flora. Given that α-adrenergic agonists have been used extensively as inhibitors 
of chronic diarrhoea (Buchman et al., 2006), such an activity could suggest an 
important role for AI-3 in the maintenance of intestinal homeostasis.

The Stress Response in Inter-Kingdom Signalling.

Adaptations to environmental, psychosocial or physical insults in mammals 
are referred to as stress responses—also termed “fight or flight” responses. The 
short-term activation of the stress response involves the synchronized interaction 
of all aspects of the neuroendocrine system, and ensures that energy substrates are 
available to meet the increasing energy demands of the body. Adrenaline and NA 
are classic stress hormones that have a pivotal role in the stress response (Molina, 
2006). Although they increase a mammal’s ability to respond to the environment, 
it seems that they can be sensed by bacteria, which allows these organisms to 
gauge the metabolic state of the host and exploit a weakened immune system. 
In addition to adrenaline and NA, the host releases endogenous opiods, such as 
dynorphin, during stress. A recent study suggested that the opportunistic patho-
gen P. aeruginosa uses host dynorphin to enhance the expression of its virulence 
traits; it was also shown that this mammalian stress hormone cross-signals with 
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the P. aeruginosa QS signalling system (Zaborina et al., 2007). Taken together, 
these studies have shown that there is an intricate connection between host stress 
signalling, bacterial QS and pathogenesis, which suggests that stress responses, 
some of the most basic physiological functions in prokaryotic and eukaryotic 
cells, are central to inter-kingdom communication.

Communicating through Intracellular Receptors

AHLs and AI-1 are fatty-acid-based signalling molecules (Figure A19-1; 
Table A19-1) that are synthesized by Gram-negative bacteria to coordinate the 
cell-density-based gene regulation that is known as QS. AHLs mediate bacterial 
processes by interacting with inducible transcriptional regulators. This process 
was first characterized in the bioluminescent bacterium Vibrio fischeri as a mech-
anism that regulates light production (Nealson et al., 1970). The role of AHLs 
as bacterial signalling molecules has since evolved to include many regulatory 
functions, including multiple mechanisms of bacterial pathogenesis64. These 
mechanisms are most extensively characterized in P. aeruginosa, in which AHLs 
are required to regulate colonization and persistence during infection (Yoon et 
al., 2002; Singh et al., 2000).

Lipidic-based or fatty-acid-based signalling mechanisms have also been 
extensively characterized in eukaryotes. Dozens of lipid-based hormones have 
been shownto facilitate hundreds of biological functions. These lipid-based mol-
ecules include members of the eicosanoid family84 as well as lipidic and steroid 
hormones. Lipid-based hormones diffuse freely across the cell membrane and 
interact with members of the nuclear hormone receptor family to modify tran-
scriptional regulation (Downward, 2001).

Bacterial AHLs and eukaryotic lipidic signaling molecules are chemically 
analogous and have comparable modes of action (Figure A19-4). This observa-
tion led to the hypothesis that bacterial AIs enter the host cell and mediate the 
regulation of transcription (Shiner et al., 2005). A bona fide mammalian AHL 
receptor has not yet been found, but recent studies have shown that the AHL 
N-(3- oxododecanoyl)-l-homoserine lactone (also known as OdDHL) can enter, 
and function in, mammalian cells (Williams et al., 2004). It has been known for 
more than a decade that AHLs can elicit responses in mammalian cells. This 
phenomenon was first observed using respiratory epithelial cells, in which there 
was a dose-dependent increase in interleukin (IL)-8 in response to purified AHL 
(DiMango et al., 1995). Subsequent reports indicated that AHLs have a pleiotro-
pic effect on host cells that depends on cell type, AHL concentration and assay 
condition. However, several groups have consistently demonstrated what seems 
to be a biphasic role for AHLs in immunomodulation—low AHL concentrations 

84   Eicosanoid family: A lipid-based signalling molecule that is best known for its control of the 
immune response. Prostaglandins are part of the eicosanoid family.
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impair the immune response, whereas high concentrations exacerbate immune 
function.

Inhibition of the Host Immune Response by AHLs. 

AHLs were first shown to act as inhibitors of the host immune response 
in 1998 (Telford et al., 1998). In this study, it was reported that OdDHL in-
hibits lymphocyte proliferation and tumour necrosis factor-α production, and 
downregulates IL-12 production, in lipopolysaccharide-stimulated macrophages. 
This assay was used to establish the structural requirements of AHL for immune 
inhibition. Acylated l-homoserine lactones that have an 11–13 carbon side chain 
that contains either a 3-oxo or a 3-hydroxy group have optimal immune suppres-
sive activity (Chahabra et al., 2003). Subsequent studies indicated that OdDHL 
inhibits cytokine production in vitro and INF-γ tends to be inhibited more than 

Figure A19-4.eps
bitmap

FIGURE A19-4 AHL inter-kingdom signalling. In bacteria, acyl homoserine lactones 
(AHLs) cross the cell membrane and interact with cytoplasmic receptors of the LuxR 
family. Binding the AHL to the LuxR-type receptor allows proper folding of this protein, 
which allows the receptor to dimerize and bind to its target sequence on DNA to regulate 
gene expression. In the absence of signal, LuxR-type proteins misfold and are targeted 
for degradation. In mammalian cells, AHLs also gain access to the cytoplasm by crossing 
the plasma membrane. The identity of the mammalian receptor (or receptors) for AHLs in 
mammalian cells is unknown. However, if there are intracellular receptors, it is proposed 
that the interaction with the AHL ligand activates these receptors and thereby allows their 
transportation into the nucleus, where they could control gene expression.
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IL-4. However, in vivo experiments were suggestive of nonspecifi c immune in--4. However, in vivo experiments were suggestive of nonspecific immune in-
activation rather than a T helper 1 (TH1) response85 (Ritchie et al., 2003), which 
supports the finding that OdDHL inhibits the differentiation and proliferation of 
both TH1 and TH2 cells (Ritchie et al., 2003; Pritchard et al., 2005).

AHLs Promote Apoptosis

Gram-negative bacteria, such as EHEC, enteropathogenic E. coli and Salmo-
nella spp., secrete effectors to initiate apoptosis and abrogate the innate immune 
response (Mota et al., 2005). Several recent reports indicate that OdDHL also 
initiates apoptosis, which suggests an additional mechanism of bacteria-mediated 
apoptosis. OdDHL causes apoptosis in various mammalian cell types, includ-
ing neutrophils, macrophages, fibroblasts, human vascular endothelial cells and 
breast carcinoma cells (Tateda et al., 2003; Horikawa et al., 2006; Shiner et al., 
2006; Li et al., 2004).

The induction of apoptosis by OdDHL was first observed by Tateda and 
colleagues (Tateda et al., 2003), who observed a dose-dependent and incubation-
time-dependent increase in apoptosis in neutrophils and macrophages upon the 
addition of OdDHL. Interestingly, this effect was not observed upon the addition 
of N-butanoyl-l-homoserine lactone (also known as C4-HSL), another QS mol-
ecule (Tateda et al., 2003) Structure–activity studies correlated the hydrophobic-
ity of the side chain of OdDHL with its apoptotic activity. Several synthetic AHL 
analogues that had polar and non-polar additions to the distal end of the side chain 
were tested in these correlation studies; the addition of polar groups abolished 
apoptotic activity, whereas the addition of bulky hydrophobic groups increased 
apoptotic activity (Horikawa et al., 2006).

In 2004, the first clue towards understanding the mechanism that underlies 
AHL-induced apoptosis was provided (Li et al., 2004). In a breast carcinoma 
cell line, OdDHL diminished signal transduction and activator of transcription 3 
(STAT3) activity, but had no effect on MAPK activity, and the pharmacological 
inhibition of the STAT3 pathway led to the same phenotype as the addition of 
OdDHL. Furthermore, the expression of a constitutively active STAT3 protein 
abolished the apoptotic activity of OdDHL (Li et al., 2004).

More recently, calcium signalling was established as a mechanism for 
OdDHL apoptotic activity (Shiner et al., 2006). OdDHL increases cytosolic cal-
cium levels in murine fibroblasts and human vascular endothelial cells. Interest-
ingly, the pharmacological inhibition of calcium signalling pathways abolishes 
the apoptotic effect of OdDHL, but the immunomodulatory effects of OdDHL 
remain intact (Shiner et al., 2006).

85   T helper 1 (TH1) response: The actions of CD4 helper T lymphocytes can be summarized by two 
pathways, TH1 and TH2, on the basis of the cytokines that they produce and their effector functions. 
During the TH1 response, T helper lymphocytes principally secrete interferon–γ to activate phagocyte-
mediated defence, which typically involves intracellular microorganisms.
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AHLs Elicit Proinflammatory Effects

Following the discovery that IL-8 levels increase in respiratory epithelial 
cells upon the addition of OdDHL, a series of studies that documented numer-
ous proinflammatory pathways that are affected by OdDHLs were published 
(Zimmermann et al., 2006). The first of these studies characterized the poten-
tial mechanism by which OdDHL could increase the production of IL-8. The 
transcription factors nuclear factor (NF)-κB and AP-2 are required for maximal 
induction of IL-8 by OdDHL80. Furthermore, if the MAPK pathway is inhibited, 
OdDHL stimulation of both IL-8 and NF-κB is subdued (Smith et al., 2001). 
However, OdDHL also induces neutrophil chemotaxis in an IL-8-independent 
manner (Zimmermann et al., 2006).

Subsequent studies examined the effect of OdDHL injection into the skin of 
mice. Injection resulted in increased mRNAs for the cytokines IL-1α and IL-6 as 
well as for the chemokines macrophage inflammatory protein 2 (MIP2), MIP1β, 
interferon-γ inducible protein 10 and T-cell activation gene 3 (Smith et al., 2002). 
OdDHL also activated T-cells to produce INF-γ (Smith et al., 2002). 

Acting through the NF-κB pathway, OdDHL increases the expression 
of cyclooxygenase 2 (COX2); an enzyme that is responsible for the synthesis of 
prostaglandin (an eicosanoid) (Smith et al., 2002). Increased levels of membrane-
associated prostaglandin E (PGE) synthase, as well as its product, PGE2, indicate 
that OdDHLs can act as potent activators of the lipid-mediated immune response. 
Prostaglandin metabolites, which are similar to OdDHL in structure and their 
chemical characteristics, have the same COX2 activation phenotype as OdDHLs; 
this indicates functionality through a common receptor (Smith et al., 2002).

On the Forefront: Novel Roles for AHLs 

Rumbaugh (2007) has recently undertaken an unbiased approach to un-
derstanding the role of AHLs in mammalian cells. In this study, a microarray 
analysis of mouse fibroblasts treated with OdDHL or C4-HSL was performed. 
Treatment with OdDHL and C4-HSL using Affymetrix GeneChips elicited sig-
nificant changes in murine genes of 10% and 8%, respectively. Most of these dif-
ferentially regulated genes exhibited AI specificity (regulated by either OdDHL 
or C4-HSL). Intriguingly, whereas several of these differentially regulated genes 
were from categories of previously discovered AHL targets, such as immune 
modulation and apoptosis, most of the differentially regulated genes were new 
AHL targets. Therefore, AHLs probably act on multiple mammalian pathways, 
and these interactions are probably not pathogenic in nature.

Mammals Fight Back: Destroying AHLs

Recent studies have found cytoplasmic factors that degrade OdDHL, called 
paraoxonases (PONs), in mammalian cells (Yang et al., 2005; Chun et al., 2004). 
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PONs are involved in the detoxification of many organophosphates and act as 
lactonases (Yang et al., 2005; Chun et al., 2004). Although it is possible that these 
functions evolved only to subvert the QS capabilities of an invading bacterium, 
this seems unlikely given that QS typically occurs outside the cell. It is more 
likely that these molecules evolved to prevent OdDHLs, which can infiltrate 
mammalian cells, from interfering with cellular functions.

In 2004, Chun and colleagues (2004) discovered that human airway epithelia 
inactivate OdDHL through an unknown mechanism, and activity is cell associated 
(that is, it is not a secreted factor). The likely candidates for the factor were sub-
sequently reduced to the paraoxonase family86 proteins PON1, PON2 and PON3 
(Khersonsky and Tawfik, 2005; Draganov et al., 2005). Although serum PON1 
subverted P. aeruginosa QS and biofilm formation in vitro, Pon1-knockout mice 
were protected in a P. aeruginosa infection model. PON2 was eventually deter-
mined to be the most likely candidate for OdDHL degradation in mammals (Ozer 
et al., 2005). Tracheal epithelial-cell lysates from a Pon2-knockout mouse had 
impaired OdDHL-degrading activity, whereas overexpression of Pon2 enhanced 
OdDHL degradation (Stoltz et al., 2007). Lysates from Pon1- and Pon3-knockout 
mice did not have impaired OdDHL-degrading activity (Stoltz et al., 2007).

AHL-Binding Domains Share Similarities with PAS and GAF Domains 

Recent studies into the physical nature of AHL-binding domains have re-
vealed structural similarities to PAS and GAF domains.87 The crystallization of 
TraR, an Agrobacterium tumefaciens QS protein, facilitated the first structural 
insights into the AHLbinding domain. The three-dimensional structure of TraR 
indicated that if bound to its ligand (N-(3-oxooctanoyl)-l-homoserine lactone) 
it shared structural similarities with the evolutionarily conserved PAS and GAF 
domains (Stoltz et al., 2007; Zhang et al., 2002). The recently solved structures 
of two other bacterial proteins that contain AHLbinding domains, LasR and SdiA, 
also showed that they share structural similarities with PAS and GAF domains 
(Yao et al., 2006; Bottomley et al., 2007; Ho et al., 2000; Harper et al., 2003).

The PAS and GAF domains are also found in the mammalian aryl hydro-
carbon receptor (AhR), which shares functional similarities with bacterial AH-
Linduced transcription factors. AhR is a ligand-induced transcription factor that 
enters the nucleus and acts as a transcriptional regulator upon engagement by a 
hydrophobic molecule (Gu et al., 2000). Other examples of mammalian PAS- and 
GAF-domain-containing proteins include the neuronal carbon monoxide sensor 

86   Paraoxonase family: A three-member gene family that consists of PON1, PON2 and PON3. 
Mammalian biological functions of paraoxonases remain elusive. However, possible functions in-
clude: protection from organophosphate poisoning; a protective role in vascular disease through li-
poprotein lipid oxidation; and the limitation of bacterial infection through potential lactonase activity.

87   PAS and GAF domain: A ubiquitous protein motif that is conserved in prokaryotes and 
eukaryotes.
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NPAS2 (neuronal PAS domain protein 2), which regulates the mammalian circa-
dian clock98, and HIF1 (hypoxia-inducible factor 1), which regulates the hypoxic 
response (Gu et al., 2000).

Pathogens Sense the Host Immune System

The host immune system can use bacterial signals to gauge, and respond 
to, bacterial infections, but bacteria have also evolved the ability to sense and 
manipulate the host immune system. The P. aeruginosa OprF surface protein 
binds host interferon-γ and initiates a signalling cascade in the bacterial cell that 
reprogrammes gene expression. It has been proposed that by this mechanism 
pathogens can detect if they have triggered the host innate immune response 
(Wu et al., 2005). In S. typhimurium, the PhoQ sensor kinase directly binds, and 
is activated by, host antimicrobial peptides. PhoQ then promotes the expression 
of virulence genes through a phosphorelay cascade (Bader et al., 2005). These 
findings represent yet another molecular mechanism by which bacteria can sense 
small innate immune molecules and modulate virulence-gene expression.

Bacteria–Plant Communications

Many plant-specific pathogenic bacteria require QS to successfully mediate 
host infection101. However, plants and algae have evolved multiple mechanisms 
to interpret these QS signals and initiate defensive responses (Bauer and Mathe-
sius, 2004). Nanomolar concentrations of AHLs cause substantial changes in 
protein expression in Medicago truncatula (alfalfa). Peptide-mass fingerprinting 
of 100 root proteins that were affected by AHLs revealed that 25% of these pro-
teins had functions in host defence, whereas the remainder had roles in primary 
metabolism, plant-hormone responses, transcriptional regulation, protein process-
ing and cytoskeletal activity (mathesius et al., 2003). Additionally, plants can 
respond differently to unique AHLs in a tissue-specific manner (Mathesius et al., 
2003). For example, during microarray analysis, the treatment of tomato plant 
shoots with AHL resulted in the upregulation of multiple defence mechanisms 
(Lugtenberg et al., 2004).

As a defence against pathogenic bacteria, plants and algae have mastered 
the art of AHL mimicry; they secrete hormones that mimic bacterial QS signals, 
which leads to confusion among the signalling bacteria. Interestingly, the secre-
tion of these mimic compounds seems to be regulated by bacterial AHLs. For 
example, M. truncatula secretes more AHL mimics after bacterial AHL treatment 
(Mathesius et al., 2003). Several groups have isolated and identified individual 
inhibitory mimic compounds. The most extensively studied are the halogenated 
furanones that are produced by the marine alga Delisea pulchra. D. pulchra fu-
ranones are structurally similar to bacterial AHLs. Furanones have been found 
to specifically inhibit AHL-regulated mechanisms in multiple bacterial species. 
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In their natural marine environment, D. pulchra uses halogenated furanones to 
control the structure of the natural bacterial communities that are on the algal sur-
face. The exact mechanism of action is unknown, but it is thought to increase the 
turnover of bacterial AHL-induced transcription factors (Manefield et al., 2002). 

A detailed inhibitory mechanism has also been described in higher plants 
that have been infected with A. tumefaciens, the bacterium that causes crown 
gall tumours. Formation of these tumours requires plant-tissue injury. In the 
event of an injury, the plant facilitates the accumulation of γ-amino butyric acid 
(GABA; also an animal neurotransmitter) near the wound. GABA activates A. 
tumefaciens AttM lactonase, which causes the bacterium to destroy its own QS 
signal ( Chevrot et al., 2006). In addition, l-canavanine, produced by alfalfa, in-
hibits QS in the plant symbiont Sinorhizobium meliloti (Keshavan et al., 2005). 
Furthermore, two compounds that were isolated from garlic inhibited QS in a 
LuxR reporter assay (Persson et al., 2005).

However, bacteria–plant communication is not only necessary as a defence 
mechanism. One of the best-studied inter-kingdom signalling mechanisms is 
found in communications between Rhizobium spp. soil bacteria and their symbi-
otic legume hosts. In this system, legumes produce flavanoids, which are ligands 
for the bacterial NodD protein. Once activated, NodD activates the expression of 
other bacterial genes that encode Nod factors, which, in turn, activate plant root 
receptors and thereby initiate nodulation (Perret et al., 2000).

Evolution of Cell–Cell Signalling

Recently, an intriguing opinion was written by Iyer and colleagues (2004) 
that examined the evolution of low-molecular-mass first-messenger metabolic 
pathways, including the synthesis of amino acids, amino-acid derivatives (NA, 
adrenaline, dopamine, serotonin and melatonin), nucleosides, histamine, lipid- 
and fatty-acid derivatives (acetylcholine) and inorganic molecules, such as carbon 
monoxide and nitric oxide (Iyer et al., 2004). They proposed that the evolution of 
cell–cell signalling in mammals relies more on late horizontal gene transfer from 
bacteria to animals than on vertical inheritance. This hypothesis was driven by 
the observation that the enzyme that regulates vertebrate melatonin biosynthesis, 
arylalkylamine N-acetyl-transferase, is encoded in bacteria, yeast and vertebrates, 
but not in plants, worms or flies (Coon et al., 1995). They suggested that this pat-
tern is consistent with an evolutionary mechanism that involves horizontal gene 
transfer and multiple gene losses. Of 17 major enzymes that are dedicated to 
messenger metabolism, only 2 are present in the 3 major crown-group lineages of 
eukaryotes (animals, plants and fungi) and in bacteria. Sixteen of these enzymes 
are present in animals and bacteria, and none of these enzymes is present in ar-
chaea, which share multiple vertically inherited core-gene sets with Eukaryotes 
(Iyer et al., 2004). Additionally, the scattered distribution of these enzymes does 
not follow the distribution pattern of central metabolic genes, which generally are 
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represented in all eukarya, bacteria and archaea. Interestingly, another enzyme 
that is involved in melatonin production, hydroxyindole O-methyltransferase, is 
found only in bacteria and vertebrates. Horizontal gene transfer indicates that bac-
teria and mammals have the same intrinsic ability to produce multiple mammalian 
signalling compounds. This argument substantiates a growing body of evidence 
(Rumbaugh, 2007) that bacteria produce small molecules for bacteria–bacteria 
communication that also function directly in bacteria–host communication.

Conclusion

The inter-kingdom signalling field is in its infancy, but a growing body of 
work has demonstrated that inter-kingdom signalling has broad implications to 
evolution and for mammalian and plant health. Cross-signalling between bacterial 
AIs and host hormones are at the core of microbial–host communication. How-
ever, there are several questions to be answered (Box A19-1), including whether 
bacterial peptide hormones and AI-3 also induce host signalling, and whether 
lipidic and/or steroid host hormones signal to bacteria. Most of the receptors for 
these inter-kingdom signals in bacteria and their host also remain to be identi-
fied. Future studies in this field will enhance our understanding of the signalling 
networks that have driven the co-evolution of prokaryotes and eukaryotes. Fur-
thermore, future studies may help us to exploit these communication systems for 
the design of novel therapeutics to combat bacterial infections and enhance host 
immune defences.
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BOX A19-1 
Questions for Future Research

•	 Do	 bacteria	 peptide	 hormones	 influence	 host	 signalling,	 and	 do	 host	
peptide hormones influence bacterial quorum sensing?

•	 Does	autoinducer-3	signal	to	host	cells,	and	if	so,	is	this	signalling	adren-
ergic dependent?

•	 Are	there	more	bacterial	adrenergic	receptors?
•	 What	are	the	receptors	for	acyl-homoserine	lactones	in	mammalian	cells?
•	 Do	bacterial	cells	sense	steroid	and	lipidic	mammalian	hormones?
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DATABASES

Entrez Genome Project: http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db= 
genomeprj
Agrobacterium tumefaciens | Borrelia burgdorferi | Escherichia coli | Francisella 
tularensis | Medicago truncatula | Providencia stuartii | Pseudomonas aerugi-
nosa | Salmonella typhi | Salmonella typhimurium | Sinorhizobium meliloti | 
Vibrio fischeri | Vibrio parahaemolyticus

FURTHER INFORMATION

Vanessa Sperandio’s homepage: http://www.utsouthwestern.edu/utsw/cda/dept 
131456/files/159676.html

All links are active in the online pdf. 
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EVOLUTION OF COOPERATION AND CONTROL 
OF CHEATING IN A SOCIAL MICROBE88

Joan E. Strassmann89,90 and David C. Queller90

Abstract

Much of what we know about the evolution of altruism comes from animals. 
Here, we show that studying a microbe has yielded unique insights, particularly 
in understanding how social cheaters are controlled. The social stage of Dictylo-
stelium discoideum occurs when the amoebae run out of their bacterial prey and 
aggregate into a multicellular, motile slug. This slug forms a fruiting body in 
which about a fifth of cells die to form a stalk that supports the remaining cells 
as they form hardy dispersal-ready spores. Because this social stage forms from 
aggregation, it is analogous to a social group, or a chimeric multicellular organ-
ism, and is vulnerable to internal conflict. Advances in cell labeling, microscopy, 
single-gene knockouts, and genomics, as well as the results of decades of study 
of D. discoideum as a model for development, allow us to explore the genetic 
basis of social contests and control of cheaters in unprecedented detail. Cheaters 
are limited from exploiting other clones by high relatedness, kin discrimina-
tion, pleiotropy, noble resistance, and lottery-like role assignment. The active 
nature of these limits is reflected in the elevated rates of change in social genes 
compared with nonsocial genes. Despite control of cheaters, some conflict is 
still expressed in chimeras, with slower movement of slugs, slightly decreased 
investment in stalk compared with spore cells, and differential contributions to 
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stalk and spores. D. discoideum is rapidly becoming a model system of choice 
for molecular studies of social evolution.

Natural selection favors cooperation when genes underlying it increase 
in frequency compared with their non-cooperative counterparts (Frank, 1998; 
 Hamilton, 1964; West et al., 2007). Evolutionary studies of cooperative interac-
tions have focused on the selective advantages of cooperating, how cooperation 
is organized, whether cheating a cooperative system can occur, and how cheaters 
are controlled (Beekman and Ratnieks, 2003; Griffin et al., 2004; Ratnieks, 1990; 
Ratnieks et al., 2006; Sachs et al., 2004; Tavisano and Velicer, 2004; Wenseleers 
and Tatnieks, 2006; West et al., 2002). These studies generally, but not always, 
focus on within-species interactions and have been behaviorally oriented. Social 
insects have been a major focus (Bourke and Franks, 1995; Robinson, 2002; 
Strassmann and Queller, 2007), with cooperative birds and mammals also getting 
considerable attention (Clutton-Brock et al., 2001; Cockburn, 1998; Cornwallis et 
al., 2010). The past few decades have seen phenomenal progress in understanding 
cooperation in these organisms by applying the powerful logic of kin selection 
(Frank, 1998; Queller, 1992; West et al., 2007).

Our advances in understanding the evolution of social behavior through kin 
selection have been very satisfying, but they have been isolated in some respects. 
This is because most organisms have not been seen to be particularly cooperative. 
They may come together briefly for mating but, otherwise, go about the business 
of securing nutrients, avoiding disease and predation, and producing progeny 
largely on their own.

Cooperation Is Widespread

Behavioral ecologists have begun to study a wider selection of organisms 
and are finding cooperative interactions to be much more pervasive than previ-
ously appreciated. This is particularly true for microbes, wherein the structured 
environments necessary for cooperation have been discovered to be pervasive 
(Griffin et al., 2004; Kerr et al., 2002; Vos and Velicer, 2009). Microbes are par-
ticularly affected by the actions of their neighbors, because many functions that 
are internal in multicellular organisms are external in single-celled organisms. 
Secreted compounds involved in processes like iron sequestration or food diges-
tion are vulnerable to exploitation by neighboring individuals (Buckling et al., 
2007; Travisano and Velicer, 2004; West et al., 2007). Microorganisms evaluate 
their numbers with quorum sensing, kill nonclonemates with bacteriocins, hunt in 
groups, and cooperatively swarm through their environment, to name just a few 
examples of their social attributes (Crespi, 2001; Diggle et al., 2007;  Maynard 
and Szathmáry, 1995; Riley and Wertz, 2002; West et al., 2007). Sociality in 
nontraditional study organisms is only beginning to be understood, however.
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Cooperation, Organismality, and Major Transitions in Evolution

The second reason for expanded interest in cooperation is a growing ap-
preciation that it is important for how organisms came to be. Cooperative major 
transitions in life alter the raw material for natural selection in fundamental ways 
(Buss, 1987; Maynard and Szathmáry, 1995). One of the earliest transitions 
brought molecules together into cells in which the fates of all were intertwined in 
a cooperative network. Eukaryotes themselves represent a major transition result-
ing from the capture of a bacterium that becomes the mitochondrion ( Margulis, 
1970). The level of cooperation between these partners is profound but not 
complete. Mitochondria are maternally inherited and do not go through meiosis, 
and thus will favor daughter production and have no interest in son production.

Another major transition resulted in multicellularity (Herron and Michod, 
2008; Gossberg and Strathmann, 1998; Queller, 1997, 2000; Strassmann and 
 Queller, 2010). Multicellularity has evolved multiple times in both bacterial and 
 eukaryote lineages. Animals and plants have elaborated multicellularity into a 
plethora of diverse types. There are also a number of comparatively simple multi-
cellular forms, like some single-species biofilms, the algal group Volvocales, or 
Dictyostelium (Herron and Michod, 2008; Strassmann and Queller, 2010). The 
transition to multicellularity is different from the transition to eukaryotes because 
the former involves an aggregate of like entities, whereas the latter binds different 
elements. The major transitions can thus be categorized as fraternal, with like coop-
erating with like, or egalitarian, where the cooperating units bring different things to 
the collaboration (Queller, 1997). Either kind of collaborative organism will usually 
retain conflicts, but these conflicts must be controlled if the partnership is to survive. 
How these controls operate is a major research topic under this view of life.

The selective factors that favored a past transition are not easy to study 
because they have already completed their work. There are living systems that 
could be considered to be more representative of transitional stages, however. 
These, we believe, may be the most productive for investigation into the advan-
tages of cooperation and how conflict is controlled. We have argued elsewhere 
that organisms themselves can be defined as adapted bundles of cooperative ele-
ments, wherein actual conflict is at a minimum (Queller and Strassmann, 2009; 
 Strassmann and Queller, 2010). In a 2D space, with one axis being cooperation 
and the other being conflict, organisms are those collaborative living units at the 
high end of cooperation and the low end of conflict. There is variation in the level 
of organismality, however, and those lacking complete cooperation and retaining 
conflict represent the best choices for studying the origins of cooperation.

Laboratory-Friendly, Social Model Organism

Kin selection has been very successful for generating predictions on the 
impact of queen number, mate number, and caste on sociality in social insects 
(Bourke, 2011; Bourke and Franks, 1995). Nevertheless, one would have to say 



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

512 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

that social insects fall short as an ideal model for studies of social evolution. They 
are long-lived, often do poorly in the laboratory (except ants), are not amenable 
to genetic experimentation, and have mostly already crossed the threshold to ob-
ligate sociality. Thus, social evolution research has not found its Drosophila here.

Another problem with the organisms currently favored for studies of coop-
eration is that the actual genes underlying cooperative behavior are elusive. This 
is particularly true for long-lived social insects and vertebrates, although the ad-
vances of genomics are slowly mitigating this (Robinson, 2002; Weinstock et al., 
2006). Still, the twin powers of experimental evolution and single-gene knockouts 
are beyond the reach of most currently studied social organisms.

A social evolution Drosophila would need to address these issues; thus, it 
would probably be single-celled. In addition to being amenable for experimental 
evolution and single-gene knockouts, it should have full altruism, with some 
individuals dying to help others. This makes it easier to interpret the actions of 
different partners. Other attributes of the ideal social Drosophila include feasi-include feasi-
bility of study in a fairly natural environment, placement in a rich phylogeny 
with related species that vary in social traits, a sequenced set of genomes, and 
a collegial community of fellow investigators. Here, we make the case that 
the ideal model organism for social evolution has been found and is the social 
amoeba Dictyostelium discoideum. This choice is supported by the enormous 
progress in understanding social evolution that has been made with this organ-
ism in the past decade. In addition to D. discoideum, Volvox and its relatives are 
great for studying the origins of multicellularity in a clonal organism (Herron 
and  Michod, 2008). Myxococcus xanthus offers all the advantages of a bacterial 
system ( Velicer and Stredwick, 2002). There are also others, but we focus here 
on D. discoideum (Figure A20-1).

Dictyostelium discoideum as a Model System for Cooperation

What Is a Social Amoeba?

Social amoebae are in the eukaryote kingdom Amoebozoa, sister to the 
Opisthokonts, or animals plus fungi (Baldauf et al., 2000). This kingdom is 
composed of solitary amoebae like Entamoeba and Acathamoeba, the acellular 
slime molds like Physarum, and the Dictyostelidae. There are over 100 species of 
Dictyostelium, divided into four major taxonomic groups (Raper, 1984; Schaap et 
al., 2006). D. discoideum is in group four and is the focal species here.

Individual amoebae of D. discoideum live in the upper layers of soil and 
leaf litter in the eastern Northern Hemisphere and in eastern Asia. The most 
intensely studied clone, NC4, and its derivatives like A194, come from a tem-
perate forest near Mount Mitchell in western North Carolina (Raper, 1984). D. 
discoideum amoebae are solitary predators on bacteria, which they consume by 
engulfment (Bonner, 1967). Although this is usually viewed as a solitary stage, 
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they are always able to sense the density of nearby amoebae with a molecule 
called prestarvation factor (Kessin, 2001). Response to this factor is inhibited 
when bacteria are present (Kessin, 2001). When bacteria get scarce, and amoeba 
density is sufficient, they enter one of two stages, a sexual one, discussed later, 
or a social one (Figure A20-2).

Social Cycle

The social stage, often called the developmental stage, occurs when D. 
discoideum amoebae begin to starve (Figure A20-2). Amoebae have a quorum-
sensing mechanism; if there are enough other amoebae in the area, they begin to 
release cAMP and to make receptors to it, products of the CAR genes (Alvarez-
Curto et al., 2005; Kessin, 2001). A signal relay system causes the amoebae to 
move up the cAMP gradient and form a mound of hundreds of thousands of cells. 
Differentiation begins in the mound stage, wherein some cells sort out toward 
the tip and express prestalk genes. The tip becomes the anterior of the slug and 
organizes forward movement. During movement, cells are lost from the slug pos-
terior. At least some of these are capable of dedifferentiating and consuming any 
bacteria encountered (Kuzdzal-Fick et al., 2007). The slug itself will not fall apart 

Figure A20-1.eps
bitmap

FIGURE A20-1 D. discoideum fruiting bodies on an agar plate.
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on encountering bacteria. Some shed cells are former sentinel cells, full of toxins 
and bacteria mopped up as they traversed through the slug (Chen et al., 2007).

The multicellular slug moves toward heat and light and away from ammonia 
(Bonner, 2006; Kessin, 2001). The cells at the tip then migrate down through the 
center of the aggregate and initiate stalk formation in a process called culmina-
tion. The stalk cells vacuolate and die, forming sturdy cellulose walls in the 
process that give them the strength to hold up the spherical ball of spores. The 
final fruiting body consists of about 20% stalk cells and 80% spore cells. Thus, 
the social stage is triggered by starvation and involves altruism, because the stalk 
cells die to support the spore cells (Kessin, 2001).

D. discoideum arrives at multicellularity not through development from a 
single cell but through aggregation of dispersed cells. Therefore, the social stage 
of D. discoideum is vulnerable to cheaters. This makes it fundamentally different 

Figure A20-2.eps
bitmap

FIGURE A20-2 Colony cycles of D. discoideum. This study focuses on the social cycle, 
but the sexual cycle is a promising area for future study.
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from a metazoan that has gone through a single-cell bottleneck and had the inter-
ests of all cells in the organism reset to complete cooperation every generation 
(Maynard Smith, 1989). This conflict, its control, and the resulting cooperation 
are what make D. discoideum such a great model for social evolution.

Why Have a Social Stage?

During the social process, three things happen, and we predict that all three are 
adaptive. First, spores are made. The adaptive value of a hardy spore is clear and 
has been demonstrated; it is not easily digested by predators and can withstand long 
periods of cold, heat, or drought (Raper, 1984). Second, the spores are only made 
atop a relatively long stalk composed of dead cells. These stalks can be anywhere 
from 1 to about 4 mm long, and their construction is the most vital part of the 
altruism story of D. discoideum. Why are spores made only atop stalks? It could 
be that cells are vulnerable during the transformation to spore, and doing so atop 
a stalk protects them from hazards in the soil. Another possibility is that dispersal 
is facilitated when the spores are lifted above the soil and that this is the main pur-
pose of the stalk. In D. discoideum, spores are likely to be actively transported on 
small invertebrates, although the guts of vertebrates and stalks could increase the 
chance that they are contacted. The third advantage to grouping is slug movement; 
slugs move farther than amoebae, which could position them into a better place for 
dispersal. The complex orchestration of fruiting body formation could only have 
arisen through natural selection, but more work on the actual advantages is needed. 
In this review, we focus on the interactions of genetically different clones in this 
social process and not on the reasons why it is adaptive.

Chimerism and Cheating the Social Contract

Mixing of two or more genetically distinct clones is likely for social groups 
that form by aggregation. To see if this actually occurs, we collected tiny soil 
samples of 0.2 g at Mountain Lake Biological Station (Fortunato et al., 2003). 
We reasoned that this was a reasonable scale over which social aggregation might 
occur. We found that our 0.2-g samples contained zero to five clones and that 
relatedness within the samples was about 0.52. These data support the view that 
chimerism is possible, at least in this population.

Later, we were able to find and genotype individual wild-fruiting bodies 
collected from the very rich resource of deer dung and nearby soil. This ap-
proach gave much higher relatednesses, between 0.86 and 0.98 depending on 
the sample and technique (Gilbert et al., 2007). Thus, relatedness is clearly high 
enough for kin selection under reasonable values of costs and benefits, and chi-
merism is common enough for social competition to be favored evolutionarily. 
Nevertheless, for cooperation to occur, there must be control of cheating. Here, 
we discuss what cheating is and then move on to evidence for it and its control 
in D. discoideum.
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Complications with Defining Cheating

Cheating can only happen when one organism takes advantage of another; 
however, it is more than that. We would not say the lion cheated the gazelle out 
of its life with the lion’s pounce and suffocating bite. This is because there is 
no expectation that the lion would behave in any other way. So, for an exploit-
ative behavior to be considered cheating, there must be some expectation of 
cooperation that is not met. Cheating, therefore, is a fundamentally social action 
that takes place in the context of ordinarily cooperative acts, which the cheater 
somehow violates.

In D. discoideum, we talk of cheating in the context of cell allocation to the 
somatic, dead stalk and the living spores. The expected social contract is that 
the frequency of each clone among the spores will be the same as it was in the 
original mixture of aggregated cells. The same should be true in the stalk tissue. 
If this is not the case, we can say that the dominant clone cheated the minority 
clone by getting more than its fair share into spores, and cooperation can be put 
at risk when cheaters gain an advantage.

In many kinds of interactions, the starting and ending frequency may be 
viewed as enough information to determine if one partner is cheating the other. 
The formation of a fruiting body from an initial population of spores is a process 
that could vary for reasons other than social competition, however. Some clones 
may make longer or more robust stalks than others when they are entirely on their 
own. Some clones may migrate farther than others, losing cells in the process. 
Some clones may lose more cells from the slug than others even if they migrate 
the same distance. Variation is particularly expected in the highly variable envi-
ronment of the soil. For example, a loose-grained soil may favor longer stalks for 
a given number of cells than a tighter grained soil if the adapted trait is to rise 
above the surface. Selection on these traits can occur independent of cheating but 
then have consequences in chimeras. If one clone in isolation allocates more to 
spore and continues to do so in the chimera with another clone that allocates less 
to spore, the first clone may then be viewed as a cheater, although it has behaved 
no differently in the chimera.

We will argue that even this case should be called cheating, because one 
clone does take advantage of the other. It might even have evolved for that pur-
pose: Selection in chimeras could have favored variants that do suboptimal things 
on their own. We call this type of cheating “fixed,” following Buttery et al. (2009). 
Cheating that results from behavior different from what they would do when 
clonal, in recognition that there is a partner to cheat, we then call “facultative” 
(Figure A20-3). If the only information we have is how they behave in a chimera 
compared with starting frequencies, we cannot distinguish between these two and 
just call it “cheating.”

It is probably worth pointing out that we are not implying any sort of con-
scious awareness to cheating in D. discoideum. In humans, cheating is value-based 
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Figure A20-3

FIGURE A20-3 In the social stage, clones may take advantage of their partner in three 
different ways. They may allocate cells to spore and stalk in the same proportions as alone 
but allocate less to stalk than their partner, fixed cheating. They may modify their behavior 
in chimera to take advantage of their partner, facultative cheating. Third, a social parasite 
can only make fruiting bodies in chimera with a victim.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

518 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

and assumes a certain awareness of the moral grounds of an act. This, of course, 
is impossible in an organism lacking a nervous system.

Evidence for Cheating in D. discoideum

Do Wild Clones Cheat?

When wild clones are mixed together, one clone often prevails over the other 
(Strassmann et al., 2000). Furthermore, there is a transitive hierarchy of cheaters 
(Buttery et al., 2009; Fortunato et al., 2003). In all these cases, the clones are 
perfectly able to produce fruiting bodies with normal, although variable, spore/
stalk ratios as pure clones. Buttery et al. (Buttery et al., 2009) found both fixed 
and facultative cheating among the clones.

Other evidence for social conflict among wild clones in the social stage 
comes from comparing chimeras with pure clones in their ability to migrate as 
slugs and to form tall fruiting bodies (Figure A20-4). Chimeric slugs move less 
far than clonal slugs when cell number is controlled (Foster et al., 2002). This 

Figure A20--4
FIGURE A20-4 Conflict is manifested in chimeras in the form of shorter stalk lengths, 
shorter migration distances, and unequal spore/stalk ratios.
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may be the result of increased competition to stay out of the front control region 
that becomes the sterile stalk. The other effect is that there are more spore cells in 
chimeric mixtures, presumably because there is less selective benefit to becoming 
a stalk to lift nonrelatives (Buttery et al., 2009).

Cheating by Single-Gene Knockouts

Nearly all the research by cell, developmental, and molecular biologists 
on D. discoideum has used a single clone, or descendants of that clone. This 
means that these studies could not reveal cheating even if it were common. The 
exception is that they could reveal circumstances under which a clone with a 
single gene that was knocked out cheated its immediate ancestor. Kessin and 
colleagues (Ennis et al., 2000) did just such a study. They made a large random 
collection of clones that each had a single gene disrupted by restriction enzyme-
mediated integration (REMI), a process that randomly inserts a known sequence 
containing both restriction cut sites, and an antibiotic resistance gene (Kuspa and 
Loomis, 1992). Kessin and colleagues (Ennis et al., 2000) put a pool of REMI 
knockouts through 20 generations of selection in a well-mixed (low-relatedness) 
environment. At each round, they harvested the spores and began the next round 
from them; thus, any clone that cheated the others increased in frequency over 
these rounds. They then characterized one mutant, fbxA. The fbxA knockout 
cheats its ancestor but cannot make spores on its own.

Pools of REMI mutants can also be screened to obtain cheaters that are able 
to make normal fruiting bodies on their own but cheat their ancestor in a chimera. 
A large study of this type used pools of REMI mutants and required that every 
mutant be able to fruit on its own (Santorelli et al., 2008). This approach identi-
fied over 100 different knockout mutants that cheated their ancestor. If knockout 
cheaters are so easy to generate and cheating is advantageous, one has to ask 
why these genes have not lost function in the wild. We discuss the answer to this 
question below in the section on the control of cheating.

Control of Cheating

When wild clones come together in the social stage, cheating occurs be-
tween pairs of co-occurring wild clones. This could be the result of genetic or 
environmental factors. The work on single-gene knockouts suggests that at least 
some of the differences are genetic. Why are genes underlying victim status not 
eliminated from the population? We think the answer lies in the ways cheating is 
controlled. It can be controlled by high relatedness within social groups, which 
could result from kin discrimination. It can be controlled by positive pleiotropy, 
wherein a cooperation gene also has another essential function. Cheating can 
also be controlled if spore vs. stalk fate is the result of environmental rather than 
genetic factors. For example, spore fate could be the result of position in the 
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mitotic cell cycle or it could be dependent on who starved first. Here, we take up 
these issues (Figure A20-5).

Control of Cheating by High Relatedness

Cheaters can be controlled if relatedness within social groups is high enough. 
This is because the benefits of the sacrifice that stalk cells make will mostly go to 
relatives, and thus could be favored under kin selection. The importance of high re-
latedness can be seen in an experiment that used the knockout cheater fbxA ( Gilbert 
et al., 2007). In this study, we showed that at low relatedness, the fbxA cheater 
knockout wins within groups at all mixture frequencies. This means that it should 
increase in frequency in the population. There is a tradeoff, however. The higher 
the frequency of the cheater in a group, the lower the spore production becomes, 
hurting the fbxA knockout and WT alike within that group. This means that the 
cheater knockout can only flourish at low relatedness because at high relatedness, 
it is selected against by its own compromised spore production.

We expect social parasites like this one to fail in nature because of the high 
relatedness within fruiting bodies found in the wild. If this is true, we should not 
find any clones within wild fruiting bodies that are unable to form fruiting bodies 
on their own. We tested this by plating cells from wild fruiting bodies clonally. 
Of 3,316 clonal isolates from 95 wild fruiting bodies, all were able to make 
completely normal fruiting bodies on their own. There was not a single social 
parasite like fbxA. Clearly, high relatedness within fruiting bodies is a powerful 
evolutionary deterrent to cheating. This does not mean cheater mutants that are 
competent on their own are equally controlled, however (Santorelli et al., 2008).

Control of Cheating by Kin Discrimination

One way of achieving high relatedness is to exclude nonkin from the group. 
This behavior could explain the difference in relatedness between small soil 
samples and fruiting bodies. Different clones might aggregate together to cAMP 
and then sort into genetically homogeneous slugs. Even different species coag-
gregate to cAMP and then separate (Jack et al., 2008); thus, it is not unreasonable 
to postulate a similar process within species.

Studies of chimerism between two clones of D. discoideum have generally 
found fairly homogeneous mixing, however (Butter et al., 2009; Fortunato et al., 
2003; Strassmann et al., 2000). A couple of studies found some evidence for sort-
ing, particularly between clones collected far apart (Ostrowski et al., 2008) or, in 
another study, particularly between clones found close together (Flowers et al., 
2010). Neither approached the levels of sorting found in another species, Dicty-
lostelium purpureum (Mehdilabadi et al., 2006).

At this point, we have a puzzle. Tiny soil samples have multiple clones of D. 
discoideum, but fruiting bodies are nearly clonal. Kin discrimination is weak 
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Figure A20-5
FIGURE A20-5 Cheating can be controlled in the social stage if fruiting bodies are 
clonal, as might happen if they arise from different patches. They may mix but then sort 
into nearly clonal fruiting bodies through kin discrimination. Pleiotropic effects may 
prevent cheating genes from spreading. Caste fate may be determined through a lottery, 
with cells in the M or S stage of the cell cycle becoming stalk and those in the G2 stage 
becoming spore. D. discoideum apparently has no G1 stage, although this is controversial.
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as far as we can tell in laboratory mixtures of equal numbers of cells from two 
clones. The finding of an apparently selected molecular mechanism for sorting 
deepens the puzzle. Our supposition that sorting will occur in the aggregation 
stage or later means that cells are likely to discriminate when they are in direct 
contact with each other. This suggests that adhesion genes are likely candidates 
for recognition. To function as recognition genes, adhesion genes would have to 
be highly variable. The variability would provide an opportunity for discrimina-
tion that favors others carrying the same adhesion protein variant over others 
carrying different forms of the molecule. They should recognize self, with a 
homophilic binding site, or they should recognize a highly variable receptor.

There is excellent evidence that two cell adhesion genes, initially called 
lagC and lagB but now called tgrC and tgrB, are the kin discrimination genes 
in D. discoideum (Benabentos et al., 2009). These two genes are extremely vari-(Benabentos et al., 2009). These two genes are extremely vari-
able and are part of a large gene family of generally much less variable genes. 
The protein produced by tgrC is hypothesized to adhere to the protein produced 
by tgrB. If one is knocked out, it causes development to fail at the aggregation 
stage. In that case, the amoebae aggregate begins to make a mound but then 
falls apart, as if a crucial component of recognition necessary for the subsequent 
altruistic steps were missing. The temporal coexpression, knockout behavior, 
high variability, and impact on sorting make these likely kin recognition genes. 
More work is clearly needed on this system to see if there are consequences of 
recognition other than sorting. It could be that it is advantageous to remain in 
the group but that the chimeric nature is recognized and responded to, causing 
reduced migration distances and shorter stalks, for example.

Control of Cheating by Pleiotropy

Pleiotropy means that a single gene has an impact on multiple phenotypic 
traits. It is therefore usually viewed as something that impedes selection on a 
specific trait, because any changes in the underlying genes will affect other traits 
as well. This conservative force in pleiotropic genes can have interesting con-
sequences for social genes. If an altruistic trait is piggy-backed on an essential 
gene, a mutation that causes selfish behavior is unlikely to proliferate, because 
the essential function would also be lost.

Exactly how important this might be in social traits is unknown, because we 
know the genetic underpinnings for comparatively few traits. There are a couple 
of genes having an impact on altruism in D. discoideum that could be maintained 
through pleiotropy, however. They are from very different parts of the genetic 
landscape underlying altruism in D. discoideum. One is a cell adhesion gene, 
and the other is involved in the differentiation-inducing factor (DIF-1) signaling 
system.

Cell adhesion is an essential part of the social process because it is how the 
multicellular group stays together (Kessin, 2001). Variation in adhesion can have 
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an impact on cell fate, because the cells at the front of the slug become stalk and 
the cells in the back three-quarters or so become spore (Bracco et al., 2000). One 
way of increasing the likelihood of becoming spore could therefore be to have 
reduced adhesion to the other cells and to slip back in the slug (Ponte et al., 1998; 
Queller et al., 2003). The knockout of the cell adhesion gene csaA has just this ef-has just this ef-
fect. When csaA is knocked out, adhesion is reduced. On agar, this has the impact 
of increasing the knockout’s frequency in the spores, presumably because reduced 
adhesion allows it to slip out of the stalk-forming tip (Ponte et al., 1998; Queller 
et al., 2003). On the more natural substrate of soil, however, csaA knockouts ap-knockouts ap-
parently do not hold together enough to get into aggregations. It is therefore no 
surprise that the csaA gene continues to be expressed normally and that cheater 
knockouts have not prospered.

Another gene that could be a cheater were it not for pleiotropic effects is 
dimA (Foster et al., 2004). This gene was isolated in a screen of REMI mutants 
that are unresponsive to DIF-1, a small molecule that forces some cells to become 
stalk (more on this later). In chimeras with WT, dimA knockouts predominate in 
the prespore zone, presumably because they are insensitive to DIF (Thompson et 
al., 2004). Ultimately, however, they are in a minority in the actual spores. This 
could be true if they transdifferentiate from prespore cells to prestalk cells later 
in development, and this was shown to be the case (Foster et al., 2004). We in-
terpreted this to be the result of another unknown function of dimA, an essential 
function that made the knockouts worse spore cells. This is another case in which 
pleiotropy inhibits the spread of a cheater.

Control of Cheating by Lottery

When two or more individuals take unequal roles in a social interaction, with 
one being the recipient and the other being the beneficiary, conflict can result. 
One way of controlling this conflict is if the partners do not know which role 
they will assume on entering the interaction. A human equivalent is called the 
veil of ignorance (Rawls et al., 1971), and it calls for resource allocation between 
partners by someone who does not know which lot he or she will get. A familiar 
example is the common family situation of dividing up a cake. If the child cutting 
the pieces does not get to decide which piece he or she gets, under the veil of 
ignorance model, he or she will be more likely to make the pieces equally sized. 
Cheating could be controlled in D. discoideum if there were a lottery to become 
spore based on the cell cycle.

The D. discoideum cell cycle has a very short G1 phase; thus, immediately 
after the mitosis (M) phase, cells enter the synthesis (S) phase and cytokinesis 
occurs during the S phase (Weijer et al., 1984). Therefore, in a population, the 
cells in S and early growth after synthesis (G2) phases tend to be the smallest 
cells with the fewest nutrient reserves. An experiment on a thin layer of cells not 
touching other cells, followed with videography, indicated that stalk cells were 
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most likely to arise from cells that happened to be in the S or early G2 phase of 
the cell cycle at the time of starvation, whereas cells that happened to be in the 
late G2 phase became prespore (Gomer and Firtel, 1987). A variety of other ex-
periments have also shown this (Araki et al., 1994; Azhar et al., 2001). If weaker 
cells are more likely to become stalk, this makes sense, because recently divided 
cells would have fewer nutrients. This cell cycle lottery system fits the veil of 
ignorance model. As cells encounter less and less food, however, it could be that 
those dividing earlier than others are selected against because these cells will be 
in the stage that sends them to stalk.

Another interesting result of this paper (Gomer and Firtel, 1987) suggests 
that delaying cell division may not be necessary for a cell to avoid becoming a 
stalk cell. This result was derived from careful observation of the fate of sister 
cells through videography. Every time a cell divided, one sister cell became 
prestalk or prespore according to the above musical chairs lottery mechanism, 
whereas the sister cell became a null cell, a third cell type that stained with nei-
ther prespore nor prestalk markers (Gomer and Firtel, 1987). The fate of these 
null cells is unclear. These null cells could become pstO, because that region of 
the slug also did not stain with prespore or prestalk markers. This region can 
be viewed as the most flexible area, with cells in that region remaining pstO on 
exposure to DIF, and perhaps becoming prespore otherwise. These interesting 
results remain controversial, however, and should be followed up on carefully 
(Jang and Gomer, 2011; Shauslsky and Loomis, 1993).

If a recently divided cell becomes stalk because it is smaller and weaker, 
cell division could be disfavored as starvation approached for this social reason. 
Under normal circumstances, however, amoebae will be selected to eat and prolif-
erate as rapidly as possible. These two counterforces might achieve a compromise 
that could support altruism under a wide variety of conditions in D. discoideum, 
if one of two recently divided cells becomes stalk and the other becomes spore. 
This scenario is consistent with the data.

Control of Conflict by Power

We began the section on control of cheating with a discussion of social 
contracts and defined cheating as the violation of those contracts. In this case, 
we mean evolved contracts that favor the evolution of cooperation. One form of 
contract may be that the stronger individuals take the best roles. Here, we explore 
the evidence for this idea in D. discoideum.

First-Strike Power

One of the most common determinants of whether an individual in a so-
cial interaction becomes the altruist or the beneficiary is that individual’s rela-
tive strength, or ability to prevail in a contest. Such contests under social and 
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cooperative circumstances may look very similar to contests between nonsocial 
organisms for scarce resources like good territories. The difference is that if the 
contest is between relatives, or mutually dependent individuals, after the contest 
is decided, the loser may acquiesce and go to work for the winner. Such contests 
can be valuable for all concerned, particularly if weaker individuals that lose 
contests are more effective in taking on the helping role than they would be with 
the winning, reproductive role.

How do we evaluate power in D. discoideum interactions? In some ways, all 
predictors of fate also involve power. The lottery system has a power element, 
because cells that recently divided may be weaker and go to stalk. If becoming 
a spore cell is competitive, the first amoebae to depart from growth and binary 
fission and enter the social stage may get a head start on preparing their weapons. 
Under this hypothesis, the first to starve would become spore. That this is the 
case has been very nicely demonstrated in both an experiment that manipulates 
timing of starvation in genetically identical cells and an experiment that uses 
an aggregation-initiation knockout. In the first experiment, cells were put into 
nutrient-free medium 4 h apart. Those with the 4-h head-start in the social stage 
preferentially became spores (Kuzdzal-Fick et al., 2010). The other experiment 
used a knockout that was incapable of initiating aggregation but was capable of 
responding to the initial signal from others and relaying it (Huang et al., 1997). 
In this case, the single cell initiating aggregation became a spore.

Glucose Feeding, Condition, and Power

Power based on condition has also been studied directly by making chime-
ras of cells that were well-fed with cells that were poorly fed. This was done by 
varying the amount of glucose in the medium of axenically grown cells. The cells 
fed with glucose were more likely to become spore than the glucose-starved cells 
(Leache et al., 1974). This effect holds with other metabolizable sugars and is 
absent with other sugars (Takeuchi et al., 1986). This is strong support for the hy-
pothesis, but there could be something special about sugars; thus, we repeated this 
experiment with a glucose treatment and added another treatment to separate cells. 
In this treatment, we stressed the cells by growing them in a more acid pH than 
usual (Castillo et al., 2011). We affirmed the weakening effects of both treatments 
by documenting that they increased doubling times in the solitary stage. As ex-
pected, both acid-stressed and glucose-starved cells ended up preferentially in the 
stalk. Both treatments also made fewer spores when grown alone, however; thus, 
the chimera results are not attributable to competition alone (Castillo et al., 2011).

DIF-1 and Power

One of the delights in working with a microbial system is the accessibility 
of mechanisms. Whether a cell becomes spore or stalk is mediated by DIF-1, a 
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small, secreted, chlorinated alkyl phenone (Kay, 1988). Stronger cells that are 
immune to its effects at biological levels produce DIF-1. Weaker cells can break 
it down but become stalk cells from its impact, mostly ending up in the lower cup 
or the basal disk, both of which are dead parts of the stalk (Thompson and Kay 
2000a, 2000b). DIF-1 is unlikely simply to be a signal rather than a mediator of 
competition for several reasons. Signals are unlikely to include chlorine, some-
thing that is common for poisons. Levels of DIF-1 in the slug are about 62 nm 
(Kay, 1998), which is high, given that it can be lethal at concentrations as low as 
200 nm (Masento, et al., 1988). Signals have receptors and poisons do not, and no 
receptor has ever been found for DIF-1. Its small, toxic nature is just what might 
be expected of a poison (Atzmony et al., 1997). Unlike most morphogens, it is 
distributed evenly through the social stage and varies on its cell-specific impact 
(Chattwood and Thompson, 2009; Kay and Thompson, 2009; Parkinson et al., 
2011). In some respects, it is a tame poison, incorporated into social life to medi-
ate condition in a homogeneous mixture into different cell fates.

The condition variants resulting from position in the cell cycle or glucose 
feeding are tied to DIF-1 levels with weaker, more recently divided cells more 
vulnerable to DIF-1. There are single-gene knockouts with an impact on cell 
cycle and nutritional responses that further support the involvement of DIF-1, 
in a story nicely summarized by Chattwood and Thompson (Chattwood and 
Thompson, 2011). Cells that have rtoA knocked out lose the specificity toward 
stalk of the M and/or S cell cycle phase, producing fruiting bodies that are mostly 
stalk with tiny spore heads (Wood et al., 1996). This has been shown to be the 
result of high intracellular calcium, which has independently been shown to bias 
cell fate toward stalk (Azhar et al., 2001; Baskar et al., 2000; Chattwood and 
Thompson, 2011). Cells with high intracellular calcium are far more sensitive to 
DIF-1 (Baskar et al., 2000; Schaap et al., 1996). A similar story can be told with 
a gene that links nutritional status to cell fate, a D. discoideum homolog of the hu-
man retinoblastoma gene, rblA (Chattwood and Thompson, 2011; MacWilliams 
et al., 2006). Knockouts of rblA are hypersensitive to DIF-1 and preferentially 
become stalk.

Other work by Thompson and colleagues (Parkinson et al., 2011) has shown 
that the patterns linking DIF-1, or more generally stalk-inducing factors (StIFs), 
are also important in spore-stalk hierarchies of natural clones. These hierar-
chies are based on whether clones become spore or stalk when mixed pairwise 
with other clones (Buttery et al., 2009; Fortunato et al., 2003). They separately 
evaluated response to and production of StIFs and found a threefold difference 
in production and a 15-fold difference in response; the latter was most powerful 
in explaining the hierarchy observed in natural clones (Parkinson et al., 2011). 
Thus, we know a satisfying amount about how power affects cell fate through 
DIF-1. There is more to learn, however, particularly because cheating can result 
from knocking out so many different genes (Santorelli et al., 2008). This led to 
another general approach to identifying resistance genes.
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Genetic Control of Cheating by Noble Resistors

The evolution of resistance to cheater genes may limit their spread. To test 
this idea, we selected for resistors of cheater genes. We took one cheater, chtC, 
and exposed a pool of REMI mutants to it over successive rounds (Khare et al., 
2009). We allowed selection of the REMI pool but not of the chtC knockout. We 
did this by removing the G418 resistance from the chtC clone so that we could 
kill it at each round, leaving the mutants we were selecting intact. We then simply 
added back in the naive chtC clone for the next round. This process resulted in a 
number of mutants that were resistant to chtC knockouts and could not be cheated 
by it. Interestingly, they were not cheaters of their ancestor; thus, we called them 
noble resistors (Khare et al., 2009).

Social Genes, Arms Races, and the Red Queen

Cheating and countering cheating are social processes that we predict will 
result in rapid evolution in the underlying genes. Our test of this hypothesis used 
the newly sequenced species D. purpureum and compared it with D. discoi-
deum (Sucgang et al., 2011). Unfortunately, this is not an ideal pair of species 
because their proteins are as diverged as those of humans and fish. This means 
that silent amino acid changes (ds) are saturated, and thus are not useful in com-
parisons. Instead, we compared homologs; rates of amino acid change; and con-
servation scores, a measure of similarity that includes indels. We used two sets of 
social genes for comparisons. The first set was the 100 or so REMI mutants that 
cheated their ancestors when mixed equally with them (Santorelli et al., 2008). 
These genes did not show more rapid evolution, and thus failed to support our 
hypothesis that social genes evolve more rapidly.

The second set of genes we used was based on a social index, which was 
higher when a gene was more expressed in the social stage compared with the 
nonsocial stage. In this analysis, the more social genes had a lower probability 
of having homologs, an elevated rate of amino acid change, and a lower conser-
vation score, supporting our hypothesis (Sucgang et al., 2011). The result could 
also be attributable to weaker purifying selection on social genes, however, and 
a better analysis would be between more closely related species.

Other Arenas for Cooperation: Mutualisms and Sex

No review of social behavior of D. discoideum would be complete without 
mentioning two very exciting areas for future study. The sexual cycle is also a 
social cycle but has been studied very little. The other area is the discovery of a 
farming mutualism between D. discoideum and bacteria. This opens up the op-and bacteria. This opens up the op-
portunity for studies of between-species symbioses.
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Sexual Cycle Has Social Elements That Involve the Ultimate Sacrifice

The sexual cycle is triggered by starvation in the presence of sufficient 
numbers of other amoebae under wet, phosphate-poor conditions and begins 
with aggregation to cAMP (Bonner, 1967; Kessin, 2001). Two cells of differ-
ent mating types fuse, forming a diploid zygote. The amoeba stage is ordinarily 
haploid and divides by mitosis; thus, no reduction division is necessary before 
sexual fusion. Aggregation does not cease with the formation of a diploid zygote 
(Ishida et al., 2005; Urushilhara, 1992). Other amoebae continue to swarm in by 
the thousands, up the cAMP gradient. The zygote proceeds to consume the other 
cells by phagocytosis. The pace of consumption is slowed to a level that allows 
the waiting victim amoebae to construct an envelope around the aggregation, and 
this slowing is also regulated by cAMP. After a time, there is a firm wall around 
the zygote and its victims, and the latter are consumed and digested. Recombi-
nation and crossing over then happen, the zygote undergoes meiosis, and many 
recombinants are formed.

In a major recent advance, the sex-determining locus was identified and the 
presence of three mating types was confirmed, clearly establishing the  genetic 
basis of sex (Bloomfield et al., 2010). The sexual cycle is somewhat of an 
enigma because it rarely leads to recombinant progeny under laboratory con-
ditions ( Kessin, 2001), but estimates of recombination rates of natural clones 
indicate they are very high, with a population r of 37.75 and baseline linkage 
disequilibrium achieved between 10 and 25 kb (Flowers et al., 2010). Getting the 
system to work in the laboratory would open up many interesting social ques-
tions to investigation. For example, we could select for social traits in sexually 
recombined pools and look for quantitative trait loci associated with social traits.

D. discoideum Farms Bacteria

There is another reason why D. discoideum is particularly good for studies 
of cooperation: mutualism. The standard view of the social stage of develop-
ment is that all bacteria are purged from the aggregate (Kessin, 2001). There 
are known mechanisms for this that function at different stages, from mound, to 
slug, to final fruiting body. The sorus is considered to be sterile apart from the D. 
discoideum spores. Very recently, we discovered that this is not the case for about 
one-third of all clones (Brock et al., 2011). These clones carry bacteria with them 
through the social stage like a farmer might bring a flock of sheep to a different 
pasture. These bacteria are found within the fruiting body. When the spores hatch 
after favorable growing conditions have been encountered, they can feed on the 
proliferating population of the bacteria they brought. These farmed bacteria are 
better food than most wild bacteria. This farming mutualism is highly amenable 
for study, because all partners are microbial, advantages are clear, and the rela-
tionship is not obligate, at least at the species level. This discovery adds between-
species cooperation to the things that can be studied about D. discoideum.
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Conclusion

The ultimate advantage to an ideal model organism is what you can learn 
from it. In D. discoideum, we have shown that conflict exists in the form of 
shorter stalk lengths, reduced migration distances, and cheating to avoid the 
sterile caste. We have delineated cheating into fixed, facultative, and social para-
site forms. We have shown that cheating can be controlled by high relatedness, 
kin discrimination, pleiotropy, or lotteries. We have shown that conflict can be 
controlled by conventions and power. The first cells to starve become spore, as 
do stronger cells. A small, toxic molecule called DIF-1 mediates social interac-
tions. We and others have backed up much of this work with specific genes and 
knockouts. Further whole-genome outcomes are on the horizon, as is a much 
more detailed understanding of kin discrimination. Frontiers include the farming 
symbiosis and exploration of the sexual cycle. Clearly, this is a system that has 
yielded many important secrets about the cooperative side of major transitions.
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GLOWING CORPSES AND RADIANT EXCREMENT: THE ROLE 
OF BIOLUMINESCENCE IN MICROBIAL COMMUNITIES

Edith A. Widder91

Abstract

Why microbes glow has been long debated. The effect produces bizarre 
phenomena, such as glowing corpses and radiant excrement, the evolutionary 
advantages of which have been sufficiently elusive as to lead to suggestions that 
it serves no function. However, the energetic costs of producing light are suffi-
ciently great that this seems unlikely. Here I provide a brief overview of microbial 
bioluminescence, including recent findings that shed light on the evolutionary 
origins of bioluminescence in bacteria. Theories for the selective advantages of 
radiant excrement and glowing corpses are discussed, including recent experi-
mental evidence related to the former and my own hypothesis as to the possible 
selective advantage of the latter. 

The Difference Between Bioluminescence  
and Other Types of Light

Bioluminescence is visible light emitted by living organisms. In biolumi-
nescence the electron excitation that precedes light emission is the result of a 
highly efficient chemical reaction and is therefore a form of chemiluminescence. 
Bioluminescence is occasionally confused with phosphorescence or fluorescence, 
but in both of these processes the electronically excited state is generated by light 
absorption rather than by a chemical reaction. In the case of phosphorescence 
light emission persists for a limited period of time after removal of the excita-
tion source—as in glow-in-the-dark toys—while fluorescence does not persist 

91   Ocean Research & Conservation Association, 1420 Seaway Drive, Fort Pierce, FL 34949.
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once the excitation source is removed—as in black light posters. Although some 
bioluminescence systems include fluorescent emitters, this is not a universal at-
tribute (Widder, 1999).

The light-producing chemicals synthesized by living organisms are called 
luciferins and luciferases, named for Lucifer the lightbearer. This terminology 
originated with the French physiologist Raphael Dubois, who carried out an 
experiment in 1887 on the luminous bivalve Pholas dactylus, from which he 
made hot-water and cold-water extracts. He presumed that the hot-water ex-
tract contained the heat-stable substrate, which he named luciferin, and that the 
cold-water extract contained the heat-labile enzyme, which he named luciferase 
(Dubois, 1887). These are generic terms that require a taxon prefix to distinguish 
different chemical systems (Figure A21-1). Given the remarkable variety of light-
producing systems it is evident that bioluminescence has evolved independently 
many times with current estimates indicating at least 40 separate evolutionary 
origins (Haddock et al., 2010).

In bacteria there are two substrates, a reduced flavin mononucleotide 
(FMNH2) and a long-chain aliphatic aldehyde (RCHO), that are oxidized by 
luciferase, resulting in light emission and the reduction of molecular oxygen (Fig-
ure A21-2). Both substrates needed for the reaction are provided continuously, 
with the reduced flavin coming from the electron transport chain and the aldehyde 
being resynthesized by fatty acid reductase, resulting in continuous light emis-
sion (Dunlap, 2009). Persistence of emission is unusual among bioluminescent 
organisms, which more typically have light-emitting systems that produce flashes 
or discontinuous glows and are under neural or hormonal control (Widder, 1999).

Evolutionary Origins of Microbial Bioluminescence

The extreme evolutionary convergence associated with bioluminescence is a 
clear indication of the survival value of the trait, which serves in dim-light envi-
ronments to aid animals in finding food, attracting mates, and avoiding predation. 
There are many well-described instances of symbioses where host organisms use 
the adopted illumination of bacteria to serve these various functions. For example, 
in the pinecone fish Monocentris japonicas a pair of light organs on the lower 
jaw harbor the luminous bacterial symbiont Vibrio fischeri, which provides light 
that the fish uses to locate prey (Figure A21-3) (Ruby and Nealson, 1976). In 
flashlight fishes of the family Anomalopidae, large suborbital light organs filled 
with an unidentified bioluminescent symbiont provide the fish with light that 
serves all three functions: to locate prey, to attract mates, and to evade predators 
using a zigzag blink-and-run defense (Morin et al., 1975). In deep-sea angler 
fish, specialized bacterial light organs known as escas function as lures to attract 
prey and are also believed to serve as a species-specific visual cue in some fish 
with parasitic males that visually locate conspecific females (Pietsch, 2005) (Fig-
ure A21-4). In squid, such as the aptly named fire shooter Heteroteuthis dispar 
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Figure A21-1.eps
bitmap

FIGURE A21-1 The chemical structures of known luciferins. Molecular structures of 
known luciferins, common descriptor, and the taxonomic groups known to use them.
SOURCE: Adapted from Haddock et al. (2010); Shimomura (2006).
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Figure A21-2.eps
bitmap

FIGURE A21-2 The bacterial bioluminescence reaction. Bacterial luciferase catalyzes 
the oxidation of reduced flavin mononucleotide (FMNH2), molecular oxygen, and a long-
chain fatty aldehyde resulting in the emission of blue green light.
SOURCE: Adapted from Lin and Meighen (2009, Figure 8).

FIGURE A21-3 Pinecone fish. The pinecone fish Monocentris japonicas hosts the sym-
biotic luminous bacterium Vibrio fischeri.
SOURCE: Photo courtesy of David C. Smith, provided by Edith A. Widder.
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(Figure A21-5), bacterial bioluminescence functions defensively in two different 
ways, either being expelled to distract or temporarily blind a predator or being 
retained internally and emitted ventrally to serve as camouflage, matching the 
color and intensity of downwelling sunlight and thereby concealing its silhouette 
from the upward-looking eyes of visual predators (Young et al., 2008). 

In these symbiotic systems the host provides the bacteria with all that they need 
to thrive and, in many cases, also aggressively selects against nonluminous species 
and strains. Therefore, the selective advantage of microbial bioluminescence in 
these symbiotic pairings is evident. However, because bioluminescence in indi-
vidual bacteria is too dim to be visible to any visual system, this does not explain 
how microbial bioluminescence first arose. The origins of microbial biolumines-
cence have long been a contentious issue that has contributed to the oft-changing 
taxonomy of light-emitting bacteria, which have been frequently reclassified in 

Figure A21-4.eps
bitmap

FIGURE A21-4 Female anglerfish with attached male. The anglerfish Melanocetus john-
sonii, with dwarf male attached.
SOURCE: Photo courtesy of Edith A. Widder (1999).



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary

538 THE SOCIAL BIOLOGY OF MICROBIAL COMMUNITIES

efforts to better define evolutionary origins and relationships. At present there are 
four luminescent genera. These are the terrestrial genus  Photorhabdus, in which 
all species are luminescent, and three marine genera, Photobacterium, Shewanella, 
and Vibrio (recently reclassified back from a short fling as Aliivibrio), which in-
clude both luminous and nonluminous species ( Widder, 2010).

Comparative genomics have revealed that all light-emitting bacteria share a 
common gene sequence known as the lux operon that encodes for the biosynthesis 
of luciferase and its substrates (Dunlap, 2009). The fact that this gene sequence is 
so highly conserved in bacteria from very dissimilar ecological niches suggests 
a strong selective advantage. But how could the first bacterium that emitted light 
be selected for if the light of an individual bacterium is too dim to be seen? This 
conundrum is all the more perplexing because the energetic costs associated with 
light production (Makemson, 1986) actually put luminous strains of bacteria at 
a selective disadvantage, as demonstrated in mixed cultures of luminescent and 
dark mutants of Vibrio harveyi where the dark mutants rapidly overrun the cul-
ture (Czyż et al., 2003). A possible solution to this puzzle came in the form of an 
elegant experiment in which a mixture of luminescent and dark mutants of Vibrio 
harveyi were irradiated with ultraviolet (UV) light with sufficient energy to dam-
age the microbial DNA. Although, in the control experiment without UV irradia-
tion the dark mutants overran the colony, under UV irradiation the bioluminescent 

Figure A21-5.eps
bitmap

FIGURE A21-5 Fire shooter squid. The fire shooter squid Heteroteuthis dispar.
SOURCE: Photo courtesy of Edith A. Widder (1999).
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strain prevailed. In this case the selective advantage of bioluminescence is that it 
stimulates DNA repair by means of an enzyme called photolyase, which requires 
blue light of a wavelength equivalent to that emitted by bioluminescent bacteria 
(Czyż et al., 2003). Selection for light-emitting bacteria was therefore apparently 
based on its ability to stimulate DNA repair. As bacteria evolved more efficient 
DNA repair systems, the lux operon may have been lost except in those bacteria 
where bioluminescence resulted in a selective advantage.

Radiant Excrement

A selective advantage for free-living bioluminescent bacteria in the ocean 
relates to fecal pellets, which are a primary food source in the deep ocean. The 
bacteria that decompose fecal pellets play a major role in the cycling of organic 
matter in the water column (Andrews et al., 1984). If these bacteria are biolu-
minescent and accumulate in sufficient numbers to be visible, then the pellets 
become easy targets for visual consumers and the bacteria are ingested along with 
the pellet, thereby gaining access to the food-rich environment of the consumer’s 
gut. However, if the decomposers are nonluminescent then the pellets along with 
their associated bacteria are more likely to sink into depths where carbon sources 
are scarce (Robison et al., 1977). It is a testament to the significance of this adap-
tation that angler fish escas are believed to function as lures because they mimic 
these morsels of glowing excrement (Young, 1983).

As fecal pellets sink into the depths, exposure to mutagenic UV radia-
tion rapidly diminishes, leading to the loss of the selective advantage of 
 bioluminescence-stimulated DNA repair. That this was likely the case is sup-
ported by laboratory studies using mixed cultures of Vibrio harveyi (Czyż et al., 
2003): As long as the cultures were exposed to UV radiation the bioluminescent 
strain prevailed, but once the radiation stopped, the dark strain rapidly overran the 
culture. For bioluminescence to remain selectively advantageous in the absence of 
UV radiation the bacteria need to be present in sufficient numbers to be visible. 
Below this threshold concentration, they would be at a selective disadvantage and 
presumably susceptible to being overrun by less energy-demanding dark strains. 
This is a clear selective advantage for quorum sensing, which conserves energy 
by ensuring that luminescent bacteria do not synthesize their light-producing 
chemicals unless a sufficient concentration are present to be visible (Nealson et 
al., 1970).

That bacterial bioluminescence is in fact sufficiently bright to cue  visual 
predators was recently demonstrated in a laboratory experiment where  nocturnal 
fish presented with zooplankton coated with bioluminescent bacteria readily 
located and consumed these glowing prey, while being largely unsuccessful with 
their nonglowing counterparts. This study also demonstrated that bioluminescent 
bacteria survive gut passage in both zooplankton and fish, thereby gaining access 
to a nutritious environment and a means of wide dispersal (Zarubin et al., 2012).
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Glowing Corpses

Glowing corpses have appeared to startled observers throughout history 
and have engendered all manner of supernatural accounts (Harvey, 1957). Dur-
ing the American Civil War there were several well-documented examples, as a 
consequence of the enormous number of casualties in this conflict that resulted in 
bodies lying too long on the battlefield and mass burials in shallow graves, cov-
ered with a thin layer of dirt. Light emanating from these gravesites led to much 
consternation about hauntings and ghosts (Jenkins, 2003; Taylor, 1906). The light 
probably originated from bioluminescent bacteria, of the genus Photorhabdus, a 
terrestrial bacterium known to thrive in cadavers, albeit more commonly in larval 
insect cadavers. Photorhabdus luminescens is a Gram-negative bacterium with a 
complex life cycle that alternates between a mutualistic association with a nema-
tode host, Heterorhabditis bacteriophora, and a pathogenic phase that is highly 
virulent to insect larvae. The bacterium gains access to the insect larva when its 
nematode host either bores into the larva or enters through the mouth or anus 
and then regurgitates its bacterial symbionts into the hemolymph (i.e., the insect 
blood). The bacteria then grow and multiply, secreting toxins that kill the host 
within 24 to 48 h. The nematodes feed on the bacterial biomass and reproduce 
through several generations over a period of 10 to 20 days until they burst forth 
en masse and begin the cycle again (Ciche et al., 2008) (Figure A21-6). 

As P. luminescens grows and multiplies it produces a wide range of toxins, 
hydrolytic enzymes, antibiotics, and bioluminescence. The toxins kill the insect 
and disable its immune system, the enzymes convert the host tissues into a nutri-
ent broth, and the antibiotics preserve the cadaver by limiting competition with 
other bacteria (Ciche, 2008; Dunlap, 2009). The obvious question therefore arises 
as to what purpose the bioluminescence serves. Suggestions range from its serv-
ing as an attractant to potential prey insects that aid in dissemination (Dunlap, 
2009; Frackman et al., 1990) to its having no benefit and that “it may not have 
had sufficient time, evolutionarily speaking, to have been completely lost, and as 
such light is still emitted without providing any real advantage to the organism” 
(Peat and Adams, 2008). Given the energetic costs associated with light produc-
tion this explanation seems unlikely, and I would therefore like to offer an alter-
native hypothesis, which is that bioluminescence in Photorhabdus luminescens 
is selectively advantageous because it warns away potential predators from the 
insect cadaver, wherein an elaborate life cycle is in progress. 

According to this hypothesis the bioluminescence of P. luminescens serves as 
aposematic coloration in a dark environment. Aposematism (from apo-, “away,” 
and sematic, “sign”), also known as warning coloration, is an antipredator defense 
that depends upon predators recognizing certain prey as unprofitable because they 
are unpalatable or dangerous (Cott, 1957; Ruxton et al., 2004). Because early 
recognition benefits both predator and prey, selection favors conspicuous signals 
such as the brightly colored wings of the Monarch butterfly, which advertise its 
toxicity. Because aposematism is such an effective defense, mimicry is common. 
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A palatable prey species may evolve coloration that mimics the appearance of an 
unpalatable species, in which case they are referred to as Batesian mimics (Bates, 
1861), or unpalatable prey may evolve markings that mimic those of similarly 
unpalatable prey, in which case they are described as Müllerian mimics (Müller, 
1879). Although Batesian mimics gain an advantage by not drawing on energy 
stores to synthesize a defensive arsenal, they risk predators learning to recognize 
them as impostors if they become so successful that they outnumber the aversive 
prey. By contrast, Müllerian mimics reinforce predator avoidance of a particular 
signal such as the yellow and black stripes of honeybees and yellowjacket wasps 
that broadcast the same message: “Don’t eat me or I’ll sting you.”

Warning coloration is ineffective against nocturnal predators unless that 
coloration is visible. Bioluminescence has been shown to function as an effective 
aposematic warning against nocturnal visual predators in firefly larvae (De Cock 
and Matthysen, 1999, 2001; Underwood et al., 1997), nocturnal millipedes 
(Marek et al., 2001), and the brittle-star Ophiopsila riisei (Grober, 1988a,b). 
In firefly  larvae, for example, it was shown that larvae were rejected by birds 
(De Cock and Matthysen, 2001; Tyler, 2001a), wood ants (Tyler, 2001b), and 
laboratory mice (Underwood et al., 1997) and that wild-caught toads avoided 
attacking glowing artificial prey (de Cock and Matthysen, 2003), indicating that 

Figure A21-6.eps
bitmap

FIGURE A21-6 The life cycle of the nematode host of the bioluminescent bacterium 
Photorhabdus luminescens. The bioluminescent bacterium Photorhabdus luminescens 
switches from being a symbiont in its nematode host, Heterorhabditis bacteriophora, to a 
pathogen in the insect larva into which it is introduced by the nematode.
SOURCE: Figure and photos courtesy of Todd Ciche, provided by Edith A. Widder.
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the visual signal functioned aversively in the absence of the noxious signal. In 
millipedes, which defend themselves with cyanide, diurnal species warn off 
predators with vivid aposematic color patterns in yellow, orange, or red, while 
the nocturnal genus, Motyxia, exhibits drab coloration when seen under white 
light. However, at night Motyxia emits a blue-green bioluminescence that in-
tensifies when the millipede is disturbed. Because these millipedes are blind, 
the  luminescence does not serve an intraspecies communication function but, 
instead, is thought to be directed at nocturnal predators. In the first field study in 
any organism to demonstrate that bioluminescence can function as an aposematic 
warning, Marek et al. (2001) used live millipedes, half of which were painted to 
obscure their bioluminescence, and clay model millipedes, half of which were 
painted with phosphorescent paint. When these clay and live millipedes were left 
in the field overnight, significantly more of the nonluminescent millipedes (both 
clay and live) were attacked than their luminescent counterparts.

These studies clearly demonstrate that bioluminescence can repel predators. 
Whether this is the function of bioluminescence of Photorhabdus luminescens re-
mains to be demonstrated. Nevertheless, it is well established that P. luminescens 
produces an impressive array of secondary metabolites that function to protect 
the nematode-killed insect cadaver from scavengers. These include antibacterial, 
antifungal, and nematicidal compounds (Webster, 2002) as well as insecticidal 
deterrents such as ant-deterrent factor (Zhou et al., 2002). P. luminescens also 
produces toxins that are active against a wide range of insects including Lepi-
doptera, Coleoptera, and Dictyoptera (Bowen et al., 1998) and although these 
likely evolved initially to kill the host they may also deter insect scavengers. 
In this regard, it may be noteworthy that some of these toxins are orally active, 
demonstrating equal lethality whether they are fed to, or injected into the hemo-
lymph of, the host (Bowen and Ensign, 1998). Also in support of the aposematic 
warning hypothesis is the fact that at the same time that the cadaver becomes 
bioluminescent it also becomes red in color as a consequence of the synthesis 
of an anthraquinone pigment (Lango and Clarke, 2010). Red is a common apo-
sematic warning color and may serve to warn off diurnal scavengers just as the 
bioluminescence warns off their nocturnal counterparts.

In a fascinating example of convergent evolution, a different bacteria- 
nematode partnership between the bacterium Xenorhabdus and the  nematode 
Steinernema shares a very similar life cycle to that of Photorhabdus and 
 Heterorhabditis, but without bioluminescence or any other apparent form of 
aposematic coloration (Goodrich-Blair and Clarke, 2007). One notable difference 
in these partnerships is the foraging strategies of the nematodes. Whereas many 
Steinernema species are ambush predators that attack passing insects at the soil 
surface, Heterorhabditis is a cruise forager that actively searches for prey in the 
soil (Campbell and Gaugler, 1997). If the insect prey are buried then once again 
the question arises—why glow? However, there are many nocturnal predators that 
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dig for grubs in the soil including raccoons, rodents, badgers, skunks, opossums, 
foxes, armadillos, and black bears (Yadav, 2003). It may be these scavengers that 
the light emitted by P. luminescens has evolved to deter. Different nematode spe-
cies clearly demonstrate preferences for different insect prey; therefore, it may be 
instructive to examine differences between common host insects and their likely 
predators to assess in what circumstances bioluminescence is selectively advan-
tageous. Any such study might also benefit from looking for the co-occurrence 
of aposematic glowworm larvae, which might indicate that the bioluminescence 
could be a form of either Batesian or Müllerian mimicry.

According to the aposematic hypothesis presented here, selection is based on 
the fact that once the insect is killed and the elaborate nematode life cycle begins, 
scavengers feeding on the insect carcass would interrupt the life cycle and there-
fore be highly deleterious to the nematodes. Because P. luminescens depends on 
its nematode host to locate and infect suitable prey, it is selectively advantageous 
for the bacterium to ward off scavengers with an extensive arsenal of deterrents, 
including aposematic warnings. 

Conclusions

That, in many cases, microbial bioluminescence appeared to serve no ob-
vious function has been a significant paradox. However, recent experimental 
evidence demonstrating that bacterial bioluminescence stimulates DNA repair 
provides a critical piece of the puzzle. In addition, the clear experimental dem-
onstration that, in the absence of any external selective pressures, light produc-
tion is selectively disadvantageous should bring into question any suggestions 
that the light emission is nonfunctional. One such is the example presented here 
involving glowing insect cadavers. An explanation for the phenomenon is that the 
bioluminescence serves as an aposematic warning to scavengers and is selectively 
advantageous to the microbial symbiont because it prevents interference with the 
complex life cycle of its host.
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A22

SOCIAL INTERACTION, NOISE AND ANTIBIOTIC-MEDIATED 
SWITCHES IN THE INTESTINAL MICROBIOTA92

Vanni Bucci,93,94,95 Serena Bradde,93,94,95 Giulio Biroli,96 Joao B. Xavier93,95

Abstract

The intestinal microbiota plays important roles in digestion and resistance 
against entero-pathogens. As with other ecosystems, its species composition is 
resilient against small disturbances but strong perturbations such as antibiotics 
can affect the consortium dramatically. Antibiotic cessation does not necessarily 
restore pre-treatment conditions and disturbed microbiota are often susceptible 
to pathogen invasion. Here we propose a mathematical model to explain how an-
tibiotic-mediated switches in the microbiota composition can result from simple 
social interactions between antibiotic-tolerant and antibiotic-sensitive bacterial 
groups. We build a two-species (e.g. two functional-groups) model and identify 
regions of domination by antibiotic-sensitive or antibiotic-tolerant bacteria, as 
well as a region of multistability where domination by either group is possible. 
Using a new framework that we derived from statistical physics, we calculate the 
duration of each microbiota composition state. This is shown to depend on the 
balance between random fluctuations in the bacterial densities and the strength 
of microbial interactions. The singular value decomposition of recent metage-
nomic data confirms our assumption of grouping microbes as antibiotic-tolerant 
or antibiotic-sensitive in response to a single antibiotic. Our methodology can be 
extended to multiple bacterial groups and thus it provides an ecological formal-
ism to help interpret the present surge in microbiome data.

Author Summary

Recent applications of metagenomics have led to a flood of novel studies 
and a renewed interest in the role of the gut microbiota in human health. We can 
now envision a time in the near future where analysis of microbiota composition 
can be used for diagnostics and the rational design of new therapeutics. How-
ever, most studies to date are exploratory and heavily data-driven, and therefore 

92   Reprinted from PLoS Computational Biology. © 2012 Bucci et al.
93   Program in Computational Biology, Memorial Sloan-Kettering Cancer Center, New York, U.S.A.
94   E-mail: bucciv@mskcc.org, serena.bradde@pasteur.fr, xavierj@mskcc.org.
95   Joint first authorship
96   Institut Physique Théorique (IPhT) CEA Saclay, and CNRS URA, Gif Sur Yvette, France.
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lack mechanistic insights on the ecology governing these complex microbial 
ecosystems. In this study we propose a new model grounded on ecological and 
physical principles to explain intestinal microbiota dynamics in response to 
antibiotic treatment. Our model explains a hysteresis effect that results from the 
social interaction between two microbial groups, antibiotic-tolerant and antibi-
otic-sensitive bacteria, as well as the recovery allowed by stochastic fluctuations. 
We use singular value decomposition for the analysis of temporal metagenomic 
data, which supports the representation of the microbiota according to two main 
microbial groups. Our framework explains why microbiota composition can be 
difficult to recover after antibiotic treatment, thus solving a long-standing puzzle 
in microbiota biology with profound implications for human health. It therefore 
forms a conceptual bridge between experiments and theoretical works towards a 
mechanistic understanding of the gut microbiota.

Introduction

Recent advances in metagenomics provide an unprecedented opportunity 
to investigate the intestinal microbiota and its role in human health and disease 
(Dethlefsen et al., 2007; Neish, 2009). The analysis of microflora composition has 
a great potential in diagnostics (Jones, 2011) and may lead to the rational design 
of new therapeutics that restore healthy microbial balance in patients (Borody et 
al., 2004; Khoruts and Sadowsky, 2001; Ruder et al., 2011). Before the clinical 
translation of human microbiome biology is possible, we must seek to thoroughly 
understand the ecological processes governing microbiota composition dynamics 
and function.

The gastro-intestinal microbiota is a highly diverse bacterial community 
that performs an important digestive function and, at the same time, provides 
resistance against colonization by entero-pathogenic bacteria (Endt et al., 2010; 
Pultz et al., 2005; Stecher and Hardt, 2008). Commensal bacteria resist pathogens 
thanks to resources competition (Neish, 2009; Stecher and Hardt, 2008), growth 
inhibition due to short-chain fatty acid production (Fukuda et al., 2011), killing 
with bacteriocins (Corr et al., 2007; Dabard et al., 2001) and immune responses 
stimulation (Keeney and Finlay, 2011; Stecher and Hardt, 2011). However, exter-
nal challenges such as antibiotic therapies can harm the microbiota stability and 
make the host susceptible to pathogen colonization (Bishara et al., 2008; Buffle 
et al., 2012; Dethlefsen et al., 2008; Pamer, 2007; Ubeda et al., 2010; Willing et 
al., 2011).

Despite its importance to human health, the basic ecology of the intestinal 
microbiota remains unclear. A recent large-scale cross-sectional study proposed 
that the intestinal microbiota variation in humans is stratified and fits into distinct 
enterotypes, which may determine how individuals respond to diet or drug intake 
(Arumugam et al., 2011). Although there is an ongoing debate over the existence 
of discrete microbiome enterotypes (Wu et al., 2011), they could be explained by 
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ecological theory as different states of an ecosystem (Scheffer, 2009). Ecologi-
cal theory can also explain how external factors, such as antibiotics, may lead to 
strong shifts in the microbial composition. A recent study that analyzed healthy 
adults undergoing consecutive administrations of the antibiotic ciprofloxacin, 
showed that the gut microbiota changes dramatically by losing key species and 
can take weeks to recover (Dethlefsen and Relman, 2011). Longitudinal studies, 
such as this one, suggest that many microbial groups can have large and seem-
ingly random density variations in the time-scale of weeks (Caporaso et al., 2011; 
Dethlefsen et al., 2006). The observation of multiple microbial states and the high 
temporal variability highlight the need for ecological frameworks that account 
for basic microbial interactions, as well as random fluctuations (dos Santos et al., 
2010; Foster et al., 2008; Ley et al., 2006).

Here we propose a possible model to study how the intestinal microbiota 
responds to treatment with a single antibiotic. Our model expands on established 
ecological models and uses a minimal representation with two microbial groups 
(Mao-Jones et al., 2010) representing the antibiotic-sensitive and antibiotic-toler-
ant bacteria in the enteric consortium (Fig. A22-1). We propose a mechanism of 
direct interaction between the two bacterial groups that explains how domination 
by antibiotic-tolerants can persist even after antibiotic cessation. We then develop 
a new efficient framework that deals with non-conservative multi-stable field of 
forces and describes the role played by the noise in the process of recovery. We 
finally support our model by analyzing the temporal patterns of metagenomic data 
from the longitudinal study of Dethlefsen and Relman (Dethlefsen and Relman, 

Figure A22-1.eps
bitmap

FIGURE A22-1 The two-group model of the intestinal microbiota with antibiotic-sensi-
tive and antibiotic-tolerant bacteria. Antibiotic sensitives can inhibit the growth of tolerants 
and both groups compete for the same growth substrate. Model parameters es and et rep-
resent the antibiotic sensitivity of sensitive and tolerant bacteria (where es < et), ms and mt 
represent their affinities to substrate and represents the inhibition of tolerants by sensitives.
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2011). We show that the dynamics of microbiota can be qualitatively captured 
by our model and that the two-group representation is suitable for microbiota 
challenged by a single antibiotic. Our model can be extended to include multiple 
bacterial groups, which is necessary for a more general description of intestinal 
microbiota dynamics in response to multiple perturbations.

Results

Mathematical Model

We model the microbiota as a homogeneous system where we neglect spatial 
variation of antibiotic-sensitive (s) and antibiotic-tolerant (t) bacterial densities. 
Their evolution is determined by growth on a substrate and death due to natural 
mortality, antibiotic killing and social pressure. With these assumptions, we in-
troduce, as a mathematical model, two coupled stochastic differential equations 
for the density of sensitives and tolerants (rs and rt) normalized with respect to 
the maximum achievable microbial density:

 
d

dt f
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s t
s s s s

ρ ρ
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In the physics literature these types of equations represent stochastic motion 
in a non-conservative force field F. The first terms in F correspond to the satura-
tion growth terms representing the indirect competition for substrate and depend 
on f, which is the ratio of the maximum specific growth rates between the two 
groups. If f >1 tolerants grow better than sensitives on the available substrate and 
the reverse is true for f <1 . They effectively describe a microbial system with a 
growth substrate modeled as a Monod kinetic (Monod, 1949) in the limit of quasi-
steady state approximation for substrate and complete consumption from the 
microbes (see Methods for details). Both groups die with different susceptibility 
in response to the antibiotic treatment, which is assumed to be at steady-state. e 
defines the ratio of the combined effect of antibiotic killing and natural mortality 
rates between the two groups (see Methods for details). While the system can be 
studied in its full generality for different choices of e, we consider the case of e>1 
because it represents the more relevant case where sensitives are more susceptible 
to die than tolerants in the presence of the antibiotic. A possible e (t) that mimics 
the antibiotic treatments is a pulse function. With this, we are able to reproduce 
realistic patterns of relative raise (fall) and fall (raise) of sensitives (tolerants) 
due to antibiotic treatment as we show in Fig. S4 in the Supporting Information 
Text (Text S1). Additionally, we introduce the social interaction term between 
the two groups, yrtrs, to implement competitive growth inhibition (Stecher and 
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Hardt, 2011; Xavier, 2011)]. In particular, we are interested in the case where the 
sensitives can inhibit the growth of the tolerants (y>0), which typically occurs 
through bacteriocin production (Bucci et al., 2011). Finally we add a stochastic 
term x that models the effect of random fluctuations (noise), such as random 
microbial exposure, which we assume to be additive and Gaussian. The analysis 
can be generalized to other forms of noise such as multiplicative and coloured.

Antibiotic Therapy Produces Multistability and Hysteresis

We first analyzed the model in the limit of zero noise, x = 0. In this case, 
we were interested in studying the steady state solutions that correspond to the 
fixed-points of equations (1,2) and are obtained imposing F = 0. We found three 
qualitatively-distinct biologically meaningful states corresponding to sensitive 
domination, tolerant domination and sensitive-tolerant coexistence (see Text A22-
Supporting Information). We evaluated the stability of each fixed point (see Text 
A22-Supporting Information) and identified three regions within the parameter 
space (Fig. A22-2A). In the first region the effect of antibiotics on sensitive bac-
teria is very low ( fe  < 1) and domination by sensitives is the only stable state 
(sensitives monostability). In the second region the effect of the antibiotic on 
sensitives is stronger than their inhibition over tolerants ( fe  >1 + y/e ) and the 
only stable state is domination by tolerants (tolerants monostability). Finally, in 
the third region (1 < fe  < 1 + y/e ) both sensitive and tolerant dominations are 
possible and stable, while the third coexistence fixed point is unstable (bistability) 
(see Text S1). This simple analysis shows that multistability can occur in a gut 
microbiota challenged by an antibiotic where one group directly inhibits the other 
(i.e. through the y term). Furthermore, it suggests that multistability is a general 
phenomenon since it requires only that antibiotic-sensitive and antibiotic-tolerant 
bacteria have similar affinities to nutrients. This is a realistic scenario because tol-
erants, such as vancomycin resistant Enterococcus (Ubeda et al., 2010), are often 
closely related to other commensal but antibiotic-sensitive strains and therefore 
should have similar affinity to nutrients. Finally, the solution of equations (1) and 
(2) reveals that hysteresis is present for values of fe  and fy leading to multistabil-
ity (Fig. A22-2B). Similarly to magnetic tapes, such as cassette or video tapes, 
which remain magnetized even after the external magnetic field is removed (i.e. 
stopping the recording), a transient dose of antibiotics can cause a microbiota 
switch that persists for long time even after antibiotic cessation.

Noise Alters Stability Points

The previous analysis shows the existence of multistability in the absence 
of noise. However, the influx of microbes from the environment and/or the 
intra-population heterogeneity are expected in realistic scenarios and affect the 
bacterial density evolution in a non-deterministic fashion. This raises the question 
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Figure A22-2.eps
bitmap

FIGURE A22-2 Multistability and hysteresis in a simple model of the intestinal mi-
crobiota. A: phase diagram showing the three possible stability regions. Antibiotic-sen-
sitive bacteria dominate when fe < 1 and antibiotic-tolerant bacteria dominate when 

+    1 + 4fy /2fe>
1
2

 and therefore these are regions of monostability. There is a region of 
bistability between the two regions where domination by either sensitives or tolerants 
is possible. B: schematic display of the hysteresis phenomenon explaining cases where 
antibiotic treatment produces altered microbiota (i.e. tolerants domination) that persists 
long after antibiotic cessation. C-F: mean density values obtained simulating the Langevin 
dynamics for a maximum time T = 10000 after an instantaneous change of the parameter 
y (C and D) and e (E and F). These averages are obtained over 1000 noise realizations. 
C, D and E, F show the antibiotic-tolerants or antibiotic-sensitives densities, respectively, 
as a function of the social interaction parameter (y) with fe = 1.21 or the antibiotic killing 
(e) fy with = 0.77.
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of how the noise alters the deterministic stable states and their stability crite-
ria. We assume that the noise is a fraction of bacteria x(t) that can be added 
(or removed) at each time step, but on average has no effect since 〈x〉=0. This 
assumption is justified by the fact that a persistent net flux of non-culturable 
bacteria from the environment is unrealizable. We also assume that this random 
event at time t is not correlated to any previous time t′, which corresponds to 
〈xk(t)xk ′ (t′)〉 = Dδ(t – t ′) δkk ′, where D characterizes the noise amplitude and δ 
is the Dirac delta function. We calculated the stationary probability of the micro-
biota being at a given state by solving the stationary Fokker-Planck Equation 
(FPE) (Gardiner, 1997) corresponding to the Langevin equations (1,2):

 −∇ ⋅ + ∇ =( )FP
D

Ps s
2

02  (3)

By numerically solving equation (3) as described in (Galan et al., 2007), for 
increasing D, we find that for small values of D the most probable states coincide 
with the deterministic stable states given by F = 0 (Fig. A22-3A). However, by 
increasing D the distribution Ps spreads and the locations of the most probable 
states change and approach each other. As a consequence, the probability of an 
unstable coexistence, characterized by rs > 0 and rt > 0, increases thus avoiding 
extinction. This intuitively justifies how recovery to a sensitive-dominated state 
within a finite time after antibiotic cessation becomes possible with the addition of 
the noise. Without noise, the complete extinction of sensitive bacteria would have 
prevented any possible recolonization of the intestine. Beyond a critical noise level 
(Dc) bistability is entirely lost and the probability distribution becomes single-
peaked with both bacterial groups coexisting. The microbiota composition at the 
coexistence state can be numerically determined from the solution of Ps(rs,ry), 
as shown in Fig. A22-3B and Video S1. Further investigations based on analytical 
expansion of the Langevin equations (see Methods) show that for small random 
fluctuations, D Dc , the first noise-induced corrections to the deterministic den-
sity are linearly dependent on D with a proportionality coefficient determined by 
the nature of the interactions (insets in Fig. A22-3B). These linear correction terms 
can be obtained as a function of the model parameters and, after substituting a 
particular set of values in the bistable region ( f = 1.1, e = 1.1 and y = 0.4), they 
are 〈zs

(1)〉 = –4.3D for sensitives and 〈zt
(1)〉 = –4.4D for tolerants. These numbers 

are different from those reported in the insets of Fig. A22-3B. However the dis-
crepancy is due to the propagation of the boundary conditions when numerically 
solving the solution of the FPE using finite elements (see Text S1).

This has important biological implications since it suggests that extinction is 
prevented and, more importantly, that a minority of environmental microbes can 
settle in the gut at a rate that depends on the strength of their social interaction 
with the established microbiota.

The introduction of random perturbation affects the stability criteria of the 
stable states. In particular, we observe that the bistability region decreases when 
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Figure A22-3.eps
bitmap

FIGURE A22-3 Most probable microbiota states change from bistable scenario to mono-
stable coexistence with increasing noise. A: the bacterial density joint probability distribu-
tion determined by solving the Fokker-Planck equation (3) for four different values of the 
environmental noise. B: the bacterial densities at the peaks of P(rs,rt) as a function of the 
noise parameter D. Red symbols are data from the numeric solution of the Fokker-Planck 
equation and the black solid lines are the exponential t. Parameters used: f = 1.1; e = 1.1 
and y = 0.4. The insets detail the linear regime.
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the noise amplitude D increases (Fig. A22-2C–F). At the limit, when D > Dc the 
bistability is entirely lost and the only stable state is the one where both groups 
coexist. This concept was previously hypothesized but not explicitly demon-
strated in a model of microbial symbionts in corals (Mao-Jones et al., 2010).

Noise Affects the Recovery Time

Our model predicts that in absence of stochastic fluctuations the recovery 
time is larger than any observational time-scale so that it is impossible to revert 
to the conditions preceding antibiotic perturbation (see Fig. S4 in Text S1). In 
reality, data show that this time can be finite and depends on the microbiota 
composition and the degree of isolation of the individuals (Caporaso et al., 2011; 
Dethlefsen and Relman, 2011; Ubeda et al., 2010). Thus, we aim to quantitatively 
characterize how the relative contribution of social interaction and noise level 
affects the computation of the mean residence time.

In order to determine the relative time spent in each domination state, we 
compute the probability of residence πi(t) in each stable state i =1, 2,…, N using 
master equations (Gardiner, 1997). This method is more efficient than simulating 
the system time evolution by direct integration of the Langevin equations be-
cause it boils down to solving a deterministic second-order differential equation. 
Furthermore, this approach scales up well when the number of microbial groups 
increases, in contrast to the numerical solution of the FPE which can become 
prohibitive when N > 3. In our model, the master equations for the probability 
πi(t) of residing in the tolerant i = 1 or sensitive i = 2 domination state are:
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where i→j is the transition rate from state i to j, which can be obtained in terms 
of the sum over all the state space trajectories connecting i to j .
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 as a function of the parameters, as reported in the 
Methods, we determine π2, which is our theoretical prediction for the mean rela-
tive residence time 〈t2/(t1 +t2)〉spent in the tolerant domination state (Fig. A22-4). 
The theoretical predictions are in good agreement with those obtained by simulat-
ing the dynamics multiple times and averaging over different realizations of the 
noise. A first consequence from this analysis is that the time needed to naturally 
revert from the altered state depends exponentially on the noise amplitude (1/D). 
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As such, we predict that for the case of an isolated system (D ~ 0) the switch-
ing time is exponentially larger than any other microscopic scale and the return 
to a previous unperturbed state is very unlikely. On the contrary, as the level 
of random exposure D is increased, the time to recover to the pre-treated con-
figuration decreases (see Fig. A22-S4 in Text S1). Additionally, this method can 
be considered as a way to indirectly determine the strength of the ecological 
interactions between microbes which can be achieved by measuring the amount 
of time that the microbial population spends in one of the particular microbiota 
states. Therefore, it can potentially be applied to validate proposed models of 
ecological interactions by comparing residence times measured experimentally 
with theoretical predictions.

Figure A22-4.eps
bitmap

FIGURE A22-4 Microbiota resident time in antibiotic-tolerant domination as a function 
of the: A-B) antibiotic action (e) and C-D) social interaction (ψ) parameters. Blue circles 
show the theoretical predictions obtained by determining the probability of the most prob-
able path. Red circles are obtained by simulating the Langevin dynamics over 10,000 itera-
tions and averaged for 1,000 noise realizations. Higher order-corrections can be included 
to increase the theoretical estimation accuracy.
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Analysis of Metagenomic Data Reveals Antibiotic-
Tolerant and Antibiotic-Sensitive Bacteria

We now focus on the dynamics of bacteria detected in the human intestine 
and test the suitability of our two-group representation by re-analyzing the time 
behaviour in the recently published metagenomic data of Dethlefsen and Relman 
(2011). The data consisted of three individuals monitored over a 10 month period 
who were subjected to two courses of the antibiotic ciprofloxacin. Since the data 
are noisy and complex, and the individual subjects’ responses to the antibiotic are 
distinct (Dethlefsen and Relman, 2004), identifying a time behaviour by manual 
screening is not a trivial task. We do it by using singular value decomposition 
(SVD) to classify each subject p phylotype-by-sample data matrix Xp into its 
principal components. Because of inter-individual variability we obtain, for each 
subject, the right and left eigenvectors associated to each eigenvalue. By rank-
ing the phylotypes based on their correlation with the first two components we 
recover characteristic temporal patterns for each volunteer (Alter et al., 2000; 
Brauer et al., 2006).

In all three subjects, we observe that, in spite of the individualized antibiotic 
effect, the two dominant eigenvalues or principal components together capture 
about 70% of the variance observed in the data (Fig. A22-5A–C). Invariably, the 
first component shows a decrease in correspondence to antibiotic treatment and 
reflects the behaviour of antibiotic-sensitive bacteria (green line in Fig. A22-5D–
F). Conversely, the second component increases with the antibiotic treatment 
and represents antibiotic-tolerants (red line in Fig. A22-5D–F). The observation 
that each subject’s microbiota can be decomposed into two groups of bacteria 
with opposite responses to antibiotics supports the validity of the two-group 
approach used in our model. Classification of each individual’s phylotypes as 
sensitive or tolerant can be obtained by determining their correlation with the 
two principal components (see Text S1) (information in the right-eigenarrays 
matrix from SVD). Bacteria correlated with component 1 are usually highly 
abundant before antibiotic treatment and drop strongly during treatment, often 
below detection. Vice-versa, bacteria correlated with component 2 are typically 
in low abundance before the antibiotic and increase with antibiotic administration 
(Fig. A22-5G–I). Interestingly, despite significant inter-individual differences in 
recovery time (Fig. A22-5G–I) and individualized response of each subject, the 
data show that in each individual the majority of bacteria are antibiotic-sensitive 
and only a small but significant fraction are tolerant to ciprofloxacin (see Text 
S1). The recognition of these time-patterns could be considered as a possible tool 
to indirectly determine the susceptibility of non-culturable commensal bacteria 
to FDA-approved antimicrobial compounds. However, the presence of strains 
in the same phylotypes that display both behaviors in response to the drug may 
constitute a significant challenge for the success of this method.

The time evolution of the phylotypes (Fig. A22-5G–I) qualitatively agrees 
with our theoretical prediction that after the antibiotic administration the system 
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moves fast, meaning in a time smaller than any other observable time-scale, into 
a new stable state with less sensitives and more tolerants. Further, the data also 
suggest that the return to sensitive domination happens after a recovery-time scale 
that depends on the microbial composition.

Discussion

We present a model of inter-bacterial interactions that explains the effect 
of antibiotics and the counter-intuitive observation that an antibiotic-induced 
shift in microbiota composition can persist even after antibiotic cessation. Our 
analysis predicts a crucial dependence of the recovery time on the level of noise, 
as suggested by experiments with mice where the recovery depends on the expo-
sure to mice with untreated microbiota (Ubeda et al., 2010). The simple model 
here introduced is inspired by classical ecological modeling such as competitive 
Lotka-Volterra models (Solé and Bascompte, 2006; Zhu and Yin, 2009), but 
relies on mechanistic rather than phenomenological assumptions, such as the 
logistic growth. Although more sophisticated multi-species models include ex-
plicit spatial structure to describe microbial consortia (Bucci et al., 2011; Mitri 
et al., 2011; Munoz-Tamayo et al., 2010, 2011), our model is a first attempt to 
quantitatively analyze the interplay between microbial social interactions (ψ) 
and stochastic fluctuations (D > 0) in the gut microbiota. We find that these 
two mechanisms are the key ingredients to reproduce the main features of the 
dynamics in response to antibiotic (sudden shifts and recovery). Our model can 
be easily generalized to include spatial variability and more complicated types 
of noise. Therefore we provide a theoretical framework to quantify microbiota 
resilience against disturbances, which is an importance feature in all ecosystems 
(Holling, 1973). By introducing a new stochastic formulation, we were able to 
characterize composition switches within the context of state transition theory 
(Langer, 1967, 1968), an important development over similar ecological models 
of microbial populations (Mao-Jones et al., 2010). We present a new method 
to calculate the rate of switching between states that identifies the most likely 
trajectory between two stable states and their relative residence time, which can 
be subjected to experimental validation. Finally, we apply SVD to previously 
published metagenomic data (Dethlefsen and Relman, 2011), which allows us 
to classify the bacteria of each subject in two groups according to their temporal 
response to a single antibiotic. The SVD method has been used before to find 
patterns in temporal high-throughput data, including transcription microarrays 
(Alter et al., 2000) and metabolomics (Yuan et al., 2009). Although our approach 
seems to capture well the main temporal microbiota patterns, we should note that 
the use of the Euclidean distance as a metric for microbiome analysis presents 
limitations and recent studies have proposed alternative choices (Gonzalez and 
Knight, 2011; Hamady et al., 2009; Kuczynski et al., 2010). We also opt for an 
indirect gradient analysis method (ter Braak and Prentice, 2004) because we are 
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interested in emergent patterns from the data regardless of the measurements of 
the external environmental variable (i.e. presence or absence of the antibiotic) 
(Kuczynski et al., 2010).

We propose a mechanism of interaction between two bacterial groups to 
explain the lack of recovery observed in the experiments that can be validated in 
the near future. Although training the model with the available data sets would 
be of great interest, this will not be useful in practice because we need more sta-
tistical power to be predictive. However, we anticipate that a properly validated 
mathematical model of the intestinal microbiota will be a valuable tool to assist 
in the rational design of antibiotic therapies. For example, we predict that the rate 
of antibiotic dosage will play a crucial role. In order to let the microbiota recover 
from antibiotic treatment, it is better to gradually decrease antibiotic dosage at 
the first sign of average microbiota composition change, which has to be larger 
than the threshold community change represented by the day-to-day variability 
(Caporaso et al., 2011), rather than waiting for tolerant-domination and then 
stopping antibiotic treatment.

We show here the application of our theory to a two-bacterial group scenario 
because we are interested in the microbiota response when challenged with a sin-
gle antibiotic. However, in more realistic conditions the microbiota is subjected 
to different types of perturbations, which may drive it towards more alternative 
stable states. Our theory of the microbial-states switches characterization can 
be naturally extended to more than two states and consists of the solution of the 
linear system of equations πP = 0, where π is the array of probability of residing 
in each stable state and P is the matrix of transition rates among the states.

The ongoing efforts to characterize the microbial consortia of the human 
microbiome can yield tremendous benefits to human health (Ichinohe et al., 2011; 
Lee and Mazmanian, 2010; Turnbaugh et al., 2009; Veiga et al., 2010). Within the 
next few years, we are certain to witness important breakthroughs, including an 
increase in the number of microbiomes sequenced as well as in sequencing depth. 
Yet, without the proper ecological framework these complex ecosystems will 
remain poorly understood. Our study shows that, as in other complex microbial 
ecosystems, ecological models can be valuable tools to interpret the dynamics in 
the intestinal microbiota.

Methods

Full Model and Simplification

The model introduced in equations 1 and 2 is derived from the more detailed 
model described below. We model the bacterial competition in a well-mixed sys-
tem in the presence of antibiotic treatment by means of the following stochastic 
differential equations:
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where we account for two bacterial groups; the intestinal resident sensitive flora 
ρs and an antibiotic tolerant one ρt. Additionally, we also consider the substrate 
S and the antibiotic A densities. The antibiotic time evolution is simply a balance 
between inflow and outflow (i.e. no decay due to microbial degradation) where 
K is the system’s dilution rate, which sets the characteristic microscopic time-
scale, and A0 is the constant density of the incoming antibiotic, which can be time 
dependent. Similarly the substrate concentration, S, results from a mass balance 
from influx and microbial consumption. As for the antibiotic, S0 is the constant 
density of the incoming nutrient (i.e. the concentration of resources coming from 
the small-intestine). The second and third terms in the right-hand side of the 
second equation in (5) describe the amount of substrate consumed by bacterial 
growth assuming Monod kinetics where ms (mt) is the maximum growth rate for 
sensitives (tolerants), a is the half-saturation constant for growth, which param-
etrizes the bacterial affinity to the nutrient, and Bs (Bt)is the yield for growth for 
sensitives (tolerants). The last two equations describe how sensitives and tolerants 
grow on the substrate available and are diluted with the factor K. We mimic the 
effect of the antibiotic on the sensitives adding a term proportional to the sensitive 
density where the constant of proportionality γA is the antibiotic-killing rate. We 
also introduce a direct inhibition term ψρs, which mimics the inhibition of sensi-
tive bacteria on the tolerants (social interaction). Finally the Gaussian random 
variables ξsξt, are the additive random patterns of exposure and represent the 
random microbial inflows (outflows) from (to) the external environment.

It is convenient to scale the variables and set the dilution rate to unity (K = 1). 
Therefore, all the rates have to be compared with respect to the system charac-
teristic dilution rate. Introducing S S S= / 0, ρ ρs s sB S= / ( )0 , ρ ρt t tB S= / ( )0 ,  
A A A= / 0 , 

γ γ= ( ) /A K0 , 
ψ ψ= / ( )KB Ss 0 , 

m m Ks s= / , 
m m Kt t= / , 

a a S= / 0 , 
ξ ξs s sB S K= /( )0 , and ξ ξt t tB S K= /( )0  dropping the tilde symbols, we obtain the 

following dimensionless model:
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If we assume that the antibiotic is a fast variable compared to the microbial 
densities (rsrt) (i.e. the time-scale at which the antibiotic reaches stationary state 
is smaller than that of the bacteria), we can solve dA

dt
= 0 = 0 for and obtain A = 1. If 

we also assume that the incoming substrate is all consumed in microbial growth, 
therefore maintaining the population in a stationary state with respect to the 
available resources, and that, similarly to the antibiotic, the resources equilibrate 
much faster than the bacterial densities (quasi-steady state assumption, dS

dt
= 0 = 0), 

we obtain that:

 

S
S a m ms s t t+ = +

1
ρ ρ

 (7)

If we now define a new parameter e = (g +1) describing the relative ratio of 
the combination of antibiotic killing and natural mortality (i.e. wash-out) between 
sensitives and tolerants, the model reduces to the two variables model in r reported 
in equations (1–2).

Effective Potential and Location of Long-Term States

The introduction of random noise has the important consequence of changing 
the composition of the stable states (Fig. A22-3A). In order to characterize this 
phenomenon, we expand the solution of the Langevin equations (1–2) around 
one of the stable states obtaining the following set of equations for the variable 
ζ = r – ri:
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where to simplify the notation we drop the explicit time-dependence. We can 
easily recognize the first derivative of the force on the right-hand side as the 

Jacobian matrix computed in one of the minima
 

dF

d
J .i

i
ζ

ρ( )=ι

σ ρ

 This equation 

can be solved order by order by defining the expansion ζ = ζ(0) + ζ(1) + … and 
writing the equations for each order as:
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Assuming that the initial condition at time zero is ζ1(0) = 0, which can al-
ways be neglected for long-term behaviour, the solution of equation (9) is
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(11)

This means that the average location of the minima at zero order is not modified 
by the noise since 〈ζ(0)〉 ∝ 〈ξ〉=0. By computing the solution of the equation (10) 
we similarly find that:
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The long-time average value of the first order correction now reads:
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The time integral can be easily computed assuming that the eigenvalues of J 
are negative, or at least their real part is, as it should be for stable fixed points; 
therefore we obtain that:
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Thus, we find that the effect of random fluctuations is to correct the value of the 
stable points as if an external field, proportional to strength of the fluctuations, 
was present. This field is equal to the mean square displacement at large time 
opportunely weighted by the inverse of the curvature of the bare potential around 
the stable points, J(ρi). The correlation can be now computed using equation (11) 
and reads:
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Since 〈ξσ(t′)ξσ′ (t″)〉 = Dδσσ′δ(t′–t″) the previous equation simplifies to
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which results in ζ ( )1 ∝ D .
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Theoretical Estimate of the Mean Residence Time

The mean residence time in each state is proportional to the residence prob-
ability pi(t) defined in equation (4). To obtain it, we need to compute the transition 
rate Pi→j as a function of the model parameters as:

 
∫ ρ ρ=

− ρ

ρ

→
t t

P
1

( )i j
f i

i

j

� �

 
(17)

where ti and tf are the initial and final time and ρ is the functional integral over 
the trajectory ρ(t). Each time trajectory, solution of equations (1–2), has an as-. Each time trajectory, solution of equations (1–2), has an as-
sociated weight P(ρ), defined as:

 
P P F( ) ( ) ( ( ))ρ ξ ξ δ ξ ρ ρ= − +∫ � 

 
(18)

By discretizing the time so that t = τ with  = 1,…, M and τ the microscopic 
time step, we obtain that the Langevin equations can be written using the Ito 
prescription (ter Braak and Prentice, 2004) as:

 

ρ ρ
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ρ ξ
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−

−
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(19)

where we use the short notation ρ(τ) = ρ and the initial value is ρ0 = ρ i. The 
time discretization allows us to interpret the functional integral in equation (18) as:
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(20)

Since the noise is Gaussian and white, its distribution now reads:
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(21)

This can be justified using the property of the delta-function ∫ d(t – t′)dt = 1 
and its discrete time version τ τ δf iji

M ( )=∑ =0 1  so that ƒ(τ) = e–1 follows and 
d(t – t′) → dij /τ.

Using the properties of the delta function, and integrating out all xs, the 
continuous limit expression of equation (21) is

 P t e
s

D( ( ))
( )

ρ
ρ

=
−

 
(22)

where S dt tt
t
i

f( ) ( ) ( )ρ ρ ρ= ′ ′∫ −1
2

2
 F has an intuitive interpretation in thermody-

namics and it is related to the entropy production rate (Seifert, 2008). By using 
stationary-phase approximation, it turns out that in the computation of the rate 
defined in (17) only one path matters, r*, which is the most probable path. Higher 
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order factors are proportional to the term ΔT = tf – ti (Langer, 1967, 1968), and 
therefore simplify with the denominator in equation (21). This comes from the 
fact that several almost optimal paths can be constructed starting from r*. In 
the optimal path, the system stays in a stable state for a very long time, then it 
rapidly switches to the other stable state where it persists until tf. By shifting the 
switching time one obtains sub-optimal paths that, at the leading order in D, give 
the same contribution of the optimal one and their number is directly proportional 
to ΔT. This leads to

 
� �i j

S t
De

D
dtdt t

S
→

∗
∝ − ′( ) exp ( )

( )–
( ( ))

ρ ρ ρ δ ρρ 1
2

2

δδρ δρ ρ
( ) ( )

( )
t t

t′ ′∫








∫

 
(23)

The functional Gaussian integral can be computed (Langer, 1967, 1968) and 
only provides a sub-leading correction to the saddle-point contribution result-
ing in the transition rate formula � i j

S
De→

− ∗
∝

( )ρ , which is reported in the Results 
section.

We now need to determine the optimal path and its associated action S (ρ*). 
This path is defined as the one where the functional derivative of S is set to zero 
such that the initial and final states are fixed. This produces a set of second-order 
differential equations
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(24)

which can be solved imposing the initial conditions on ri and ρ( )ti .
It is easy to verify that the downhill solution is ρ = F . and it is associated 

with null action. Meanwhile, the ascending trajectory, which is the one lead-
ing to a non-zero action and hence gives the transition rate value, is not given 
by ρ = −F , as it would be for conservative field of forces. This means that in 
presence of a dissipative term the reverse optimal path from the minimum to the 
maximum is different with respect to the one connecting the maximum from the 
minimum of the landscape.

As the last point, we want to show that the action associated to the optimal 
path can be further simplified by noticing that

 
E = −( ) =1

2
02 2

ρ ρF( ) .
 

(25)

We can easily prove this condition by showing that the time derivative 
dE

dt  van-
ishes when equation (24) is satisfied and remembering that the optimal path 
connects two stable states where F = 0 and ρ = 0 . This property allows us to 
rewrite the action as:
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We solved numerically the equation (24) using a trial-and-error approach. We 
varied the first-derivative at initial time in order to arrive as close as possible to 
the final point within some numerical precision. In principle the ideal trajectory 
connecting two stable points should be computed in the limit of ρ( )ti → 0  but 
this trajectory will take infinite time. We report three examples of most probable 
paths connecting the points i to j and reverse for a chosen set of ρ( )ti  in Fig. S6 
of the Text S1.

Singular Value Decomposition

We first rarefy the raw phylotypes counts matrix as in (Dethlefsen and Rel-
man, 2011). We then normalize the logarithm of the counts according to the fol-
lowing procedure: 1) we add one to all the phylotypes counts to take into account 
also for the non-detected phylotypes in each sample, 2) we log-transform the data 
and 3) we normalize the resulting matrix with respect to the samples averages. 
In formulae, the count associated to phylotype i in sample j for each subject p is

 
X Rawij

p
ij
p

j= + −log ( )2 1 µ ,

where µ j i
N

ij
pRaw N= +∑ 1 2 1log ( ) /  is the average value of the counts in each sam-

ple and N is the total number of phylotypes. Among all possible normalization 
schemes, we decide to subtract the column averages because we aim at identify-
ing patterns within samples based on their correlation in bacterial composition. 
Indeed, the covariance matrix of the samples is proportional to (Xp)TXp, where 
(Xp)T is the transpose matrix. SVD on the matrix Xp is thus equivalent to the prin-
cipal component analysis (PCA) performed on the samples covariance matrix.
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A22-SUPPORTING INFORMATION

A22-SI reports additional calculations, figures, and details, on: (1) model and 
relative stability analysis, (2) effect on random fluctuations and noise-induced 
dynamics and (3) Singular Value Decomposition.

SOCIAL INTERACTION, NOISE AND ANTIBIOTIC-MEDIATED 
SWITCHES IN THE INTESTINAL MICROBIOTA97

Vanni Bucci,98,99,100 Serena Bradde,98,99,100  
Giulio Biroli,101 Joao B. Xavier98,100

Model and Stability Analysis

Four-dimensional Model

We determine the expressions of four biologically meaningful rest points 
(ρ0, ρ1, ρ2, ρ3) by setting to zero the right-hand sides of eq. (6) in the main text. 
The first fixed point ρ0= (1, 0, 0, 1) is the one where both bacterial groups are 

extinct. The second fixed point ρ µ µ
ε1

1
0 1= −( )s

s, , ,  represents the sensitive 

monoculture where
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concentrations of ρs and ρt without antibiotic presence (Hsu and Waltam, 2000). 
ρ1 exists if i) ms > e and ii) ms > ae. The third fixed point ρ2 = (μt, 0, 1 – μt, 1) 
represents the scenario of tolerant monoculture. This point exists if: i) mt > 1 and 
ii) mt > α. The last fixed point ρ3 = (μs, ρs3
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Three conditions are necessary for the positivity of ρ3 : i) ms > e, ii) emt > ms and 
iii) y < ψ ε ε ε
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m m
s t s
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. Since the parameters are positive, condition iii) gives the 

additional constrain of ms > ea. 
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The stability of the system is studied by linearising eq. (6) of the main text 
around each of the four fixed points and studying the sign of the eigenvalues of 
the relative Jacobian matrix, which is defined by:
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The eigenvalues relative to Jρ0
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–e. ρ0 is stable if all eigenvalues l0 are negative, which determines the following 
inequalities: i) mt < α and ii) ms < αe. It is worth noticing that the conditions 
ensuring the stability of ρ0 are the opposite of those for the existence of ρ1 and ρ2. 

The stability of ρ1 is determined by studying the sign of: l1
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 /mt 
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To study the stability of ρ3, we use the Routh-Hurwitz criteria (Otto and Day, 
2007). Let p = r4 + c1r

3 + c2r
2 + c3r + c4 being the fourth-order characteristic 

polynomial for Jρ3
, then the rest point ρ3 is stable given the necessary and suf-

ficient conditions: i) c1 > 0, ii) c3 > 0, iii) c4 > 0 and iv) c1c2c3 > c2
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However, it is also fairly easy to see that condition iii) does not hold. Given the 
expression for c4
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condition iii) requires that ms(1 + yrc3
) > mt (e + yrr3

). After some algebra we 
can see that this condition is false when the rest point is well-defined.

It is now possible to determine the criteria describing the system mono- or 
bistability in function of the model parameters. By assuming the existence of 
both fixed points and by comparing the conditions of stability obtained from the 
linearisation analysis we derive the following relationships:

•	 Monostability	with	only	sensitives	
m
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These criteria highlight two major concepts. First, it is necessary to have a 
negative feedback (i.e. y > 0) from sensitives to tolerants for bistability to arise. 
If no negative feedback is present the system can set only in one of the two mono-
stable states. Second, the modulation effect of the antibiotic e. It is clear that an 
increase in antibiotic-killing needs to be counteracted by an increase in selective 
pressure in order to maintain sensitives stability.

Two-dimensional Model

The two dimensional model of eqs. (1) and (2) in the main text is obtained 
by: 1) substituting eq. (7) of the main text into eq. (6), 2) simplifying the satu-
ration terms by dividing numerator and denominator by ms and 3) introducing 
f = mt /ms. 

We repeat the linear stability analysis and we determine three equiva-
lent fixed points (Fig. A22-S1): r1 = (1/e, 0), which represents the sensitive 
monoculture, r2 = (0, 1), which represents the tolerants monoculture and r3 = 

ε
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r1 has eigenvalues l1 = −e and l2= ef − y/e − 1. Thus, since e is positive-defined, 
r1is stable if and only if ef < 1 + y/e. Equivalently, eigenvalues in r2 are −1 and 
1/f − e. r2 is stable if and only if ef > 1. Since the characteristic polynomial of J 
is p = r2 + c1r + c2 the conditions for r3 stability are c1 = − l1 − l2 > 0 and c2 = 
l1l2 > 0. These conditions are equivalent to verifying that the real parts of l1 and 
l2 are strictly negative. The expression for c1 and c2 are the following:

c f
f f

1

2 1 1= − − −ε ε ε
ψ

( )( )

c
f

f2
1

1= − − +ε ε
ψ

ε ε ψ( )
[ ( ) ] .

The first condition implies that y/e > (1 – ef) (1− f)/f. The condition is true only 
in the particular case when f > 1, which by itself does not prove the instability 
of r3. However, in order to have c2 > 0, the argument inside the square bracket 
has to be negative (i.e. y/e < ef −1), which is the opposite of the one ensuring r3 
existence. As a consequence, if r3 exists, it will be unstable analogously to the 
four-dimensional model of the previous section.

The system stability features can be visualized by drawing the system 
nullclines (i.e. the curves represented by 

d

dt
sρ = 0 = 0 and 

d

dt
tρ = 0 = 0) in the phase-plane 

defined by tolerant rt vs. sensitive rs densities (Fig. A22-S2). Tolerants domina-
tion r2 is always obtained for parameter sets resulting in the tolerants nullcline 

Figure A22-S1.eps
bitmap

FIGURE A22-S1 Vectorial field of forces and the phase-plane analysis for bistable condi-
tions, for the following parameter values: ratio between tolerant and sensitive maximum 
growth rate f = 1.1, antibiotic killing rate e = 1.1 and social interaction rate y = 0.7. We 
draw the three rest points r1 (blue circle), r2 (red circle) and r3 (empty circle), where r = 
(rs, rt) is the vector having for components the sensitive s and tolerant t densities, and the 
system nullclines defined by drs/dt = 0 (red line), drt /dt = 0 (blue line) whose intersection 
individuate the saddle unstable rest point r3.
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laying above the sensitives one (Fig. A22-S2A) and the reverse is true for sensi-
tives dominance r1 (Fig. A22-S2B). Bistability is obtained when the nullclines 
intersect in the saddle unstable coexistence point r3 such that the stable manifold 
of the saddle divides the interior of the quadrant into the sets of initial conditions 
leading to competitive dominance by one type of microbes and competitive ex-
clusion of the other. In absence of fluctuations, depending on the system initial 
conditions, a time-trajectory will be attracted in one of the two mutually exclusive 
stable states r1 or r2 where it will persist indefinitely (Fig. A22-S2C). The phase-
plane is divided into two attracting basins, one around the tolerant mono-culture 
and the other around the sensitive mono-culture. Their size can be determined 
with a Monte Carlo search in the phase space (Fig. A22-S3).

Noise-Induced Dynamics

The integration of the Langevin dynamics in presence of bistability shows 
that the system time evolution in the presence of noise is non-trivial. The microbi-
ota switches over-time between the antibiotic-tolerant and the antibiotic-sensitive 
dominations in a non-deterministic fashion that varies for different realizations of 
the noise. Additionally, in agreement with experimental observations on the level 
of isolation of individuals (Littman and Pamer, 2011; Ubeda et al., 2010), it ap-
pears that the time of recovery to sensitive-domination depends on the magnitude 
of the noise variance (Fig. A22-S4B-D).

We can think that the introduction of the noise leads to a diffusion process 
within the space of possible microbiota compositions such that the time of escape 

Figure A22-S2.eps
bitmap

FIGURE A22-S2 Model nullclines analysis in the absence of noise. A: the tolerants 
nullcline lies above the sensitives nullcline leading to tolerants dominance and sensitive 
extinction. The corresponding parameter set is f = 1.1, e = 1.1, y = 0.1. B: the sensitives 
nullcline lies above the tolerants nullcline leading to sensitives dominance and tolerants 
extinction. The corresponding parameter set is f = 1.0, e = 1.0, y = 5. C: the tolerants 
nullcline is steeper than the sensitives nullcline and their intersection is a saddle and un-
stable point. The stable manifold of the saddle divides the interior of the quadrant into the 
sets of initial conditions leading to competitive dominance by one type of microbe and 
competitive exclusion of the other. The corresponding parameter set is f = 1.1, e = 1.0, 
y = 0.7.
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Figure A22-S3.eps
bitmap

FIGURE A22-S3 Normalized-to-one areas of the basins of attraction, corresponding to 
sensitives (green curve) and tolerants (red curve), versus the antibiotic-killing e (A) or the 
social interaction y (B).

Figure A22-S4.eps
bitmap

FIGURE A22-S4 Time evolution of the sensitive (green) and tolerant (red) densities 
obtained by solving the Langevin equations for f = 1.1, y = 0.7, e variable with time (see 
Panel A) and three different noise regimes. A: antibiotic treatment, B: D → 0, C: D = 
0.00033 and D: D = 0.001. The densities are obtained averaging over 100 noise realiza-
tions and show the strong dependence of the return to sensitive domination after treatment 
on the noise level. Orange shaded region represents treatment conditions. The dynamics 
here shown qualitatively reproduces the behaviour observed in longitudinal microbiome 
data (see Fig. A22-5).
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Figure A22-S5.eps
bitmap

FIGURE A22-S5 A: most probable bacterial density r change with respect the noise 
parameter D when the boundary condition are fixed at negative values far enough from 
the location of the stable states. The set of parameters used is f = 1.1, e = 1.1 and y = 0.4. 
This configuration is not physical since we allow negative values of the densities. How-
ever, we show that the theoretical prediction of the linear coefficients reported in the main 
text (see Results section) coincides with the numerical simulation here reported. B: plot 
of four different stationary distributions for f = 1.1, e = 1.1, y = 0.4 and D = 0.01, 0.015, 
0.02, 0.025 obtained solving numerically the FPE with the following boundary conditions: 
Ps(−1, rt) = 0 and Ps(rs, −1) = 0.

from each stable or meta-stable state becomes strictly finite. The strength of the 
diffusive motion is given by the size of the noise variance, D. Increasing D, the 
system spends a shorter time to wander far from the initial configuration which 
coincides with the increase of the probability of crossing the attracting basins 
separatrix in shorter time. Previous studies have characterized the mean residence 
time in each domination by computing the escape rate between the two stable 
states, in the limit of small D, in terms of stationary probability distribution 
(Borgis and Moreau, 1990; Gardiner, 1983). However, in our case this function is 
not known a priori since the system is non-conservative. Even though alternative 
numerical solutions (e.g. explicit integration of the Langevin equations or of the 
Fokker-Planck Equation) can be used to do so, these methods can be numerically 
very intensive and become prohibitive when the number of states increases (i.e. 
solving a partial differential equation in d >> 3 dimensions). As a consequence, 
in the main text we follow a new alternative theoretical framework based on 
transition state theory.

Numerical estimates of the mean residence time In order to characterize the 
stochastic dynamical behaviour of the bacterial concentrations we can numerically 
estimate the moments of their joint probability distribution (P(r)) by sampling 
different possible trajectories connecting the two stable states multiple times. 
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Figure A22-S6.eps
bitmap

FIGURE A22-S6 Stationary path connecting the stable points 1 and 2. The red, green and 
black solid curves are the trajectories associated with different values of the initial velocity, 
0.032 0.072 and 0.172 respectively showing that the most probable path for small noise 
is concentrated along the unstable manifold as obtained for different sampled trajectories 
(data not shown). It is worth emphasizing that for conservative fields of forces, meaning 
F = −∇U, it easy to verify that r⋅ = ±F are both the uphill and downhill optimal path. The 
solution with the plus sign has null action S = 0 meaning that its probability is equal to 
unity for every value of the noise D. This means that the path is always deterministic: 
it describes a simple gradient descent that takes place even in absence of noise. On the 
contrary the r⋅ = −F is associated to the reverse path and has a finite action S > 0 meaning 
it is activated only in presence of noise since its probability is suppressed and has strictly 
null value when D = 0. The optimal path connecting two stable states is formed by an 
ascending trajectory toward the unstable point, given by r⋅ = −F, followed by a descending 
trajectory given by r⋅ = F . In presence of a non-conservative force, the scenario changes 
completely and the uphill and downhill trajectory are different since r⋅ = −F is no longer 
a solution of the optimal path equation any longer.

Each time-trajectory is obtained by solving the Langevin equations with differ-
ent realizations of the noise (ξ) using a Milstein integration scheme (Higham, 
2001). In the main text, we compare the estimate of the residence time in each 
domination state (ti with i = 1, 2) obtained with this sampling technique with that 
determined using the novel theoretical framework.

Supporting Figures for SVD
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Appendix B

Agenda

The Social Biology of Microbial Communities

March 6-7, 2012
500 Fifth St, NW
Washington, DC

DAY 1: TUESDAY, MARCH 6, 2012

8:30-9:00: Registration & Continental Breakfast 

9:00-9:15:   Welcoming remarks:  
David Relman, James Hughes, and Lonnie King 

9:15-10:00:   KEYNOTE: Sociomicrobiology: Quorum sensing, 
 biofilms, and territoriality

  E. Peter Greenberg, University of Washington 
  Moderator: David Relman

10:00-10:30: DISCUSSION 

10:30-10:45: BREAK
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SESSION I: Formation and Function of Microbial Communities 
Moderator: Jacque Fletcher

10:45-11:15:  Symbiont community complexity: The fungal gardens of 
leafcutter ants

  Cameron R. Currie, University of Wisconsin–Madison

11:15-11:45:  The role of oxygen in shaping the structure and function of 
microbial communities

  Thomas M. Schmidt, Michigan State University 

11:45-12:15:  Source-sink dynamics: Marine invertebrate-associated and 
free-living chemosynthetic symbionts

  Colleen Cavanaugh, Harvard University 

12:15-1:00:  DISCUSSION 

1:00-1:45: LUNCH

SESSION II: Factors Contributing to Community Stability
Moderator: David Relman

1:45-2:15:  Social evolutionary theory, cooperation, and the expression of 
virulence in microbial communities 

  Sam Brown, University of Edinburgh

2:15-2:45:  Ecological factors and processes during evolutionary 
transitions in Darwinian individuality  

   Paul Rainey, New Zealand Institute for Advanced Study 
& Max Planck Institute for Evolutionary Biology

2:45-3:15:  Evolution of cooperation and control of cheating in the social 
amoeba: Dictyostelium discoideum

  Joan E. Strassmann, Washington University

3:15-3:45: BREAK

3:45-4:15: Swarming bacteria as freight haulage systems
  Colin J. Ingham, Wageningen University 
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4:15-4:45:  Emergence and robustness of multicellular behavior in 
bacteria

  Joao Xavier, Memorial Sloan-Kettering Cancer Center 
 
4:45-5:15:  Mathematical and computational challenges in the study of 

complex adaptive systems
  Simon A. Levin, Princeton University 

5:15-6:00: DISCUSSION 

6:00-6:15: CONCLUDING REMARKS

6:15:  ADJOURN DAY ONE

DAY 2: WEDNESDAY, MARCH 7, 2012

8:30-9:00: Registration & Continental Breakfast 

9:00-9:15: Summary of Day One: David Relman 

9:15-10:00:   KEYNOTE: Glowing corpses & radiant excrement: The 
role of bioluminescence in microbial communities 

   Edith Widder, Ocean Research & Conservation Association
  Moderator: Lonnie King

10:00-10:30: DISCUSSION 

10:30-10:45: BREAK

SESSION III: Community Adaptation and  
Response to Environmental Stimuli

Moderator: David Rizzo

10:45-11:15:  Interspecies interactions among rhizosphere and soil bacteria
  Jo Handelsman, Yale University 

11:15-11:45:  Contact dependent mechanisms of communication in bacteria
  David Low, University of California, Santa Barbara
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11:45-12:15:  Interactions between symbiotic microbes, their mammalian 
host, and invading pathogens

   Vanessa Sperandio, The University of Texas 
Southwestern Medical Center

12:15-12:45: DISCUSSION 

12:45-1:30:  LUNCH

SESSION IV: What More Do We Need to Know  
about Microbial Community Dynamics? 

Moderator: Carole Heilman

1:30-2:00:  Phylogenetic and phylogenomic approaches to studies of 
microbial communities

  Jonathan Eisen, University of California, Davis 

2:00-2:30:  Discovery and applications of the metabolic diversity of 
microbial communities

  Jared R. Leadbetter, California Institute of Technology 

2:30-3:00:  Statistical tools for integrating community networks, spatial 
and clinical data

  Susan Holmes, Stanford University

3:00-3:30:  Microbial community assembly and dynamics: From 
acidophilic biofilms to the premature infant gut

  Jill Banfield, University of California, Berkeley 

3:30-4:00: Human-microbe mutualism in health and disease 
  David A. Relman, Stanford University

4:00-4:30: DISCUSSION 

4:30-4:45: CONCLUDING REMARKS 

4:45:  ADJOURN DAY TWO 
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Appendix C

Acronyms

AGR Amitermes-Gnathamitermes-Rhynchotermes
AMD acid mine drainage
ATP adenosine triphosphate

CCA canonical correspondence analysis
CDC Centers for Disease Control and Prevention
CDI contact-dependent growth inhibition

EHEC enterohaemorrhagic Escherichia coli
EPS extracellular polymeric substance

FDH formate dehydrogenase

HA hemagglutinin
HMP Human Microbiome Project

IBD inflammatory bowel disease
IOM  Institute of Medicine

LCA last common ancestor

MetaHIT Metagenomics of the Human Intestinal Tract
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NA neuraminidase
NASA National Aeronautics and Space Administration
NEC neonatal necrotizing entercolitis
NIH National Institutes of Health
NMDS nonmetric multidimensional scaling

ORCA Ocean Research and Conservation Association

PCA principal component analysis
PCR polymerase chain reaction

rRNA ribosomal ribonucleic acid
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Appendix D

Glossary

16S ribosomal RNA (rRNA): A component of the small subunit of prokaryotic 
ribosomes. Significant insights into species richness, structure, composition, 
and membership of microbial communities have been gained through analysis 
of small-subunit rRNA gene sequences; these sequences contain hypervariable 
regions that can provide species-specific signature sequences. PCR amplification 
with primers that hybridize to highly conserved regions in bacterial or archaeal 
16S rRNA genes (or eukaryotic microbial 18S rRNA genes) followed by clon-
ing and sequencing yields an initial description of species present in a microbial 
community. See Ribosomal RNA (rRNA), http://en.wikipedia.org/wiki/16S_ribo-
somal_RNA (accessed July 27, 2012).

Antibiotic: Class of substances that can kill or inhibit the growth of some groups 
of microorganisms. Originally antibiotics were derived from natural sources (e.g., 
penicillin from molds), but many currently used antibiotics are semisynthetic and 
modified with additions of man-made chemical components. See Antimicrobial.

Antimicrobial: In this document, the term “antimicrobial” is used inclusively to 
refer to any agent (including an antibiotic) used to kill or inhibit the growth of 
microorganisms (bacteria, viruses, fungi, or parasites). This term applies whether 
the agent is intended for human, veterinary, or agricultural applications.

Antimicrobial resistance: Most commonly, this refers to infectious microbes 
that have acquired the ability to survive exposures to clinically relevant con-
centrations of antimicrobial drugs that would kill otherwise sensitive organisms 
of the same strain. The phrase is also used to describe any pathogen that is less 
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susceptible than its counterparts to a specific antimicrobial compound (or com-
bination thereof).

Asymptomatic infection: An infection where the patient does not have any ap-
parent symptoms (also known as a subclinical infection). 

ATP: Short for adenosine triphosphate, an organic compound that serves as a 
source of energy for many metabolic processes. 

Bacteria: Microscopic, single-celled organisms that have some biochemical and 
structural features different from those of animal and plant cells. 

Biocontrol: Method of controlling pests (including insects, mites, weeds, and 
diseases) in plants that relies on predation, parasitism, herbivory, or other natural 
mechanisms.

Biofilms: Bacterial communities that adhere to biotic or abiotic surfaces. These 
microorganisms are usually encased in an extracellular polysaccharide matrix that 
they themselves synthesize and may be found on essentially any environmental 
surface in which sufficient moisture is present.

Colonization: Capacity of a bacterium to remain at a particular site and multiply 
there. 

Commensalism: Two (or more) species coexist, one deriving benefit from the 
relationship without harm or obvious benefit to the other. 

Conidia: Asexually produced fungal spores, formed on a conidophore. Most 
conidia are dispersed by the wind and can endure extremes of cold, heat, and 
dryness. When conditions are favorable, they germinate and grow into structural 
parts of the body of a fungus (American Heritage Science Dictionary. 2011. 
Houghton Mifflin Harcourt Publishing Company).

DNA (deoxyribonucleic acid): Any of various nucleic acids that are usually the 
molecular basis of heredity are constructed of a double helix held together by 
hydrogen bonds between purine and pyrimidine bases which project inward from 
two chains containing alternate links of deoxyribose and phosphate, and that in 
eukaryotes are localized chiefly in cell nuclei.

Ecology: The scientific study of the relationship between living things and their 
environments. 
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Emerging infectious diseases: Infections that are rapidly increasing in incidence 
or geographic range. 

Endosymbiont: An organism that lives inside another organism, most often for 
the benefit of the two (example: rhizobia [nitrogen-fixing soil bacteria] that live 
within root nodules—rhizobia cannot independently fix nitrogen but need the 
plant as an energy source; in turn, rhizobia supply the plant host with ammonia 
and amino acids). 

Enterohemorrhagic Escherichia coli (EHEC): A strain of E. coli that causes 
hemorrhage in the intestines. The organism produces Shiga toxin, which damages 
bowel tissue, causing intestinal ischemia and colonic necrosis. Symptoms are 
stomach cramping and bloody diarrhea. An infectious dose may be as low as 10 
organisms. Spread by contaminated beef, unpasteurized milk and juice, sprouts, 
lettuce, and salami, as well as contaminated water, the infection can be serious 
although there may be no fever. Treatment consists of antibiotics and maintenance 
of fluid and electrolyte balance. In advanced cases, surgical removal of portions 
of the bowel may be required.

Enteropathogens: A microorganism that causes disease of the intestine.

Escherichia coli: A straight rod-shaped Gram-negative bacterium that is used in 
public health as an indicator of fecal pollution (as of water or food) and in medi-
cine and genetics as a research organism and that occurs in various strains that 
may live as harmless inhabitants of the human lower intestine or may produce a 
toxin causing intestinal illness.

Eukaryotic: One of the three domains of life. The two other domains, Bacteria 
and Archaea, are prokaryotes and lack several features characteristic of eukary-
otes (e.g., cells containing a nucleus surrounded by a membrane and whose DNA 
is bound together by proteins (histones) into chromosomes). Animals, plants, and 
fungi are all eukaryotic organisms. 

Genomics: The study of genes and their associated functions.

Germ theory: The germ theory of disease proposes that specific microorganisms 
are the cause of particular diseases.

Gram-negative bacteria: Refers to the inability of a microorganism to accept a 
certain stain. This inability is related to the cell wall composition of the microor-
ganism and has been useful in classifying bacteria.
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Gram-positive bacteria: Refers to the ability of a microorganism to retain a cer-
tain stain. This ability is related to the cell wall composition of the microorganism 
and has been useful in classifying bacteria.

Hemolytic uremic syndrome (HUS): A rare disease that is marked by the for-
mation of thrombi in the capillaries and arterioles especially of the kidney that 
is characterized clinically by hemolytic anemia, thrombocytopenia, and varying 
degrees of kidney failure and is precipitated by a variety of etiologic factors (such 
as infection with Escherichia coli or Shigella dysenteriae) and that primarily af-
fects infants and young children.

Heterotropic: An organism that cannot manufacture its own food and instead 
obtains its food and energy by taking in organic substances, usually plant or 
animal matter (American Heritage Science Dictionary. 2011. Houghton Mifflin 
Harcourt Publishing Company).

Homolog: One of two or more genes that are similar in sequence as a result of 
derivation from the same ancestral gene. The term covers both orthologs and 
paralogs. 

Hospital-acquired infections: Infections not present and without evidence of 
incubation at the time of admission to a health care setting. As a better reflec-
tion of the diverse health care settings currently available to patients, the term 
health care–associated infections replaced old ones such as nosocomial, hospital-
acquired, or hospital-onset infections. 

Host: Animal or plant that harbors or nourishes another organism.

Infection: The invasion of the body or a part of the body by a pathogenic agent, 
such as a microorganism or virus. Under favorable conditions the agent develops 
or multiplies, the results of which may produce injurious effects. Infection should 
not be confused with disease.

Inflammatory bowel disease (IBD): A term covering a group of disorders in 
which the intestines become inflamed (red and swollen), probably as a result of 
an immune reaction of the body against its own intestinal tissue. IBD includes 
Crohn’s disease and ulcerative colitis.

Keystone species: A species whose presence and role within an ecosystem has a 
disproportionate effect on other organisms within the system. A keystone species 
is often a dominant predator whose removal allows a prey population to explode 
and often decreases overall diversity. Other kinds of keystone organisms are 
those—such as coral—that significantly alter the habitat around them and thus 
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affect large numbers of other organisms (American Heritage Science Dictionary. 
2011. Houghton Mifflin Harcourt Publishing Company).  

Koch’s postulates: Koch’s postulates must be satisfied in order to state that a 
particular microbe causes a specific infectious disease. They include the follow-
ing: (i) The parasite occurs in every case of the disease in question and under 
circumstances which can account for the pathological changes and clinical course 
of the disease. (ii) The parasite occurs in no other disease as a fortuitous and non-
pathogenic parasite. (iii) After being fully isolated from the body and repeatedly 
grown in pure culture, the parasite can induce the disease anew (Fredricks and 
Relman, 1996; Koch, 1891; Rivers, 1937). 

Metagenomics: A culture-independent analysis method that involves obtain-
ing DNA from communities of microorganisms, sequencing it in a “shotgun” 
fashion—i.e., fragmenting the organisms’ genomes into small pieces that can 
be sequenced—and characterizing genes and genomes comparisons with known 
gene sequences. With this information, researchers can gain insights into how 
members of the microbial community may interact, evolve, and perform complex 
functions in their habitats.

Microbe: A microscopic living organism, such as a bacterium, fungus, proto-
zoan, or virus.

Microbial threat: Microbes that lead to disease in humans. 

Microbiome: Term used to describe the collective genome of our indigenous 
microbes (microflora) (Hooper, L. V., and J. I. Gordon. 2001. Commensal host-
bacterial relationships in the gut. Science 292[5519]:1115-1118).

Mutualism: An interspecies relationship in which both (or all) members benefit.
 
Mycelia: The mass of fine branching tubes (known as hyphae) that forms the 
main growing structure of a fungus. 

Myxobacteria: Any of numerous Gram-negative, rod-shaped saprophytic bacte-
ria (deriving nourishment from dead or decaying organic matter) of the phylum 
Myxobacteria, typically found embedded in slime in which they form complex 
colonies and noted for their ability to move by gliding along surfaces without any 
known organ of locomotion.

Obligate: One of the three domains of life. The two other domains, Bacteria and 
Archaea, are prokaryotes and lack several features characteristic of eukaryotes 
(e.g., cells containing a nucleus surrounded by a membrane and whose DNA is 
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bound together by proteins (histones) into chromosomes). Animals, plants, and 
fungi are all eukaryotic organisms.

Parasite: An organism that lives in or on and takes its nourishment from another 
organism. A parasite cannot live independently. Parasitic diseases include infec-
tions by protozoa, helminths, and arthropods (http://www.medterms.com/script/
main/art.asp?articlekey=4769).

Parasitism: One species inflicts harm upon the other. 

Pathogen: Organism capable of causing disease.

Pathogenic: Capable of causing disease.

Peptidogylcan: A polymer found in the cell walls of prokaryotes that consists of 
polysaccharide and peptide chains in a strong molecular network. 

Petri dish: A shallow, circular dish with a loose cover, usually made of transpar-
ent glass and plastic, and used to grow cultures of microorganisms. 

Phagocytosis: The uptake of particulate material by a cell. The main mammalian 
phagocytes are neutrophils and macrophages. 

Phylogenomic: The use of evolutionary information in the prediction of gene 
function.

Phylogeny: The evolutionary development and history of a species or higher 
taxonomic grouping of organisms. 

Planktonic: Bacteria that are suspended or growing in a fluid environment as 
opposed to those attached to a surface.

Polymerase chain reaction (PCR): A scientific technique in molecular biol-
ogy to amplify a single or a few copies of a piece of DNA across several orders 
of magnitude, generating thousands to millions of copies of a particular DNA 
sequence. 

Polymeric matrix: Cells in a biofilm secrete polymers of varying chemical com-
position that form an extracellular polymeric substance (EPS) or a slime matrix 
that gives the biofilm stability and helps it to adhere to a surface. Although gen-
erally assumed to be primarily composed of polysaccharides, the EPS can also 
contain proteins and nucleic acids (Hall-Stoodley et al. 2004. Bacterial biofilms: 
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From the natural environments to infectious disease. Nature Reviews Microbiol-
ogy 2:95-108).

Proteomics: The analysis of the expression, localizations, functions, and inter-
actiosn of the proteins expressed by the genetic material of an organism (Ameri-
can Heritage Science Dictionary. 2011. Houghton Mifflin Harcourt Publishing 
Company).

Public health: The art and science of dealing with the protection and improve-
ment of community health by organized community effort and including preven-
tive medicine and sanitary and social health.

Quorum sensing: Cell-cell communication system that allows bacteria to moni-
tor population density and control of specific genes in a density dependent manner

Resistance: See Antibiotic resistance.

Ribonucleic acid (RNA): A biologically important type of molecule that consists 
of a long chain of nucleotide units. Each nucleotide consists of a nitrogenous 
base, a ribose sugar, and a phosphate. RNA is very similar to DNA, but differs 
in a few important structural details: in the cell, RNA is usually single-stranded, 
while DNA is usually double-stranded; RNA nucleotides contain ribose while 
DNA contains deoxyribose (a type of ribose that lacks one oxygen atom); and 
RNA has the base uracil rather than thymine that is present in DNA.

Ribosomal RNA (rRNA): A class of RNA molecules, coded in the nucleolar 
organizer that has an integral (but poorly understood) role in ribosome structure 
and function. RNA components of the subunits of the ribosomes.

Salmonella: A group of bacteria that cause typhoid fever, food poisoning, and 
enteric fever from contaminated food products.

Shiga toxin–producing Escherichia coli (STEC):  A type of enterohemor-
rhagic E. coli (EHEC) bacteria that can cause illness ranging from mild intestinal 
disease to severe kidney complications. Other types of enterohemorrhagic E. 
coli include the relatively important serotype E. coli O157:H7, and more than 
100 other non-O157 strains.

Shotgun metagenome: See Metagenomics.

Superorganism: A social colony of individuals who, through division of la-
bor, effective communication and self-organization, form a highly connected 
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community that functions as if it were a single organism (http://en.wiktionary.
org/wiki/superorganism [accessed July 27, 2012]).

Symbiont: An organism in a symbiotic relationship. In cases in which a distinc-
tion is made between the two interacting organisms, the symbiont is the smaller 
of the two and is always a beneficiary in the relationship, while the larger organ-
isms is the host and may or may not derive a benefit (American Heritage Science 
Dictionary. 2011. Houghton Mifflin Harcourt Publishing Company). 

Symbiosis: The close association between two or more organisms of different 
species, often but not necessarily benefiting each member (American Heritage 
Science Dictionary. 2011. Houghton Mifflin Harcourt Publishing Company). 

Tragedy of the commons: A dilemma arising from the situation in which mul-
tiple individuals, acting independently and rationally consulting their own self-
interest, will ultimately deplete a shared limited resource, even when it is clear 
that it is not in anyone’s long-term interest for this to happen. This dilemma was 
described in an article written by ecologist Garrett Hardin and first published in 
the journal Science in 1968 (http://en.wikipedia.org/wiki/Tragedy_of_the_com-
mons [accessed July 27, 2012]).

tRNase: Abbreviation for transfer ribonuclease. Ribonucleases are a type of en-
zyme that catalyzes the degradation of RNA into smaller components. Transfer 
RNA is a RNA that delivers the amino acids necessary for protein synthesis to 
the ribosomes.

Virus: A small infectious agent that can only replicate inside the cells of another 
organism. Viruses are too small to be seen directly with a light microscope. 
Viruses infect all types of organisms, from animals and plants to bacteria and 
archaea.
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Appendix E

Speaker Biographies

Jill Banfield, Ph.D., is a professor in the Departments of Earth and Planetary 
Science and Environmental Science, Policy, and Management at the University of 
California, Berkeley. She studies natural microbial communities and their impact 
on biogeochemical processes. In part of her collaborative work, she is studying 
early colonization of the gut of premature human infants. The approaches used 
include community metagenomic (emphasizing reconstruction of near-complete 
genomes) and proteomic analyses (to emphasize activity, in situ). 

Sam Brown, Ph.D., is a reader in evolutionary medicine at the University of 
Edinburgh (UK). His central research challenge is to understand the social lives 
of bacteria, and in particular how bacterial social strategies shape virulence and 
also present new opportunities for control. To pursue this multifaceted challenge, 
Dr. Brown’s lab takes an interdisciplinary approach, integrating molecular and 
biomedical microbiology with theoretical ecology and evolution. Having trained 
with theoretical epidemiologists and experimental microbiologists, and collabo-
rated with veterinary and medical schools, Dr. Brown has developed the strong 
conviction that by closing the gap between molecular genetics, evolutionary 
ecology, and epidemiology, real progress in the management of infectious dis-
eases can be made, while casting light on and expanding fundamental questions 
in ecology and evolution. Dr. Brown has a Ph.D. from Cambridge and has held 
fellowship positions in Montpellier, Austin, Texas, and Oxford.

Colleen Cavanaugh, Ph.D., is the Edward C. Jeffrey Professor of Biology in 
the Department of Organismic and Evolutionary Biology and co-director of 
the  Microbial Sciences Initiative at Harvard University. Her research interests 
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focus on microbial diversity and bacteria-animal symbioses, including trans-
mission strategy and host-symbiont coevolution, and the origin and evolution 
of autotrophy. With emphasis on “chemosynthetic symbioses” between marine 
invertebrates and chemoautotrophic bacteria, she has participated in research 
cruises worldwide with deep-sea dives on the submersible Alvin. With expertise 
in the study of “unculturable” bacteria, her research has recently expanded to 
the characterization of the microbiome of humans and human model animals 
and their role in health and disease. She received her bachelor’s degree from the 
University of  Michigan and her M.A. and Ph.D. from Harvard. She was a junior 
fellow at  Harvard and currently is a fellow of the American Association for the 
Advancement of Science (AAAS) and the American Academy of Microbiology, 
and a member of the Cambridge Scientific Society. Dr. Cavanaugh is a visit-
ing investigator at the Woods Hole Oceanographic Institution, a member of the 
Marine Biological Laboratory Corporation, Committee on Courses, and Science 
Council, and an associate member of the Broad Institute.

Cameron Currie, Ph.D., is an associate professor in the Department of Bacte-
riology at the University of Wisconsin–Madison. He received his bachelor’s and 
master’s degrees from the University of Alberta, and his Ph.D. from the Univer-
sity of Toronto. Dr. Currie spent 3 years as a faculty member in the Department 
of Ecology and Evolutionary Biology at the University of Kansas before moving 
his group to Wisconsin. His training and research is highly interdisciplinary, 
spanning the fields of microbiology, genomics, ecology, and evolutionary biology. 
His lab studies the ecological and evolutionary dynamics of symbiotic associa-
tions, with a particular focus on the interactions that occur between insects and 
microbes. His research, including extensive work with the charismatic leaf-cutter 
ants, has potential applications in fields as diverse as bioenergy development and 
drug discovery. He has received several significant awards, including a Presiden-
tial Early Career Award for Scientists and Engineers and a Government of Canada 
National Sciences and Engineering Research Council Doctoral Dissertation Prize. 
In 11 years as a faculty member, Dr. Currie has published more than 80 papers 
and been awarded more than $6 million in extramural funds, including a 2010 
NIH RC4 American Recovery and Reinvestment Act (ARRA) award.

Jonathan Eisen, Ph.D., is a professor at the Genome Center at the University of 
California (UC), Davis, and holds appointments in the Department of Evolution 
and Ecology in the College of Biological Sciences and Medical Microbiology and 
Immunology in the School of Medicine.

His research focuses on the mechanisms underlying the origin of novelty 
(how new processes and functions originate). Most of his work involves the use 
of high-throughput DNA sequencing methods to characterize microbes and then 
the use and development of computational methods to analyze this type of data. 
In particular, his computational work has focused on integrating evolutionary 
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analysis with genome analysis—so-called phylogenomics. Previously, he applied 
this phylogenomic approach to cultured organisms, such as those from extreme 
environments and those with key properties as they relate to evolution or global 
climate cycles. Currently he is using sequencing and phylogenomic methods to 
study microbes directly in their natural habitats (i.e., without culturing). In par-
ticular, he focuses on how communities of microbes interact with each other or 
with plant and animal hosts to create new functions. Dr. Eisen is also coordinating 
one of the largest microbial genome sequencing projects to date—the “Genomic 
Encyclopedia of Bacteria and Archaea” being done at the Department of Energy 
(DOE) Joint Genome Institute, where he holds an adjunct appointment.

In addition to his research, Dr. Eisen is also a vocal advocate for “open 
access” to scientific publications and is the academic editor-in-chief of PLoS 
Biology. He is also an active and award-winning blogger/microblogger (e.g., 
http://phylogenomics.blogspot.com, http://twitter.com/phylogenomics). Prior to 
moving to UC Davis he was on the faculty of The Institute for Genomic Research 
(TIGR) in Rockville, Maryland. He earned his Ph.D. in biological sciences from 
Stanford University, where he worked on the evolution of DNA repair processes 
in the lab of Philip C. Hanawalt and his undergraduate degree in biology from 
Harvard College.

E. Peter Greenberg, Ph.D., received his bachelor’s degree from Western 
 Washington University, his master’s from the University of Iowa, and his Ph.D. 
from the University of Massachusetts. After a postdoctorate at Harvard, he joined 
the faculty at Cornell University, eventually moved back to the University of 
Iowa, and finally returned to the Pacific Northwest as a member of the University 
of Washington Medicine Microbiology faculty. He is an elected fellow of the 
National Academy of Sciences, the American Academy of Arts and Sciences, 
the American Association for the Advancement of Science, and the American 
Academy of Microbiology. Dr. Greenberg has spent his scientific career uncov-
ering the world of microbial social behavior. Due in part to his efforts we now 
understand that bacteria possess a chemical language for communication and we 
understand mechanisms of bacterial communication. Bacterial communication 
controls virulence in a variety of pathogenic bacteria and has thus become a target 
for development of new therapeutic strategies. Bacteria have also become models 
for studies of selection for and evolution of cooperative behavior.

Jo Handelsman, Ph.D., is Howard Hughes Medical Institute Professor in the De-
partment of Molecular, Cellular and Developmental Biology at Yale University. 
She received her Ph.D. in molecular biology from the University of Wisconsin 
(UW)–Madison in 1984 and served on the UW faculty from 1985 until moving 
to Yale in 2010. Her research focuses on the genetic and functional diversity of 
microorganisms in soil and insect gut communities. She is one of the pioneers 
of functional metagenomics, an approach to accessing the genetic potential of 
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unculturable bacteria in environmental samples for discovery of novel antibiotics 
and other microbial products.

In addition to her research program, Dr. Handelsman is nationally known for 
her efforts to improve science education and increase the participation of women 
and minorities in science at the university level. She co-founded the Women 
in Science and Engineering Leadership Institute at UW–Madison, which has 
designed and evaluated interventions intended to enhance the participation of 
women in science. Her leadership in women in science led to her appointment 
as the first President of the Rosalind Franklin Society and her service on the 
National Academies’ panel that wrote the 2006 report Beyond Bias and Barriers: 
Fulfilling the Potential of Women in Academic Science and Engineering. 

Dr. Handelsman is co-author of three books about teaching: Entering Men-
toring, Scientific Teaching, and Biology Brought to Life. She co-edits the series 
Controversies in Science and Technology. She is a fellow in the American Acad-
emy of Microbiology, Wisconsin Academy of Arts and Sciences, and the AAAS; 
member of the Connecticut Academy of Science and Engineering; director of the 
Center for Scientific Teaching at Yale; and co-director of the National Academies 
Summer Institute on Undergraduate Education in Biology. She was elected to 
serve as president of the American Society for Microbiology (ASM) 2013-2014; 
has received numerous awards in recognition of her mentoring, teaching, and 
research contributions; and in 2009, Seed magazine named her “A Revolution-
ary Mind” in recognition of her unorthodox ideas. In 2011, she was one of 11 
individuals selected by President Barack Obama to receive the Presidential Award 
for Excellence in Science, Mathematics, and Engineering Mentoring and recently 
co-chaired a working group that produced the report to the President, Engage to 
Excel: Producing One Million Additional College Graduates with Degrees in 
Science, Technology, Engineering, and Mathematics, about improving STEM 
education in postsecondary education.

Susan Holmes, Ph.D., is professor in statistics at Stanford University and is a 
specialist in nonparametric complex multivariate data analyses. She has special-
ized in combining spatiotemporal multivariate information with abundance and 
clinical data. In particular, she has studied the genetic network perturbation prob-
lem, providing the open-source software GXNA for finding a small subnetwork 
that is the most perturbed between two conditions. This has led to important ap-
plications in cancer biology. She has also designed methods that extend ordinary 
correlation analyses to multitable approaches using relevant weighting schemes 
and the multitable RV coefficient. This enables the user to do a “PCA” of PCAs 
and thus integrate many different tables, seeing what they have in common and 
what differentiates them. This is particularly useful for combing metagenomic, 
phylogenetic, and metabolic data in the microbiome context. Her group has de-
veloped a Bioconductor tool, Phyloseq, specifically for combining phylogenetic 
tree, abundance, and clinical data into a unique structure. This package enables 
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the user to provide useful interpretations of data structure and decomposition 
of the variability into patient/clinical/time-series components. Her other area of 
expertise, nonstandard applications of the bootstrap to trees, networks, and com-
plex combinatorial structures, provides confirmatory validation of the exploratory 
findings using computer-intensive methods in a nonparametric setting.

Colin Ingham, Ph.D., gained Ph.D. at University College London (1988) on 
chemotaxis in photosynthetic bacteria. His postdoctoral work was on E. coli 
chemotaxis, Streptomyces bacteriophage genetics, and transcription termination 
in Gram-positive bacteria, both within the United Kingdom and as a Damon 
Runyon Fellow at Madison, Wisconsin. He was senior scientist at PamGene BV 
until 2003 and in 2008 won the Zilveren Zandloper prize for innovation from the 
Dutch Biotechnology society (NBV). He is currently chief security officer and 
founder of the Dutch biotechnology start up Microdish BV, a position held since 
2007. In addition, he pursues a longstanding fascination with collective bacterial 
motility—particularly swarming in the utterly beautiful pattern-forming bacte-
rium Paenibacillus vortex. 

Jared Leadbetter, Ph.D.’s research program at the California Institute of Tech-
nology focuses on interspecies microbial interactions and has had two distinct 
thrusts. One is the mutualistic symbiosis formed between termites and their 
diverse gut microbiota. The other is the biodegradation of an important class 
of bacterial signaling molecules, acyl-homoserine lactones. He has published 
in Nature, Science, Nature Biotechnology, the Journal of Bacteriology, Applied 
and Environmental Microbiology, and Molecular Microbiology, among others. 
Dr. Leadbetter graduated with a B.A. with honors in the biological sciences from 
Goucher College (Towson, Maryland) and with a Ph.D. in microbiology from 
Michigan State University (East Lansing, Michigan), where he was a participant 
in the National Science Foundation (NSF) Science and Technology Center for 
Microbial Ecology under the tutelage of John Breznak. He joined the Caltech 
faculty in the year 2000 after spending 2 years at the University of Iowa (Iowa 
City) in the laboratory of National Academician E. Peter Greenberg (now at Uni-
versity of Washington, Seattle), where he was an NSF postdoctoral fellow in the 
Biosciences Related to the Environment.

Simon A. Levin, Ph.D., is the Moffett Professor of Biology at Princeton Uni-
versity and the director of the Center for BioComplexity in the Princeton Envi-
ronmental Institute. His principal research interests are in understanding how 
macroscopic patterns and processes are maintained at the level of ecosystems and 
the biosphere, in terms of ecological and evolutionary mechanisms that operate 
primarily at the level of organisms. 

Dr. Levin is a fellow of the American Academy of Arts and Sciences and 
the AAAS, a member of the National Academy of Sciences and the American 
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Philosophical Society, and a foreign member of the Istituto Veneto. He is a 
University Fellow of Resources for the Future, a fellow of the Beijer Institute 
of Ecological Economics, and a fellow of the Society for Industrial and Applied 
Mathematics. He has nearly 500 publications and is the editor of the Encyclope-
dia of Biodiversity and the Princeton Guide to Ecology. He serves on the Science 
Board of the Santa Fe Institute, which he co-chaired from 2007 to 2010. 

Dr. Levin’s awards include the Heineken Prize for Environmental Sciences, 
the Kyoto Prize in Basic Sciences, the Margalef Prize for Ecology, and the Eco-
logical Society of America’s MacArthur and Eminent Ecologist Awards. 

David Low, Ph.D., received his bachelor of science in biology from University 
of California (UC), San Diego, his master of science in microbiology from San 
Diego State University, and his Ph.D. in cellular biochemistry from UC Irvine, 
and he did postdoctoral work at Stanford University in molecular microbiol-
ogy. He was a professor for 13 years at the University of Utah Health Sciences 
Center before moving to UC Santa Barbara in 1998. He became co-founder of 
 Remedyne in 2000 and was elected fellow of the AAAS in 2005. He spent his first 
20 years as an independent scientist investigating the roles of DNA methylation 
in controlling bacterial gene expression. His current research interest concerns 
bacterial cellular communication. Specifically, his laboratory focuses on the biol-
ogy and mechanisms involved in contact-dependent growth inhibition (CDI), a 
phenomenon in which one bacterial cell touches another, injecting a small peptide 
effector/toxin called the CdiA-CT. CdiA-CTs have diverse activities, primar-
ily nucleases. CDI systems are expressed by many bacterial species including 
important pathogens and can play important roles in intraspecies competition. 
Recent data indicate that CDI systems play roles in the coordination of cellular 
activities such as biofilm formation. Their goal is to determine how these contact-
dependent systems contribute to the lifestyles of different bacterial species and to 
determine their mechanisms of action. 

Paul Rainey, Ph.D., is professor of evolutionary genetics and James Cook Re-
search Fellow at the New Zealand Institute for Advanced Study. He is also a 
member of the Max Planck Society and honorary director at the Max Planck 
Institute for Evolutionary Biology in Plön, co-director of the Hopkins Microbial 
Diversity Program at Stanford, Principle Investigator at the Allan Wilson Centre 
for Molecular Ecology & Evolution, and a Fellow of the Royal Society of New 
Zealand. He completed his Ph.D. at the University of Canterbury in 1989 and 
moved to Cambridge, where he worked as a postdoctoral fellow. In 1994 he 
received a BBSRC Advanced Research Fellowship, which he took to the Depart-
ment of Plant Sciences at the University of Oxford. In 1996 he was appointed 
to a faculty position at Oxford and a fellowship at St. Cross College. With much 
dedication, he also ran his college’s wine cellar. In 2003 he returned to New 
Zealand as Chair of Ecology and Evolution at the University of Auckland, but 
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retained a fractional professorial position at Oxford until the end of 2005. In 2007 
he moved his lab to Massey University’s Albany campus.

David A. Relman, M.D., is the Thomas C. and Joan M. Merigan Professor in the 
Departments of Medicine and Microbiology and Immunology at Stanford Univer-
sity and chief of Infectious Diseases at the VA Palo Alto Health Care System in 
Palo Alto, California. He received an S.B. (biology) from MIT (1977) and M.D. 
(magna cum laude) from Harvard Medical School (1982), completed his clinical 
training in internal medicine and infectious diseases at Massachusetts General 
Hospital, served as a postdoctoral fellow in microbiology at Stanford University, 
and joined the faculty at Stanford in 1994. 

Dr. Relman’s current research focus is the human indigenous microbiota (mi-
crobiome), and in particular, the nature and mechanisms of variation in patterns 
of microbial diversity within the human body as a function of time (microbial 
succession), space (biogeography within the host landscape), and in response to 
perturbation, e.g., antibiotics (community robustness and resilience). One of the 
goals of this work is to define the role of the human microbiome in health and 
disease. This research integrates theory and methods from ecology, population bi-
ology, environmental microbiology, genomics, and clinical medicine. During the 
past few decades, his research directions have also included pathogen discovery 
and the development of new strategies for identifying previously unrecognized 
microbial agents of disease. This work helped to spearhead the application of 
molecular methods to the diagnosis of infectious diseases in the 1990s. His re-
search has emphasized the use of genomic approaches for exploring host-microbe 
relationships. Past scientific achievements include the description of a novel 
approach for identifying previously unknown pathogens, the identification of a 
number of new human microbial pathogens, including the agent of Whipple’s 
disease, and some of the first broad, molecular analyses of the composition of 
the human indigenous microbiota.

Dr. Relman advises the U.S. government, as well as nongovernmental orga-
nizations, in matters pertaining to microbiology, emerging infectious diseases, 
and biosecurity. He currently serves as a member of the National Science Advi-
sory Board for Biosecurity and as a member of the Defense Advanced Research 
 Projects Agency Synthetic Biology Panel, and he advises several U.S. government 
departments and agencies on matters related to pathogen diversity, the future life 
sciences landscape, and the nature of present and future biological threats. He has 
served as chair of the Board of Scientific Counselors of the  National Institute of 
Dental and Craniofacial Research (NIH) and is currently (2011-2012) president-
elect of the Infectious Diseases Society of America (IDSA). Dr. Relman served 
as vice-chair of a National Academy of Sciences (NAS) study of the science 
underlying the FBI investigation of the 2001 anthrax mailings, and he co-chaired 
a 3-year NAS study that produced a widely cited report entitled Globalization, 
Biosecurity, and the Future of the Life Sciences (2006). He is a fellow of the 
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American Academy of Microbiology, a fellow of the AAAS, and a member of 
the Association of American Physicians. Dr. Relman received the Squibb Award 
from the IDSA in 2001 and was the recipient of both the NIH Director’s Pioneer 
Award and the Distinguished Clinical Scientist Award from the Doris Duke Chari-
table Foundation, in 2006. He was elected a member of the Institute of Medicine 
(NAS) in 2011.

Thomas M. Schmidt, Ph.D., is a professor of microbiology and molecular ge-
netics at Michigan State University. His research focuses on the distribution of 
microbial populations in nature and the link between community structure and 
function. In particular, his research group is establishing links between the flux 
of greenhouse gases from soil and the composition of microbial communities that 
catalyze these ecosystem-level processes and is exploring the role of microbes in 
the human microbiome related to health and disease. A unifying theme of these 
studies is a postulated trade-off between metabolic power and efficiency that 
would dictate microbial fitness and the distribution of microbes in the environ-
ment. Schmidt, a fellow of the American Academy of Microbiology, was honored 
with the 2010 ASM Graduate Microbiology Teaching Award in recognition of his 
dedication to students and for fostering an intellectually stimulating environment 
in his laboratory and the courses he has taught.

Vanessa Sperandino, Ph.D., received her Ph.D. in 1995. She did her postdoc-
toral training in the University of Maryland School of Medicine from 1997 to 
2001, when she joined the faculty at the Microbiology Department at Univer-
sity of Texas Southwestern Medical Center as an assistant professor. In 2007 
Dr. Sperandino was promoted to associate professor with tenure. In September 
2011 she was promoted to full professor. She was a Pew Fellow in biochemical 
sciences, an Ellison Foundation New Scholar Award in Global Infectious Dis-
eases, a Burroughs Wellcome Fund Investigator in Pathogenesis of Infectious 
Diseases, and Kavli Frontiers of Science Fellow. 

Joan E. Strassmann, Ph.D., is professor of biology at Washington University 
in St. Louis. Until 2011, she was professor of ecology and evolutionary biology 
at Rice University. She studies the evolution of cooperation, how conflict is con-
trolled in cooperative systems, and the evolution of altruism and organismality. 
With David C. Queller, she has investigated genetic relatedness and kin selec-
tion in numerous species of social wasps and bees at field locations in Texas, 
Venezuela, Brazil, and Italy. They have applied theories of social evolution to 
 Dictyostelium discoideum, a social amoeba previously studied from develop-
mental and cell biology perspectives. They have identified many social genes, 
have elucidated processes of cooperation, and have shown that high relatedness 
is essential for maintaining altruism, using experimental evolution. A new direc-
tion explores the discovery of a Dictyostelium—bacteria farming and protection 
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symbiosis. Her work has resulted in more than 150 publications, including more 
than 15 papers in Science or Nature. Dr. Strassmann is also active in science edu-
cation at several levels. She has held a Guggenheim Fellowship. She is a  fellow 
of the American Academy of Arts and Sciences, the AAAS, and the Animal 
Behavior Society, of which she currently serves as president. 

Edith Widder, Ph.D., is a deep-sea explorer and MacArthur Fellow who com-
bines expertise in oceanographic research and technological innovation with a 
commitment to reversing the worldwide trend of marine ecosystem degradation. 
A specialist in bioluminescence (the light chemically produced by many ocean 
organisms), she has been a leader in helping to design and invent new submersible 
instrumentation and equipment to enable unobtrusive deep-sea observations. She 
is the CEO, senior scientist, and co-founder of the Ocean Research & Conserva-
tion Association, an organization dedicated to the study and protection of marine 
ecosystems and the species they sustain through development of innovative tech-
nologies and science-based conservation action. 

Joao Xavier, Ph.D., graduated as a chemical engineer in 1998 (Technical Uni-
versity of Lisbon) and, after that, moved into quantitative biology for his Ph.D. 
(New University of Lisbon). There he developed an interest in emergent proper-
ties of microbial systems. For his thesis and subsequent postdoctoral work (Delft 
University of Technology), he developed a mathematical modeling framework 
for the behavior of bacterial biofilms, which he applied to problems in environ-
mental biotechnology such as wastewater treatment. In July 2006 he decided to 
shift his research focus to more fundamental questions in evolutionary biology 
and joined Kevin Foster as a postdoc of the FAS Center for Systems Biology in 
Harvard University in order to study the evolution of cooperation in biofilms, 
again using complementary experimental and computational approaches. In late 
2009, he joined the faculty at Memorial Sloan-Kettering Cancer Center, where he 
continues his work on bacterial interactions now applied to biomedical problems.



Copyright © National Academy of Sciences. All rights reserved.

The Social Biology of Microbial Communities:  Workshop Summary


	Front Matter
	Workshop Overview
	Appendix A: Contributed Manuscripts
	Appendix B: Agenda
	Appendix C: Acronyms
	Appendix D: Glossary
	Appendix E: Speaker Biographies

